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Goal of Symposium

The intent of this symposium is to provide a forum for
discussion about what it is like to try to "do" cognitive
science in settings involving real products, real customers,
and other constraints in which the bottom line is not
necessarily to produce a pristine test of a theory but rather,
to compete in the marketplace or perhaps save a life.
Cognitive science is full of interesting and complex
theories. These theories though are often difficult to
translate into action in settings that require rapid responses
to design and implementation questions. Thus, in the face
of real-world constraints, cognitive science can seem of little
use.

Cognitive scientists have to overcome the resistance to
their ideas felt by interface designers, engineers, and other
people who create artifacts upon which cognitive science
could potentially have a large impact during various stages
of development. In order to overcome this resistance, there
must be demonstrations that cognitive scientists can be
productive team members, that cognitive science can be used
successfully under workplace constraints, and that it can
develop tools that can be used by people who are not
cognitive scientists.

Despite the challenging picture and daunting tasks
outlined above, cognitive science has been successfully
applied in work settings and the examples below show that
it can make useful contributions.
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Retrieving Information from
External Sources

Susan T. Dumais
Bellcore

People have surprising difficulty in retrieving relevant
information from external sources. Anyone who has looked
for something in the index of a book, the Yellow Pages, or
in computer databases has experienced this problem. You
know that the information is there, but you can't think of
the right words to find it! Although much research in
cognitive psychology has been devoted to detailed
descriptions of how people retrieve information from their
own memories, much less work has addressed the question
of retrieving information from external sources such as other
people, books, or computer databases. One problem that is
immediately evident in attempting to retrieve information
from external sources is the tremendous mismatch between
the searcher's language and that of the target information.

We call this the "vocabulary mismatch" problem. In
brief, the words that a searcher uses to find an object are
often different than the words used by the author or indexer
to describe that object. For a wide variety of domains, we
found that two people (e.g., a searcher and an indexer)
generated the same main descriptor for objects only 10-20%
of the time (Furnas, Landauer, Gomez & Dumais, 1987).
Comparable poor agreement has been found in studies of
interindexer consistency (Tarr & Borko, 1974) and in the
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generation of search terms by expert searchers (Fidel, 1985).
This problem is not evident in traditional models of human
memory because memory probes are in the same language as
the memory representation - thus, by definition, there is no
mismatch.

Vocabulary mismatch is a major barrier to the effective
use of computer databases because most information
retrieval tools are "word based." That is, they depend on
matching words in users’ queries with words in the objects
of interest. Because of the tremendous diversity in the words
that people use to describe essentially the same idea or
concept (synonymy), relevant objects will be missed. Blair
and Maron (1985), for example, found that up to 80% of
known relevant materials were missed even by expert
searchers. One way of thinking about the retrieval failures
of word-based systems is that words are assumed to be
independent. A query about “cars” is no more likely to
retrieve an article about "automobiles" than it is one about
“elephants," if neither author used precisely the term “cars.”
This is clearly untrue of human memory and seems
undesirable in computer systems.

We have developed an automatic statistical method called
Latent Semantic Indexing (LSI) which models the inter-
relationships among terms and exploits them to improve
retrieval. We use singular-value decomposition (SVD), a
technique closely related to eigenvector decomposition and
factor analysis, to model associative structure (see
Deerwester, Dumais, Landauer, Furnas & Harshman, 1990
for details). A large matrix of terms to document
association data is decomposed into a set of k=100-300
orthogonal factors that best approximate the original matrix.
The idea is that these k largest independent linear
components capture the major associational structure in the
matrix and remove the noise or variability in word usage.
The result of the analysis is a k-dimensional "semantic
space” in which each term and document is represented.
Terms which are used in similar contexts will be near each
other in this space even if they never co-occur in a
document. What this means from a user's perspective is that
documents can be similar to a query even if they share no
terms in common.

For a wide range of test databases LSI was 20-30% better
than comparable word-based retrieval method in
discriminating relevant from irrelevant documents
(Deerwester et al., 1990, Dumais, 1991). Retrieval
performance can be further improved by iterative retrieval
and successive refinement of the original query through
methods like relevance feedback. We have recently extended
the LSI analysis to large diverse corpora (three gigabytes of
text, one million articles from news wires, newspapers,
computer science articles, U.S. patents, technical memos,
etc.) with comparably positive results. The computational
tractability of LSI was critical for success in this problem.
Unlike manual thesaurus construction or most Al
knowledge-based methods, the LSI statistical approach is
completely automatic and thus widely applicable even to
large, diverse collections. In addition, LSI has been
successfully applied for a variety of other problems
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including: information filtering, cross language retrieval,
retrieving noisy pen input, word sense disambiguation,
finding synonyms, and text coherence analyses.

An analysis of the difficulties people have in retrieving
information from external sources pointed to a "vocabulary
mismatch" problem that has received little attention in
cognitive science. We developed an associative learning
model (LSI) which takes advantage of the inter-relationship
among terms to allow people to more effective retrieving
information from computer databases. We hope to examine
the question of which "contexts" are most useful for
learning, and to incorporate information about prior
probabilities to further improve people's ability to retrieve
information from external sources.
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