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In contrast to other biogeochemical tracers, nitrogen in the ocean exists in a myriad of

chemical forms, each with its own distinct properties and reactivity. These diverse chemical

forms of nitrogen, including organic and inorganic compounds, are collectively involved in a

unique and dynamic microbially-mediated cycle which is tightly intertwined with the overall

functioning of marine ecosystems and has significant implications for the global cycles of car-

bon, phosphorous, and oxygen. While nitrogen is predominantly cycled between bioavailable

forms in the ocean, additional anaerobic metabolic pathways emerge when the concentration

of dissolved oxygen drops to suboxic or anoxic levels within the ocean’s oxygen-minimum-

zones (OMZs). These pathways produce gaseous dinitrogen (N2) and nitrous oxide (N2O),

a potent greenhouse agent and contributor to ozone depletion, which together lead to a loss

of bioavailable nitrogen from the oceans to the atmosphere. This dissertation provides a

comprehensive analysis of these microbial pathways in OMZs, and further explores their

sensitivity to both physical and biogeochemical variability.

In Chapter 2, we describe the development of a general algorithm used to expand the

observational record of a special class of subsurface, predominantly anticyclonic oceanic

eddies known as submesoscale coherent vortices (SCVs). These eddies have been shown to
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play an oversized role in propagating water masses in the intermediate and deeper parts of

the ocean, and were recently identified as hot-spots of N2 and N2O production. By applying

the algorithm to the global Argo float array, we detect nearly 4000 new global observations

of these eddies. Furthermore, we demonstrate that their formation takes place in regional

hot-spots, allowing us to quantify their contributions to local heat and salt anomalies due

to their formation and propagation.

In Chapter 3, we incorporate a new model of the oceanic nitrogen cycle into an eddy-

resolving 3D regional ocean model of the Eastern Tropical South Pacific, an upwelling region

and hot-spot of nitrogen loss and N2O outgassing. The model accurately simulates both

aerobic and anaerobic transformations responsible for N2 and N2O production, and provides

a realistic representation of the large scale physical circulation. By decomposing the N2O

tracer in the 3D model, we are able to attribute contributions from local biogeochemical

sources and sinks, explore the role of the physical circulation in supplying N2O to the region,

and ultimately quantify the drivers of N2O outgassing to the atmosphere.

Finally, Chapter 4 builds upon the findings of Chapter 3. Specifically, we deploy a higher

resolution version of the 3D model to explore how mesoscale-driven heterogeneity governs

the production of N2 and N2O in the Eastern Tropical South Pacific. By filtering biogeo-

chemical tracer fields into “mean” and “eddy” components (e.g., fields governed by low/high

frequency and large/small spatial scales, respectively), we demonstrate that oxygen variabil-

ity induced by ephemeral eddies and filaments stimulates nitrogen loss to the atmosphere,

but by preferential producing N2 at the expense of N2O consumption. These findings reveal

that the mesoscale circulation plays a critical role in regulating N2O production, and fur-

ther implies that coarse-grained biogeochemical models may overestimate the fluxes to the

atmosphere from these regions.
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CHAPTER 1

Introduction to the oceanic nitrogen cycle

Nitrogen (N) occupies a central role in biogeochemistry. As a limiting nutrient for

primary productivity, nitrogen ultimately influences the cycling of carbon, phosphorous, and

oxygen (Zehr &Ward, 2002; Gruber, 2004; Arrigo, 2005; Capone et al., 2008; Voss et al., 2013;

Pajares & Ramos, 2019), but stands out among other major elements in the ocean due to

its existence in a greater variety of chemical forms and oxidation states (Capone et al., 2008;

Lam & Kuypers, 2011). Marine organisms leverage this versatility, undertaking numerous

chemical transformations as part of their metabolism (Capone et al., 2008; Kuypers et al.,

2018). As a consequence, biological processes heavily influence the oceanic nitrogen budget,

distinguishing it from the budgets for other limiting nutrients (e.g., iron, phosphorous (P),

and silicon), which instead are dominated by riverine or atmospheric inputs (Codispoti et

al., 2001).

The process that quantitatively dominates the oceanic N cycle is the photosynthetic

fixation of carbon and nitrogen into organic matter by marine phytoplankton at the ocean

surface (Capone et al., 2008). Since most phytoplankton appear to have a relatively fixed cell

quota for protein, lipids, carbohydrates, and DNA/RNA, they tend to assimilate bioavailable

or “fixed” forms of nitrogen such as ammonium (NH+
4 ), nitrate (NO−

3 ), and nitrite (NO−
2 )

in approximately constant ratios with other nutrients (Redfield et al., 1963; Anderson &

Sarmiento, 1994). The majority of the resulting organic matter is either respired or rem-

ineralized by heterotrophic bacteria in the euphotic zone (Capone et al., 2008). This process

transforms organic nitrogen back to fixed inorganic forms, which supports the continuous

growth of phytoplankton populations in a tightly interconnected loop referred to as “regen-

erated” production (Dugdale & Goering, 1967; Eppley & Peterson, 1979). However, since a
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small fraction is exported to the dark interior ocean, surface concentrations of fixed N are

low while the deep ocean is enriched. To enable “new” production at the ocean surface,

ocean circulation and mixing is needed to resupply inorganic nitrogen to the euphotic zone

(Dugdale & Goering, 1967; Eppley & Peterson, 1979). This interplay between biological and

physical processes (the biological pump) plays a significant role in determining the concen-

tration of CO2 in the atmosphere, and ultimately is a crucial component of Earth’s climate

system (Broecker & Peng, 1982; Capone et al., 2008).

The preferred electron acceptor for organic matter remineralization is oxygen (O2), and

since modern oceans are well oxygenated, marine organisms involved with the oceanic N cycle

are typically associated with aerobic lifestyles (Lam & Kuypers, 2011). The vast majority

of heterotrophic bacteria use O2 to oxidize organic carbon to CO2 as a source of energy,

releasing NH+
4 (ammonification, the reverse process of NH+

4 assimilation) as they lack the

ability to oxidize it further to NO−
2 or NO−

3 . This latter step is undertaken by specialized

groups of chemolithotrophic bacteria and archaea, which use the oxidation of NH+
4 to NO−

2 ,

and NO−
2 to NO−

3 , as a source of energy. This process, known as nitrification (B. Ward &

Zafiriou, 1988), links the most oxidized (NH+
4 ) and most reduced (NO−

3 ) forms of fixed N and

exerts a strong control on their individual distributions, leading to NO−
3 accumulation in the

deep oxygenated ocean and generally low NH+
4 and NO−

2 concentrations elsewhere. Notably,

the first step of nitrification (NH+
4 oxidation) produces nitrous oxide (N2O) as a by-product

(Hooper & Terry, 1979; Goreau et al., 1980; Nevison et al., 2003), an ozone-depleting agent

and powerful greenhouse gas that is roughly 300 times more potent than carbon dioxide

(Suntharalingam et al., 2000; Ravishankara et al., 2009). The oceanic emission of N2O

constitutes roughly 20% to the total emission of N2O into the atmosphere (Canadell et al.,

2021), providing an additional link between the ocean N cycle and Earth’s climate (Capone

et al., 2008; Lam & Kuypers, 2011).

1.1 Nitrogen loss from oxygen-minimum-zones

Due to weak ventilation and O2 consumption through remineralization, a small fraction
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(< 4%) of the global oceans contain low O2 concentrations such that oxic respiration and

nitrification can hardly be sustained (Wyrtki, 1962; Karstensen et al., 2008; Keeling et al.,

2010). Two of these major oxygen-minimum-zones (OMZs) are found beneath productive

eastern boundary upwelling systems (EBUS) in the tropical North and South Pacific (ETNP

and ETSP), while a third exists in the northeastern Arabian Sea (Gruber & Sarmiento,

1997). Although most life avoids such low-O2 conditions, OMZs foster heterotrophic bac-

teria capable of remineralizing organic matter with NO−
3 (abundant in deep waters due to

nitrification), the next preferred alternative electron acceptor (Froelich et al., 1979), in a

process known as denitrification. This process generates N2O (as an intermediary) and dini-

trogen (N2) (Bianchi et al., 2012; DeVries et al., 2013), the most abundant form of nitrogen

in the ocean that is only available to N2-fixing diazotrophs (Eugster & Gruber, 2012; Luo et

al., 2012). Furthermore, the NH+
4 released from organic matter is oxidized to N2 in OMZs

by chemolithotrophic anammox bacteria (anaerobic NH+
4 oxidation) (Könneke et al., 2005).

Accordingly, N2 production is mainly restricted to OMZs and anoxic sediments, while N2O

is a key intermediary in both the nitrification and denitrification transformation pathways

(Babbin et al., 2015). This biological production of N2O and N2 in OMZs represents a loss

of fixed N from the ocean to the atmosphere (Naqvi et al., 2010; Yang et al., 2020).

As a result of these additional anaerobic pathways, the inventory of nitrogen is perhaps

the one elemental cycle that is most affected by oceanic OMZs (Lam & Kuypers, 2011).

Large fixed N losses from OMZs (Gruber & Sarmiento, 1997; Deutsch et al., 2001) in part

causes the residence time of fixed N is be about one order of magnitude shorter than for

phosphorous (Gruber & Galloway, 2008; Wang et al., 2019), driving a notable stoichiometric

deficit in seawater N:P ratios (∼14.7:1, from the relatively constant value of 16:1) (Redfield

et al., 1963; Anderson & Sarmiento, 1994) that limits surface production over large swaths

of the ocean (Tyrrell, 1999). Moreover, the N2O yield from nitrification has been observed

to increase at lower O2 (Goreau et al., 1980; Nevison et al., 2003), such as within steep O2

gradients surrounding anoxic OMZ waters (Babbin et al., 2015). Therefore, the conditions in

and around OMZs host unique environments where multiple oxidative and reductive nitrogen

transformations coexist, resulting in an almost complete N cycle (Lam & Kuypers, 2011).
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This allows OMZ regions to account for up to 50% of total oceanic N2O emissions to the

atmosphere (Naqvi et al., 2010; Codispoti, 2010; Babbin et al., 2015; Arévalo-Mart́ınez et

al., 2016; Yang et al., 2020) and 30 - 50% of total N2 production (Gruber & Galloway, 2008;

Codispoti, 2010), despite only occupying roughly 1% of the total ocean volume (Lam &

Kuypers, 2011). Meanwhile, analyses of contemporary and historical data sets suggest an

intensification of the world’s OMZs has been occurring over the past few decades (Stramma

et al., 2008, 2010), which models project to continue into the future (Cabré et al., 2015;

J. J. Busecke et al., 2019; Kwiatkowski et al., 2020). As a consequence, the oceans are

likely to experience further fixed N loss, which in turn will constrain primary production

and ultimately reduce the ocean’s capacity to sequester atmospheric CO2 (Falkowski, 1997).

1.2 Modelling the nitrogen cycle

Numerous studies on microbial processes in OMZs in the past few decades (Codispoti

& Christensen, 1985; B. Ward & Zafiriou, 1988; Lam & Kuypers, 2011) have facilitated

the development of ocean biogeochemical models capable of informing the expression of N

cycle transformations in dynamic environments. From the beginning, these models have in-

cluded NO−
3 and NH+

4 assimilation by phytoplankton and subsequent nitrification (Fasham

et al., 1990; Sarmiento et al., 1993; Moore et al., 2004). With the advent of more com-

plex Earth System Models, biogeochemical representations have progressively expanded to

include more detailed representations of the N cycle, including N2 fixation, denitrification

and N2O production (Aumont et al., 2015; Séférian et al., 2020; Stock et al., 2020; Long

et al., 2021). However, these models frequently employ oversimplified empirical parameter-

izations to represent nitrogen transformations, overlooking the complexities inherent in the

network of nitrogen reactions and their controls (Bianchi et al., 2022). New understandings

surrounding the processes governing N2O and N2 production have stimulated a resurgence

of model development in the field.

For example, despite the discovery of anammox as an alternative N loss pathway to het-

erotrophic denitrification in recent decades (Dalsgaard et al., 2003; Kuypers et al., 2003;
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Könneke et al., 2005), models often conflate anammox and denitrification into a single N2

production term. Additionally, observations of supersaturated N2O concentrations within

the suboxic gradients surrounding the anoxic core of OMZs (where no nitrification can oc-

cur) (Martens-Habbena et al., 2009) had been historically linked to enhanced production

from nitrification (Cohen & Gordon, 1978). Thus, models that include N2O cycling pre-

dominantly rely on parameterizations that link N2O production to nitrification or aerobic

respiration (Suntharalingam et al., 2000; Nevison et al., 2003; Jin & Gruber, 2003; Man-

izza et al., 2012), with denitrification typically modelled as an exclusive sink of N2O (and

thus, a source of N2) in the ocean (Suntharalingam et al., 2000; Codispoti et al., 2001; Jin

& Gruber, 2003; Battaglia & Joos, 2018). Yet recent studies have questioned the relative

contribution from nitrification to total N2O production by demonstrating the existence of

progressive O2 sensitivities for the distinct enzymes regulating step-wise denitrification rates

(Körner & Zumft, 1989; Kalvelage et al., 2011; Dalsgaard et al., 2014; Babbin et al., 2015;

Ji et al., 2015). In the same low O2 environments where enhanced nitrification-production

has been observed, N2O accumulation from the denitrification pathway can occur as NO−
2

reduction proceeds while N2O reduction is inhibited, in a process referred to as “incomplete”

denitrification (Babbin et al., 2015). This discovery has raised questions around the rela-

tive contributions from nitrification and denitrification pathways to supersaturated N2O in

suboxic OMZ waters, and their overall significance to total N2O production.

While ocean biogeochemical models have progressively expanded our understanding of

OMZ nitrogen cycling, they omit key tracers and processes such as NO−
2 and “incomplete”

denitrification (Lam & Kuypers, 2011; Kalvelage et al., 2013; Babbin et al., 2014, 2015, 2017;

Buchwald et al., 2015). With recent studies demonstrating significant N2O production from

the denitrification pathway (Babbin et al., 2015), and due to the global significance of N

loss within OMZs (Codispoti et al., 2001), accurate representation and parameterization of

the nitrogen transformation rates within ocean models is needed to constrain current rates

of N2 and N2O production. This in turn will improve our ability to predict future responses

to climate forcing and deoxygenation.
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1.3 The Eastern Tropical South Pacific

The Peruvian upwelling ecosystem extends from the southern extent of Chile (∼45oS)

to northern Peru (∼4oS). It belongs to the four major EBUS, which together account for

about 11% of the global ocean “new” production (Bakun & Parrish, 1982; Chavez & Messié,

2009; Arévalo-Mart́ınez et al., 2016). In general, EBUS are located along the eastern flanks

of subtropical gyres, where equatorward winds stimulate the formation of expansive eastern

boundary currents at the ocean surface (Colas et al., 2013). The interaction between these

currents, the coastline, and the Earth’s rotation induces a shallow offshore surface Ekman

transport, which gives way to the upwelling of cooler waters from below (Chavez & Messié,

2009; Rykaczewski & Dunne, 2010; Jacox & Edwards, 2012). As these deep waters rise to the

surface, they bring with them an abundance of nutrients, such as NO−
3 and phosphate, which

in turn fuels phytoplankton growth capable of sustaining higher trophic levels including fish

populations (Bakun & Parrish, 1982; Huyer, 1983; Chavez & Messié, 2009). Consequently,

this coastal upwelling exerts a pronounced influence on sea surface temperature and primary

production, leaving a distinct mark on these oceanic properties (Chavez & Messié, 2009).

While southern Chile experiences more intense upwelling during boreal summer (Pen-

nington et al., 2006), upwelling-favorable conditions exist year-round along the Peruvian

and northern Chile coastlines, fueling high rates of surface primary productivity and organic

matter export (Chavez & Messié, 2009). On sinking, organic matter remineralization pro-

motes O2 consumption in the underlying water column (Wyrtki, 1962; Capone et al., 2008;

Stramma et al., 2008). Additionally, due to a location in the South Pacific tropical shadow

zone of the thermocline (which extends westward from the eastern boundary between the

equatorward edges of the subtropical gyres)(Luyten et al., 1983), supply of O2 from the

ventilated subtropical gyres to the ETSP is weak (Karstensen et al., 2008; Stramma et al.,

2010). As a consequence, the relatively O2-rich eastward tropical currents are the major

advective sources of oxygen to the equatorward side of the ETSP OMZ (Karstensen et al.,

2008; Stramma et al., 2010). However, despite additional lateral O2 supply from mesoscale

eddies (Gnanadesikan et al., 2013; Bettencourt et al., 2015), O2 remains depleted within

6



the OMZ core (Kwiecinski & Babbin, 2021), leading to functional anoxia (Thamdrup et

al., 2012). Due to these characteristics, the ETSP hosts the second largest OMZ by area,

extending 1000 km offshore of the Peruvian shelf with a maximum thickness greater than

600 m (Fuenzalida et al., 2009).

1.4 The role of the physical circulation

Enhanced and persistent mesoscale activity occurs in the ETSP compared to other

upwelling regions (Chaigneau et al., 2009; Chelton et al., 2011). Along the Peruvian coast,

instability of the equatorward Humboldt current generates nonlinear mesoscale eddies which

propagate coastal biogeochemical and physical properties offshore (Chelton et al., 2007;

Chaigneau et al., 2008; Arévalo-Mart́ınez et al., 2016). As the mean currents are weak

at depth, this eddy variability strongly influences the flow and intermittently supplies O2-

rich water to the OMZ (Czeschel et al., 2011; Gnanadesikan et al., 2013; Bettencourt et

al., 2015), leading to heterogeneity in nitrogen cycling (Altabet et al., 2012; Stramma et

al., 2013; Bourbonnais et al., 2015; Löscher et al., 2016). For example, Altabet et al. (2012)

demonstrated the role of coastal eddies in trapping and transporting organic matter offshore,

which locally stimulates N2 production via enhanced heterotrophic denitrification (Babbin et

al., 2014). Eddies have also been shown to inject nutrients into the euphotic zone by lifting

the upper thermocline, leading to increased production and organic matter flux to the deep

ocean (McGillicuddy et al., 2007).

In addition to mesoscale eddies, EBUS generate a distinctive class of smaller, subsurface,

predominantly anticyclonic eddies known as submesoscale coherent vortices (McWilliams,

1985; Pelland et al., 2013; Hormazabal et al., 2013; Molemaker et al., 2015). These eddies

have been shown to play an oversized role in propagating water masses in the intermediate

and deeper parts of the ocean (Richardson et al., 2000; Hormazabal et al., 2013; Z. Zhang

et al., 2015; Pegliasco et al., 2015; Jithin & Francis, 2021; X. Zhang et al., 2022). In the

ETSP, they are known to form from the destabilization of the poleward flowing Peru-Chile

Undercurrent (Hormazabal et al., 2013; Combes et al., 2015; Thomsen et al., 2016), which
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carries relatively warm, salty, and O2-poor waters of equatorial origin (Contreras et al., 2019).

Due to their characteristically long lifetimes and highly nonlinear nature, these eddies can

effectively transport low-O2 waters into the nearby subtropical gyre (Frenger et al., 2018).

As a consequence, they have been attributed to expanding the influence of OMZs (Landolfi

et al., 2013), and are known hot-spots of N loss and N2O production in otherwise aerobic

waters (Altabet et al., 2012; Bourbonnais et al., 2015; Löscher et al., 2016; Arévalo-Mart́ınez

et al., 2016; Grundle et al., 2017).

The presence of a vibrant eddy circulation suggests that the evolution of nitrogen tracers

in the ETSP cannot be understood simply in terms of the advection by the time-mean

circulation, background diffusion, and local sources and sinks (Pasquero, 2005). At any

instant, eddies distort the tracer field and form local tracer anomalies. As has been shown

by many previous studies, correlations between eddy-scale current and tracer anomalies can

lead to an eddy-induced transport which, in some cases, can significantly augment the mean

biogeochemical transport (Falkowski et al., 1991; Lathuilière et al., 2010; Gruber et al., 2011;

Gaube et al., 2014). This recognition has generated a variety of techniques for representing

the influence of turbulent tracer dispersion induced by unresolved eddies in course models

(e.g., Gent & Mcwilliams (1990) and Fox-Kemper et al. (2008))

A common approach to representing the influence of eddies and filaments is the inclusion

of a parameterized enhanced molecular diffusion term applied to resolved tracer gradients.

Despite its frequent application to modelling studies, limitations of this parameterization

(the gradient-diffusion hypothesis) have been noted for reactive tracers (Prend et al., 2021),

of which all forms of marine N, except N2, qualify. A pioneering study by Lévy et al. (2013)

highlighted this bias by exploring the role of “eddy reactions”, which arise due to eddy-

driven heterogeneity in the distribution of reactive biogeochemical tracers and the nonlinear

nature of biogeochemical reactions (e.g., Michaelis-Menten substrate uptake for nutrients,

light limitation in nitrifying microbes and phytoplankton, and O2 inhibition for anaerobic

processes) (K. A. Johnson & Goody, 2011; Dalsgaard et al., 2014). The contribution from

eddy nitrogen reactions may be large in OMZs regions such as the ETSP, where both biogeo-

chemical and physical forcings act to generate environmental heterogeneity. Thus, challenges
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remain in estimating modern global ocean N loss and N2O outgassing due to uncertainties

surrounding the spatial and temporal variability of the processes governing their evolution

in OMZs (Bourbonnais et al., 2015; Arévalo-Mart́ınez et al., 2016).

1.5 Science questions and outline

In this first Chapter of my dissertation, I have outlined our region of interest (the Eastern

Tropical South Pacific), the biogeochemical reactions relevant to N2 and N2O production,

and provided a background into the important role the physical circulation plays. I have

similarly highlighted the importance of resolving the questions surrounding N loss and N2O

production, given the expected expansion of OMZs in future climates.

Due to the global implications of nitrogen cycling within OMZ regions, this dissertation

investigates the physical and biogeochemical interactions that shape modern rates of N2O

and N2 production in the ETSP. To this end, I carried out a series of projects aimed at

describing the processes relevant to their production. Together, these projects will add

great value to the ocean community by providing insights into one of the most important

oceanographic regions governing the outgassing of N2O and the inventory of fixed N.

In Chapter 2, we specifically sought to address the following scientific questions:

• Where are “hot-spots” of SCV formation in the world ocean?

• For regional hot-spots, what water masses are impacted by SCV transport?

• What are the potential regional generation mechanisms?

• Where SCVs appear, what are their contributions to local heat and salt anomalies?

To provide insights into these questions, we developed and applied a general algorithm to the

global Argo float array in order to detect SCV encounters from chance profile measurements.

We ultimately expanded the record of SCVs in the global ocean by including nearly 4000

additional observations. We grouped detections into regional populations, and used water

mass analyses and previous literature on SCVs to link populations to formation regions,
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allowing for a speculation on possible mechanisms of formation. We further used theory and

statistics to demonstrate SCVs can leave a significant imprint on the hydrographic properties

of waters masses in regions of high SCV density.

In Chapter 3, we aimed to quantify several important processes impacting the evolution

of N2O within the ETSP:

• What are the respective contributions to local ETSP N2O production from nitrification

and “incomplete” denitrification?

• What role does advection play in transporting remotely-generated N2O to the ETSP?

• What processes dominate the ultimate outgassing of N2O?

To accomplish this, we made use of a new model of the oceanic N cycle known as NitrOMZ

(Nitrogen cycling in Oxygen Minimum Zones), which we previously detailed in a separate

manuscript that is not presented herein (Bianchi et al., 2022). Briefly, the model explic-

itly represents the major forms of nitrogen found in seawater as prognostic tracers, and

parameterizes the transformations that connect them as a function of seawater chemistry.

Crucially, NitrOMZ includes the process of anammox, separately represents each denitrifi-

cation step (allowing for “incomplete” denitrification), and simulates N2O production from

NH+
4 oxidation.

We initially implemented the model in an idealized 1D representation of the ETSP water

column (Bianchi et al., 2022), and used a formal optimization procedure to extract parameter

sets capable of recovering measured tracer and rate distributions from recent hydrographic

measurements (Kalvelage et al., 2013; Ji et al., 2015; Peng et al., 2016; Babbin et al., 2017,

2020). The optimization revealed systematic variations in the sensitivity of denitrification

processes to O2, and was consistent with recent incubation experiments (Dalsgaard et al.,

2014) in suggesting progressive O2 intolerances exist for the denitrification steps. We sim-

ilarly used observations to constrain the parameters governing N2O production from nitri-

fication (Goreau et al., 1980; Nevison et al., 2003), ultimately generating parameter values

within the range of recent studies (Ji et al., 2018; Santoro et al., 2021). We then embedded
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NitrOMZ into the Regional Ocean Modelling System (ROMS) (Shchepetkin & McWilliams,

2005; Shchepetkin, 2015), a primitive-equation, hydrostatic, topography-following general

ocean circulation model. This allowed us to more accurately simulate aerobic and anaer-

obic nitrogen transformations, and the physical circulation, within a characteristic OMZ

upwelling region. We compiled a budget of N2O to elucidate the contributions from both

denitrification and nitrification to total N2O production. We also highlighted the role of the

large scale tropical circulation in supplying outgassing-favorable N2O to the ETSP. These

results provide new insight into the sources of N2O outgassing in this dynamic region.

Our goal in Chapter 4 was to explore the contributions from mean and eddy N cycle

reactions to total N2O production and fixed N loss within the ETSP OMZ in order to assess

the following questions:

• How do nitrogen transformations in the ETSP respond to mesoscale tracer heterogene-

ity?

• What are the mean and eddy reaction contributions to N2O and N2 production in the

ETSP?

To address these questions, we applied a higher resolution version of the model applied in

Chapter 3 to better simulate the evolution of smaller scale features like mesoscale eddies,

SCVs, and filaments in the ETSP. We used monthly-filtered tracer fields to represent a “mean

field approximation” of the ETSP, in analogy to tracer fields resolved by a coarse-grained

model. Using an offline version of the N cycle transformations in the model, we extracted

the contributions from the low frequency circulation, allowing for an investigation into the

role that mesoscale-driven heterogeneity in the OMZ plays in regulating fixed N loss.

Finally, in Chapter 5, I summarize the advances presented in this dissertation. I highlight

the importance and need for continued efforts, and outline the ongoing and future work

inspired by the work presented here.

11



CHAPTER 2

Global Observations of Submesoscale Coherent

Vortices in the Ocean

This chapter contains the published manuscript (McCoy et al., 2020), available from Progress

in Oceanography, without any changes.

2.1 Introduction

Anticyclonic oceanic eddies with subsurface velocity maxima populate many areas of the

world ocean and exert a regional influence on heat, salt, and nutrient transport (Richardson

et al., 2000; Nauw et al., 2006; Pegliasco et al., 2015; Frenger et al., 2018). They have been

detected within the near-surface, intermediate, and near-bottom layers of the ocean, and are

characterized by horizontal scales that range from the submesoscale (¡10 km) to the internal

Rossby radius of deformation (10 – 100 km) (McWilliams, 1985; D’Asaro, 1988; Nauw et al.,

2006; Molemaker et al., 2015). A defining characteristic of these eddies is the doming and

bowling of isopycnal surfaces around a weakly stratified, gradient-wind balanced water mass

(McWilliams, 1985; Gordon et al., 2002; Nauw et al., 2006) that also exhibits anomalously

low potential vorticity (PV) (Meunier et al., 2018). Intrathermocline eddies (ITEs) are

variants that displace the main thermocline and are thought to be generated by a variety of

mechanisms that include: 1) subduction of mode waters at frontal boundaries (Spall, 1995;

Hogan & Hurlburt, 2011); 2) isolation of pre-existing mesoscale anticyclones from the surface

by advection or restratification (Hogan & Hurlburt, 2011); 3) a reduction of PV along fronts

by counter-directional winds on the frontal jet (A. C. Thomas et al., 2009); 4) intense local

upwelling driven by eddy-wind interactions that induces isopycnal doming (McGillicuddy,

12



2014). Sub-thermocline variants common to eastern boundary upwelling systems (EBUS) are

frequently termed submesoscale coherent vortices (SCVs, (McWilliams, 1985)). They have

been shown to be primarily generated via subsurface currents that undergo flow separation

near capes or promontories, followed by submesoscale instabilities and roll-up into coherent

vortices (D’Asaro, 1988; Molemaker et al., 2015; Thomsen et al., 2016). Here we use the

term SCV to describe both types of eddies, due to their similar dynamical structures and

role in subsurface ocean circulation.

Interest in SCVs is motivated by their occasional propagation within or below the pycno-

cline, where relatively weak turbulent mixing allows for a slower decay compared to mesoscale

eddies (McWilliams, 1985; Collins et al., 2013). Observations also suggest a preference for

anticyclonic rotation and isolation of core water mass over many cycles due to the rapid

rotation (McWilliams, 1985; Schütte et al., 2016). These characteristics allows for individual

SCVs to exist for several years, while efficiently transporting nutrients and other material

properties thousands of kilometers away from their formation regions (Richardson et al.,

2000; Frenger et al., 2018). For example, Lukas & Santiago-Mandujano (2001) detected an

SCV with a radius of at least 15 km to the North of the Hawaiian Islands that was virtually

depleted in dissolved oxygen throughout its core. The highly atypical hydrographic proper-

ties within the eddy relative to the surrounding water suggested formation off the southern

tip of Baja California several years prior to detection.

The long lifetimes and unique dynamics of SCVs suggest that they are important in

shaping the distribution and variability of heat, salt, and biogeochemical tracers over large

swaths of the ocean. Notably, compared to surface intensified eddies, SCVs differ strongly

in both their efficiency in carrying water mass anomalies, and the resulting biogeochemical

responses within the encapsulated waters (Schütte et al., 2016). A study by Frenger et al.

(2018) used a global eddying ocean biogeochemical model to suggest that SCVs shed from

Pacific EBUS accounted for roughly 10% of the offshore transport of nutrients from those

systems along the isopycnals where eddies are found, while Pelland et al. (2013) estimated

that up to 44% of the heat and salt loss from the California undercurrent is a result of

SCV generation along its pathway. Perhaps most striking are the Mediterranean outflow
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eddies or ‘Meddies’ that appear in the North Atlantic Ocean as blobs of dense, salty, weakly

stratified Mediterranean Sea water (McWilliams, 1985; Bower et al., 1997; Richardson et al.,

2000; Barbosa Aguiar et al., 2013; Bashmachnikov et al., 2015). Settling to around 1000 m

before adjusting and acquiring their characteristic anticyclonic rotation, they could account

for roughly 40% of the Mediterranean outflow, and contribute to the westward salinity flux

within the Mediterranean salt tongue (Bower et al., 1997; Richardson et al., 2000). Addi-

tionally, the isolation of SCV core properties may also establish a distinct biogeochemical

environment and subsequent biological community compared with the surrounding waters

(Löscher et al., 2015; Frenger et al., 2018). Low-oxygen SCVs, such as those shed from

EBUS, have been shown to be hot-spots of fixed nitrogen losses and production of nitrous

oxide, a powerful greenhouse gas (Altabet et al., 2012; Arévalo-Mart́ınez et al., 2015; Löscher

et al., 2015; Grundle et al., 2017).

After propagation from source regions, the core properties of SCVs often strongly con-

trast with surrounding waters, allowing easy detection as vertically confined, weakly strat-

ified, Gaussian-shaped water mass anomalies (J. Simpson et al., 1984; McWilliams, 1985;

Z. Zhang et al., 2015). Examples from the observational record include California Undercur-

rent ‘Cuddies’ (Garfield et al., 1999; Chaigneau et al., 2011; Pelland et al., 2013; Collins et al.,

2013), Peru-Chile 13C Water Eddies (G. C. Johnson & McTaggart, 2010; Chaigneau et al.,

2011; Hormazabal et al., 2013), Labrador Sea outflow eddies (Bower et al., 2013), Beaufort

Sea eddies (D’Asaro, 1988; Zhao et al., 2018), Persian Gulf eddies (L’Hégaret et al., 2016),

Red Sea outflow eddies ((Shapiro & Meschanov, 1991), and the ITE’s of the Northwest Pa-

cific (Gordon et al., 2002; Hogan & Hurlburt, 2011; Z. Zhang et al., 2015) and Southern

Indian (Nauw et al., 2006; Dilmahamod et al., 2018) Oceans. Yet, despite the multitude of

studies documenting individual SCV populations, their global occurrence, properties, and

generation frequency remain poorly constrained.

While the advent of satellite altimetric observations facilitated the study of surface-

intensified eddies (Chelton et al., 1998; Chaigneau et al., 2011; Gaube et al., 2018), the weak

or undetectable sea-surface signature of SCVs restricts their observational record to mostly

chance encounters with shipboard instrumentation or autonomous sampling platforms. Over
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the past two decades, the global array of roughly 4000 operational Argo floats has produced

nearly 2 million hydrographic profiles of the upper 2000 meters of the ocean, offering a

unique opportunity to study SCVs. This vast number of profiles provides robust estimates of

regional climatological water column properties, which can be exploited to detect SCVs based

on their anomalous hydrographic signatures (G. C. Johnson & McTaggart, 2010; Pegliasco

et al., 2015; Z. Zhang et al., 2015; Li et al., 2017).

In this paper, we develop a general algorithm to identify Argo float profiles that crossed

the interior of SCVs, expanding similar methods used by G. C. Johnson & McTaggart (2010)

and Z. Zhang et al. (2015) to study regional SCV populations. Based on theory and observa-

tions, we identify SCVs within Argo profiles using three primary criteria. First, a SCV must

contain a vertically confined, Gaussian-shaped water mass anomaly, indicative of remote

subsurface advection. Second, the water mass anomaly must be weakly stratified, corre-

sponding to doming/bowling of isopycnals above and below the water mass, respectively.

Finally, horizontal velocities estimated from hydrographic properties must suggest a local

maxima within the range of the SCV. We establish specific detection criteria corresponding

to these conditions, based on: (1) spiciness, a measure of density-compensated thermohaline

variability, (2) buoyancy frequency, a measure of the vertical stratification, and (3) dynamic

height anomaly, a measure of the horizontal pressure gradient force.

By applying the algorithm to the global Argo array, we detect roughly 4000 ”spicy-core”

SCVs (anomalously warm and salty) and ”minty-core” SCVs (anomalously cold and fresh).

We analyze the properties of these detections to shed light on the regional variability and

generation mechanisms of SCVs, and their impacts on heat and salt distribution. The rest of

the paper is organized as follows: section 2.2 discusses the Argo data set and the algorithm

used to detect SCVs; section 2.3 describes the global and regional results after application of

the detection method; section 2.4 discusses possible generation mechanisms associated with

large coherent populations of SCV detections; and section 2.5 provides estimates of their

numbers and expected contribution to heat and salt budgets globally.
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2.2 Methods

2.2.1 Data and Quality Control

We downloaded Argo float profiles from August 1997 to January 2020 from the U.S. Argo

global data center (GDAC). Vertical levels without ‘good’ or ‘probably good’ quality control

flags were rejected, and delayed-mode or adjusted values were used whenever available.

Questionable float profiles based on a list provided by the GDAC (‘grey-listed’ floats) were

removed. We further applied the following quality control criteria to remove casts with poor

vertical resolution. We rejected casts that did not contain data from 0 to 100 dbar, or data

greater than 700 dbar; profiles with vertical spacing greater than 65 dbar between 100 –

700 dbar were also excluded. Of the profiles that passed these criteria, any data between 0

– 1000 dbar were accepted until the difference between pressure levels was greater than 65

dbar. For the casts deeper than 1000 dbar, a 105 dbar resolution threshold was applied past

that point. Finally, profiles were removed if they contained less than 40 vertical levels, or

if they contained potential density inversions below the mixed layer (defined by the depth

where potential density exceeds the surface value by 0.03 kg m−3 (de Boyer Montégut et al.,

2004)).

Of the initial 1,992,246 float profiles, 336,861 (17%) were rejected based on these criteria

(Figure A.1). Quality controlled temperature and salinity profiles were then linearly inter-

polated to a 10 dbar pressure grid from 0 to 2000 dbar, before deriving spiciness, absolute

salinity, conservative temperature, and potential density. Derived buoyancy frequency (N2)

profiles on the 10 dbar grid were found to contain significant small-scale noise. To minimize

this noise, we derived buoyancy frequency profiles from temperature and salinity profiles

that were interpolated to a finer 2 dbar grid and smoothed with a Gaussian filter with a

bandwidth of 10 dbar, before interpolating them back to the 10 dbar grid.
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2.2.2 Anomalous Water Mass Detection

To identify water mass anomalies associated with remotely-generated SCVs, we compared

each profile with the nearest monthly climatological profile from the Roemmich-Gilson Argo

Climatology (Roemmich & Gilson, 2009). In order to better preserve water mass properties,

we derived and interpolated climatological profiles of spiciness and buoyancy frequency to

each cast potential density, before subtracting them to obtain anomaly profiles along isopy-

cnals. We chose to subtract properties along density rather than pressure because of to the

preferential movement of water masses along isopycnal surfaces (Talley et al., 2011). When

climatological temperature or salinity profiles were not available at the cast location (such

as near the coast), we computed an average climatological profile using data from neighbor-

ing cells. Float profiles that could not be paired with climatological profiles were excluded

(Figure A.1).

To quantify the water mass variability at each profile location, we gathered spiciness

and buoyancy frequency anomalies from all profiles conducted within 220 km of the cast

coordinates that were also conducted within +- 45 days of the cast date, regardless of year

(Figure 2.1A). We then calculated the interquartile range (IQR), or the difference between the

75th and 25th percentile, to quantify the statistical spread of anomalies at each density level.

These spatial and temporal thresholds are similar to those applied in Pegliasco et al. (2015),

and were chosen to prevent false detections in regions with large horizontal temperature

and salinity gradients and/or significant seasonal variability. Profiles without at least 60

comparable casts fitting the above criteria were excluded. After organizing all values into

percentiles, we defined upper and lower outlier thresholds at each density level as the 75%

value plus 1.5 times the IQR, and the 25% value minus 1.5 times the IQR, respectively

(Tukey, 1977). We analyzed IQR statistical thresholds rather than mean and standard

deviations because the IQR is less sensitive to large outliers.

The upper and lower IQR thresholds in spiciness anomaly were applied to identify isopy-

cnal surfaces with anomalously high or low spiciness, which we labeled as spicy (anomalously

warm and salty) or minty (anomalously cold and fresh) water mass intrusions, respectively
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Figure 2.1: Example of Argo cast exceeding spiciness and buoyancy frequency anomaly thresholds

for SCV detection. (A) Locations of Argo float 4900860, cycle 347 (thick red point), and all floats

within a 220 km radius circle that were conducted within ± 45 days of the cast date, regardless of

year (blue points); all other Argo casts are shown as faint grey dots. (B) Spiciness anomaly versus

potential density for both the cast (red curve) and the nearby comparable Argo casts (blue curves).

Shaded gray regions represent calculated IQR thresholds along each isopycnal. (C) Same as (B),

but for squared buoyancy frequency anomaly. Note the thresholds being exceeded in both plots at

a density of roughly 26.4 kg m−3.

(shaded regions in Figure 2.1B). Likewise, lower IQR thresholds in buoyancy frequency

anomaly (Figure 2.1C) were used to identify anomalously weak stratification within the

core of each intrusion (section 2.2.4). While the 25% and 75% IQR threshold limits are

commonly applied in statistical outlier detection (Tukey, 1977), they are rather restrictive.

Thus, weakly stratified water mass intrusions detected using these thresholds likely represent
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an underestimate of their true number in the ocean. However, adopting these strict criteria

provides the benefit of reducing false positives, thus generating robust detections that can

be confidently attributed to SCV identification.

To avoid detecting surface features such as mesoscale eddies, we limit our detection

routine to subsurface isopycnals only. Since SCVs have been previously identified within

or below the upper pycnocline (here defined as the vertical level of greatest stratification),

we restricted our search to isopycnals below this depth. To estimate this level at each cast

location, we used the depth of maximum climatological N2 (Figure A.2), a criterion that

robustly isolated isopycnals near the surface with very large IQR. Any cast which featured

at least two consecutive isopycnal surfaces below this depth, spaced apart by 10 dbar, which

exceeded either of the spiciness thresholds discussed above was kept for further analysis.

2.2.3 Gaussian Model Fit

In order to detect the presence of anomalously weak stratification associated with spicy or

minty water mass intrusions, we required an estimate of the vertical thickness of each intru-

sion. Since observations of SCVs suggest that their vertical structure is well represented by a

Gaussian monopole (McWilliams, 1985; Pelland et al., 2013), to estimate the vertical thick-

ness or extent H we fit a one-term Gaussian model to spiciness anomaly profiles (calculated

along isopycnals) in pressure space of the form:

Ae−(
z−zo

h )
2

, (2.1)

where A is the maximum absolute spiciness anomaly exceeding the IQR threshold, z is the

pressure profile, zo is the pressure of A, and h is the scale height. By fitting the model, we

set H to be the distance encompassed by zo ± 2 standard deviations (σ) of the Gaussian

model:

H = 4σ = 2
√
2h . (2.2)

To find the best fit of the Gaussian model to the spiciness anomaly profile, we allowed A

to vary by ±20%, H to vary between 100 – 1200 dbar, and zo to vary by ±20% of H. We then
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calculated the sum of squared residuals for all combinations by reducing the vertical spiciness

anomaly profile to within each estimated H. After careful inspection of fit solutions, we only

considered combinations where: 1) the squared two-dimensional correlation coefficient (R2)

between the reduced profile and model was greater than 0.5; 2) the root-mean-squared error

normalized to the min/max of the reduced spiciness profiles (NRMSE hereafter) was less than

0.5; 3) profile data exists within the extent of the predicted H; and 4) A was greater than

0.1 kg m−3. We chose the best combination in a least-square sense to estimate H, while

simultaneously rejecting profiles which could not fit the above parameters or thresholds

(purple dashed curve in Figure 2.2B). In practice, this eliminated intrusions that were (1)

not well represented by a vertical Gaussian structure, (2) too thin (¡ 100 dbar), or (3) too

thick (¿1200 dbar) and thus not likely to be a result of an SCV.

2.2.4 Weakly Stratified Core Detection

After successfully fitting Gaussian curves to spicy and minty intrusions, we sought anoma-

lously weak stratification within the vertical extent of each water mass, indicative of bowl-

ing/doming of isopycnals around the intrusion. However, inspection of profiles which suc-

ceeded in fitting the model occasionally revealed noisy signatures in buoyancy frequency

anomaly along isopycnals. Since the weak stratification characteristic of SCVs should be

most evident within waters just above and below the core of the feature, we defined an ad-

ditional core vertical thickness or extent (Hcore) using the σ value from the Gaussian fitting

routine:

Hcore = 2σ =
√
2h . (2.3)

Using the above estimate, we set two strict criteria to check for weak stratification. First,

the buoyancy frequency anomaly profile must be less than the lower N2 IQR threshold at a

depth within the core limits, to represent the abnormally low stratification associated with

SCVs. Second, the vertical mean of N2 anomaly within this range must also be less than

zero to avoid false detections due to occasionally noisy signals (e.g. Figure 2.2D). Profiles

that did not fit the above stratification criteria were rejected.
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Figure 2.2: (A) Spiciness versus pressure from Argo cast 69027, cycle 151 (black curve), and its local

Argo climatology (grey curve). (B) Spiciness anomaly (derived along isopycnals) versus pressure

(black curve) and the Gaussian model result (purple dashed curve). Dashed red lines represent

estimates of the vertical thickness of the SCV, whereas dashed blue lines represent estimates of

the SCV core thickness. The dashed purple line represents the estimate of the SCV core isopyc-

nal/pressure. Shaded gray regions represent IQR thresholds used for the detection. (C,D) Same

as (A,B), but for squared buoyancy frequency and squared buoyancy frequency anomaly. (E) The

first five baroclinic horizontal velocity modes (dimensionless) vs. pressure, calculated from the cli-

matological buoyancy frequency profile. (F) Original dynamic height anomaly (solid black curve),

the first baroclinic horizontal velocity mode fit (dashed red curve), and the final adjusted dynamic

height anomaly profile (dashed black curve).

2.2.5 Subsurface Velocity Maxima Detection

Satisfying the interior horizontal velocity maxima criteria is difficult without in-situ subsur-

face current data. However, the dynamic height differences between two nearby casts can

be used as an estimate for the geostrophic velocity streamfunction, assuming flow at depth
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is relatively weak compared to surface velocities; note that this is a poor assumption within

the vicinity of boundary currents and the Antarctic Circumpolar Current (ACC) (Ollitrault

& Colin de Verdière, 2014). We take advantage of the fact that the majority (86%) of quality

controlled floats began their casts at depths greater than 1000 dbar, where horizontal veloc-

ities are usually small (Talley et al., 2011). To test for a local extremum in the horizontal

velocity, we calculated the dynamic height profile vs. pressure for both the detected SCV

profile and the local Argo climatological profile. We started this calculation from the greatest

cast pressure pref, with the dynamic height anomaly DH ′
o(z) defined as the difference along

isobars between the two profiles:

DH ′
o(z) =

(
− 1

g

∫ pz

pref

1

ρcast
dp

)
−

(
− 1

g

∫ pz

pref

1

ρclim
dp

)
. (2.4)

We translated our velocity maximum criterion into finding a peak inDH ′
o(z) (i.e. geostrophic

streamfunction) within the vertical extent estimate provided by the Gaussian model. Initial

results indicated that slight misplacements of the pycnocline in pressure space between the

SCV and the climatological profile can lead to large dynamic height anomalies along isobars,

which dominated any SCV dynamic signature within the profile. This finding is not sur-

prising given that, away from oceanic margins, the vertical structure of the ocean is almost

entirely described by the barotropic and first baroclinic modes (Wunsch, 1997; Szuts et al.,

2012). Thus, heaving caused by internal wave motions is an additional source of error in the

dynamic height anomaly calculation.

To isolate and remove the impact of first baroclinic mode structures, we decomposed

the climatological profile into vertical modes following Gill (1982) and Chelton et al. (1998).

Briefly, we solved for the linear dynamical modes brought about by the standard eigenvalue

problem of internal wave theory, using a Matlab routine written by Klink (1999). We ex-

tracted the first baroclinic horizontal velocity mode (ψBC1) produced by the routine (e.g.

Figure 2.2E) and estimated the corresponding modal amplitude (αBC1) by restricting the

modal structure to be zero at pref, before applying a non-linear least-squares optimization to

solve for the best fit to the dynamic height anomaly profile. To avoid over-fitting the BC1

projection to DH ′
o(z) profile sections with large SCV dynamic signatures, we ignored data
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between the vertical extent of the SCV in pressure space, as well as data within the mixed

layer. Thus, the dynamic height anomaly attributed to first baroclinic mode structures and

the adjusted dynamic height anomaly used for detection purposes are respectively defined

as:

DH ′
BC1(z) = αBC1ψBC1(z), (2.5a)

DH ′
adj(z) = DH ′

o(z)−DH ′
BC1(z). (2.5b)

In practice, the above method performed well in removing large runaway dynamic height

anomalies when they appeared in the record by filtering out the impact of first baroclinic

mode structures (e.g. Figure 2.2F). However, baroclinic modes are likely an imperfect dis-

tinction between SCV structures and other mesoscale flows. Thus, removing the first mode

component may delete part of the SCV structure. Our restriction to subsurface-intensified

eddies suggests this is only a minor component of the circulation, and we note that the

majority of profiles were largely unaffected by this approach (Figure A.3). A more in-depth

analysis of our strategy with dedicated SCVs observations would help refine this method

further. We used the adjusted dynamic height anomaly (DH ′
adj(z)) to test for the presence

of a local peak in dynamic height anomaly within the vertical extent of each intrusion, re-

jecting any profiles which did not exhibit this feature, while defining those that passed all

the above criteria as spicy or minty-core SCVs.

2.2.6 SCV Characterization

Previous studies suggest that the SCV radius is comparable to their internal Rossby defor-

mation radius (McWilliams, 1985; Pelland et al., 2013; Z. Zhang et al., 2015). Following

the methods of Dewar & Meng (1995) and Z. Zhang et al. (2015), we used estimates of

SCV scale height (h, converted from dbar to m), core-isopycnal background buoyancy fre-

quency (Nclim), and the local Coriolis parameter (f) for each detected SCV to infer the first

baroclinic deformation radius and thus an idealized horizontal scale L, defined as:

L =
Nclimh

f
. (2.6)
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While for some cases the above calculation represents the upper-limit of SCV length scales

(McWilliams, 1985; Pelland et al., 2013), results from Z. Zhang et al. (2015) and Li et al.

(2017) suggest this is a realistic estimate.

We note that the above estimates of h and L do not strongly depend on the assumption

that each Argo float profile perfectly pierced the SCV through its center, which is likely false

for most cases. Insofar as the three-dimensional SCV shape can be described by separate

functions in the vertical and horizontal directions (McWilliams, 1985), the vertical SCV

scale h will not depend on the distance of the profile from the eddy center. Likewise, our

estimate of the horizontal extent L of an eddy only invokes the background stratification

Nclim as an additional quantity. However, we also note that our method does not include

consideration of the threshold of detectability for SCVs based on individual profiles, which

would be influenced by the strength of the SCV, and the position of each profile relative to

the SCV core.

2.2.7 SCV Time-series

After detecting SCVs using the above methods, inspection of initial results revealed several

instances of individual Argo floats detecting SCVs over consecutive 10-day cycles, suggesting

that repeat sampling of the same eddy may be common with Argo. This is not surprising

given the Lagrangian nature of Argo floats when stationed at their parking depths, which

is often at 1000 m and potentially within the dynamical influence of SCVs. To reduce

over-counting when compiling regional statistics, we sorted SCVs according to their float

identification and cycle numbers, and grouped detections until they were more than 2 cycles

(∼ 30 days) apart of each other. Doing so provided us with time-series of profiles through the

same SCV (e.g. Figure 2.3B – D). When gathering SCV statistics such as core isopycnal and

vertical thickness, we used the average from all profiles within an individual time-series to

represent the SCV in histograms and property maps (see sections 2.3.1 – 2.3.4). Additionally,

the locations and dates of consecutive profiles allow for an estimate of SCV drift direction

and speed, which can be used to draw inferences regarding the influence of regional SCV
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Figure 2.3: (A) Locations of an example SCV time-series from Argo float 6900181, cycles 4-5, 8-12,

15, 18, 20, 22-28, 30-31 off of the northwest African coastline, with the first and final detection

shown as red and blue circles. Panels B, C, and D show each casts’ temperature, salinity, and

dynamic height anomaly profile vs. pressure, respectively. Red and blue curves represent the

initial and final casts, and thick gray curves in (B) and (C) show the averaged climatological profile

from all casts.

populations.

2.3 Results

After application of the SCV detection algorithm to the global Argo array, we identify 2501

casts piercing spicy-core SCVs, and 1583 casts piercing minty-core SCVs over more than 20

years of available data (Figure 2.4A). By grouping detections from consecutive Argo casts

25



(see section 2.2.7), we are able to record 383 spicy-core SCV time-series and 169 minty-core

SCV time-series, reducing the number of unique SCVs to 1716 spicy-core and 1258 minty-core

detections. Visual inspection of their initial locations (Figure 2.4B–E) reveals populations in

every ocean basin; additionally, the correspondence between detected SCVs and previously

identified Argo SCV populations such as those from G. C. Johnson & McTaggart (2010),

Pegliasco et al. (2015), and Z. Zhang et al. (2017) supports the detection criteria described

in section 2.2.2.

Spicy-core SCV detections generally outnumber minty-core detections throughout the

subtropics and mid-latitudes, and vice-versa for high-latitude regions, as observed in the

North Pacific and Southern Ocean. Maps of average core properties and vertical thickness

estimates are shown in Figures 2.5 and 2.6 for spicy-core and minty-core SCVs, respectively.

Several regions show SCVs with similar hydrographic characteristics, such as widespread

spicy-core populations in the Eastern Tropical Pacific, suggesting common formation mech-

anisms in those regions. In an effort to describe regional SCV variability and identify coherent

populations, we divide each ocean into north and south basins, before further separating the

eastern and western parts (i.e. Northeast Pacific, see black polygons in Figure 2.4A). We also

separate the Southern Ocean due to a high number of coherent minty-core SCV detections,

by defining a region poleward of 40°S. We then construct histograms of SCV core statistics

to facilitate property comparisons across and within basins. The following sections discuss

SCV detections and their statistics organized by ocean basin, highlighting notable hot-spots

and coherent SCV populations wherever they appear. A more fine-grained characterization

of our detections is further presented for reference in Appendix A.4.

2.3.1 Pacific SCVs

In the Northwest Pacific, we find 249 spicy-core SCVs spatially concentrated along the

western boundary, ranging from the Philippine Islands to the east of Japan, up to the

latitude of the Kuril Islands chain, with sparser detections throughout the western end of

the low-latitude subtropical gyre. Distributions of core hydrographic properties (Figure
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Figure 2.4: (A) Locations of all spicy-core (red) and minty-core (blue) SCVs detected from Argo

floats over the period of August 1997 to January 2020. Polygons used to group SCV statistics

for regional analyses (Figures 2.7 – 2.9) are shown in black. (B,C) Initial locations of spicy-core

and minty-core SCV time-series, shown as red and blue dots respectively, from repeatedly sampled

SCVs measured from consecutive Argo float casts. Time-series trajectories are shown as thin black

lines. (D,E) Average drift speed and direction (shown as vector arrows) calculated from each spicy-

core and minty-core SCV time-series, respectively.
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Figure 2.5: Spicy-core SCV detection locations, coloured by (A) core absolute spiciness, (B) core

isopycnal, (C) core temperature, (D) core pressure, (E) core salinity, and (F) SCV vertical thickness.

2.7) and their respective scatter maps (Figure 2.5) suggest that at least two overlapping

populations exist. Most are found along the western boundary between 26.5 – 27.2 kg m−3,

with core temperatures and salinities between 5 – 10°C and 34.2 – 35 PSU respectively; a

smaller number of SCVs, mostly within the subtropical gyre, contain cores at 25.8 – 26.2 kg

m−3, with core temperatures of 10 – 16°C.

Within the same region, we also identify 274 minty-core SCVs concentrated in the

Kuroshio extension at slightly higher latitudes and over a larger geographical area than

the co-located spicy-core SCVs (Figure 2.6). In general, the cores of these minty SCVs are

found on the same isopycnal range as the larger population of spicy-core SCVs, but with

slightly decreased temperature and salinity values. Additionally, the minty-core SCVs show

a trend of decreasing temperature and spiciness with latitude (Figure 2.6A and C). Core

pressure and vertical thickness distributions are very similar across spicy and minty-core

28



Figure 2.6: Same as Figure 2.5, but for minty-core SCV detections.

SCVs, suggesting that the majority propagate at 300 – 800 dbar, with thicknesses of 500

m or less. A relatively large number of SCV time-series are observed to the east of Japan,

with no obvious preference for drift direction, identifying this region as a potential source of

long-lived SCVs throughout the Northwest Pacific (Figure 2.4B – E).

In contrast to the northwest populations, the Northeast Pacific is largely characterized

by predominately spicy-core SCVs (160 detections versus 10 minty-core) that appear to be

one coherent population based on both property distributions and scatter maps (Figures

2.7 and 2.5). Histograms show relatively small spread and indicate that their typical core

temperature and salinity range from 6 – 12°C and 34.1 – 34.6 PSU, respectively. Most

are found propagating at core pressures and isopycnals of 250 – 700 dbar and 26.2 – 26.8

kg m−3 respectively, with typical vertical thickness of 250 – 500 m. Spatially, they are

distributed along the eastern boundary from the Baja California Peninsula to Vancouver

Island, extending out to the Hawaiian Islands. This pattern can be explained by drift
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Figure 2.7: Histograms of SCV core temperature, core salinity, core pressure, core isopycnal, and

vertical thickness from the northwest, northeast, southwest, and southeast Pacific regions (respec-

tively). Regions are outlined in Figure 2.4. Red bars show spicy-core SCV distributions, and blue

bars minty-core SCVs.

observations from the numerous SCV time-series within the region, as evidenced by panels B

and D in Figure 2.4, which collectively indicate southwestward propagation from the eastern

boundary into the subtropical gyre. Similar to the minty-core population in the Northwest

Pacific, SCV property maps in Figure 2.5 indicate that SCV cores become slightly less warm

and salty and propagate along denser isopycnals as they are detected more poleward.

SCV spatial distributions within the South Pacific largely mirror those from the North

Pacific; both spicy-core and minty-core SCVs are detected in the western end of the basin,

whereas spicy-core SCVs dominate detections in the east. Minty-core SCVs in the Southwest
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Pacific (61 detections) are mostly observed between Australia and New Zealand and show

uni-modal distributions across many properties. Typical SCVs exhibit core temperatures of

5 – 10°C, salinity values of 34.1 – 34.7 PSU, and propagate along core isopycnals between

26.9 – 27.1 kg m−3 at depths of 500 – 700 dbar (Figure 2.7). However, despite consistent

properties across detections in this region, there is a notable lack of SCV time-series, suggest-

ing that these may be relatively short-lived features. Spicy-core SCVs (146 detections) are

also prevalent east of Australia, notably with more time-series observations, but at slightly

lower latitudes and with additional scattered observations spread throughout the western

end of the subtropical gyre. Compared to the minty-core detections, spicy-core SCVs show

a much wider range of SCV core values with several peaks; however, mapped properties in

Figure 2.5 show ∼3 distinct populations occupying waters to the west, north, and southeast

of New Zealand.

The Southeast Pacific shares remarkably similar population characteristics with the

Northeast Pacific spicy-core detections, albeit with less spread. Distributions from the 189

spicy-core detections in the region show SCVs with core temperatures and salinity values

between 8 – 12°C and 34.1 – 34.8 PSU, respectively, which propagate along a small range of

isopycnals (26.2 – 26.8 kg m−3). They are concentrated along the coast of Chile and extend

into the subtropics, as indicated by the spatial extent of detections and the numerous SCV

time-series showing predominantly northwestern propagation (Figure 2.4). As for the North-

east Pacific SCVs, detections exhibit a pattern of SCV cores becoming slightly cooler and

fresher as they are observed more poleward. The similar distributions and spatial patterns

of both the northeastern and southeastern spicy-core detections in the Pacific suggests that

a common generation mechanism consistently produces spicy-core SCVs along the eastern

boundary of the Pacific, which are capable of reaching the interiors of the subtropical gyres.

2.3.2 Atlantic SCVs

The North Atlantic exhibits more spatial variability in detections when compared to the

other basins, possibly because of the relatively smaller basin width; however several notable
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patterns emerge. Of the 163 spicy-core SCVs identified throughout the Northwest Atlantic,

a population of relatively warm (15 – 20°C) and salty (36.0 – 36.3 PSU) SCVs is observed

extending northeast from the Florida coastline into the central North Atlantic along the ∼
26.5 isopycnal, at depths of roughly 300 – 700 dbar (shown clearly by the high spiciness

values in Figure 2.5A). In the Eastern North Atlantic, where we identify 152 spicy-core

SCVs, a population of SCVs with slightly colder core temperatures (10 – 15°C) propagating

along denser isopycnals (∼ 27.5 kg m−3) appears to originate along the eastern boundary

near the Iberian peninsula, overlapping with the western population throughout the central

Atlantic (Figure 2.8). SCV time-series detections (Figure 2.4) further indicate that these

distributions belong to two separate populations, which emanate from the Gulf Stream region

in the western Atlantic and the Mediterranean outflow in the east, and eventually overlap

in the central Atlantic, albeit at different depths. Finally, the low-latitude North Atlantic

also includes a separate smaller, coherent population of spicy-core SCVs. Time-series from

this population indicate that they propagate westward, which, coupled with their spatial

property distributions in Figure 2.5, suggests a source near the Canary Islands.

Minty-core SCVs in the Northwest Atlantic (212 detections) are heavily concentrated

along the western boundary, from the northeastern coast of Brazil to Nova Scotia, whereas

the 86 detections in the Northeast Atlantic are largely found in two clusters centered near

the Canary Islands and off the coast of Mauritania. Distributions of core properties for both

sub-basins show significant spread across all properties, yet indicate that most minty-core

SCVs propagate along isopycnals ranging from 27.0 – 28.0 kg m−3, with core salinity values

of 34.5 – 35.5 PSU (Figure 2.8). The Western North Atlantic, however, exhibits peaks at

slightly colder core temperatures (∼ 4 – 6°C versus 7 – 9°C), and at the 27.0 – 27.2 kg m−3

isopycnal range (versus a more even distribution in the east). SCV property maps in Figure

2.6 show less coherent spatial patterns in the Western North Atlantic than in the east, where

in general the SCVs near the Canary Islands exhibit slightly saltier cores than the Mauritania

population to the south. SCV time-series are found all throughout the western population

of minty-core SCVs, whereas they are only detected within the Canary population in the

east (Figure 2.4).
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Figure 2.8: Same as Figure 2.7, but for the northwest, northeast, southwest, and southeast Atlantic

regions (respectively).

The South Atlantic basin is largely defined by a zonal band at roughly 30°S of both spicy

and minty-core SCVs, extending between Namibia and the southernmost extent of Brazil

(Figures 2.5 and 2.6), with westward propagating SCV of both types (Figure 2.4). The 83

spicy-core SCVs throughout the Southwest Atlantic show uni-modal property distributions,

with SCVs generally propagating at ∼ 400 dbar along the 26.5 kg m−3 isopycnal, while

exhibiting core temperature and salinity values ranging between 12 – 16°C and 35 – 36

PSU respectively (Figure 2.8). Minty-core SCVs in both the West (55 detections) and

the East (63) South Atlantic have remarkably similar properties, suggesting one coherent

population propagating at roughly 600 – 800 dbar along the ∼ 27.0 kg m−3 isopycnal, with

core temperatures of roughly 4 – 6°C, and salinity values between 34.0 – 34.5 PSU. In
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contrast, the Southeast Atlantic spicy-core SCV distributions (106 detections) are bi-modal,

but show similar peaks in core temperature, salinity, pressure, and isopycnal as in the western

spicy-core SCVs. The secondary peak across property distributions results from a separate

population of deeper (∼ 800 dbar versus ∼ 400 dbar) spicy-core SCVs with relatively colder

(5 – 10°C) and fresher (34.0 – 34.5 PSU) cores that are zonally distributed along the eastern

boundary between South Africa and Angola (seen clearly in Figure 2.5A). This population

also exhibits the pattern observed in the spicy detections within the eastern regions of the

Pacific and North Atlantic, where SCV spiciness decreases poleward.

2.3.3 Indian SCVs

SCV detections within the North Indian Ocean are concentrated within the Arabian Sea,

where we found 40 spicy-core and 64 minty-core detections. Spicy-core SCVs with relatively

warm and salty cores (∼ 17°C and ¿37 PSU) are detected near the Gulf of Oman and the

Red Sea outflow regions. However, detections in the offshore region to the east show more

heterogeneous properties, as evidenced by the spread in histograms from Figure 2.9. Notably,

the only spicy-core SCV time-series detected in this region are confined to the outflow regions

(Figure 2.4). Minty-core SCVs are mostly found overlapping with the offshore spicy-core

SCVs in the central Arabian Sea, where they also exhibit significant spread across core

properties, albeit with significantly more numerous time-series detections as evidenced by

Figure 2.4. While both spicy and minty SCV core pressures show a wide range, nearly all

SCVs exhibit vertical thickness of less than 400 meters.

In the Southern Indian Ocean, we detect 313 spicy-core SCVs mostly distributed along

zonal bands with contrasting core properties between Madagascar and Australia (Figure

2.5). The center of the basin between 20 – 25°S exhibits SCVs with relatively high values of

temperature and salinity compared to the zonal bands at lower and higher latitudes. SCV

time-series are prevalent throughout the region and generally show westward propagation,

with slightly more observations in the central zonal band. This result, coupled with the

similarities in distributions across both eastern and western spicy-core SCVs (Figure 2.9),
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Figure 2.9: Same as Figure 2.7, but for the northwest, southwest, and southeast Indian and Southern

Ocean regions (respectively).

suggests a connection across the basin between the two populations. Minty-core SCVs (133

detections) are similarly identified at the same low and high latitudes as spicy-core SCVs, but

in contrast are largely absent throughout the 20 – 25°S band. Despite large spread in core

distributions (Figure 2.9), SCV property maps in Figure 2.6 again show similarities across

zonal sections. Finally, the southeast coast of South Africa and to a lesser extent the waters

off of Tanzania are additional zones of spicy and minty-core SCV observations. However,

property maps suggest high variability in their characteristics, despite several prevalent spicy-

core time-series detections.
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2.3.4 Southern Ocean SCVs

Minty-core SCVs with coherent properties are identified along a high-latitude band through-

out the Southern Ocean (defined here as poleward of 40°S). Distributions (Figure 2.9) and

SCV property maps (Figure 2.6) show remarkable consistency across detections, with a no-

table pattern of slightly greater core temperature (∼ 5 – 8°C versus ∼ 0 – 5°C) within the

high latitude Indian Ocean compared to the Pacific. Nearly all detected SCVs propagate

at core pressures of 300 – 800 dbar along core isopycnals ranging from 26.9 – 27.5 kg m−3,

which, coupled with similarities in core temperature and salinity, suggest a common forma-

tion mechanisms throughout the Southern Ocean in the vicinity of the ACC. Given their

proximity to the minty-core detections, spicy-core SCVs identified at high latitudes through-

out the South Indian basin and to the southeast of New Zealand in the Pacific may also have

a generation source associated with the ACC.

2.4 Discussion

Global and regional maps of SCV properties (Figures 2.5 through 2.9) reveal several notable

SCV populations with coherent properties, such as the wide-spread spicy SCVs along the

eastern boundary of the Pacific Ocean and the zonal band of minty SCVs throughout the

Southern Ocean. These results strongly suggests generation of SCVs with similar hydro-

graphic features in those regions. However, in order to estimate the regional frequency of

SCV generation, we need to account for the uneven spatial sampling density of Argo. No-

table locations such as the Kuroshio extension have a much higher number of Argo casts

within the record than the Southern Ocean, for example, as observed after binning Argo

casts into 4° x 4° latitude/longitude cells (Figure 2.10A). After accounting for this discrep-

ancy in sampling density, we estimate the SCV frequency by binning detections within the

same grid, as shown in panels B – D of Figure 2.10. This provides a metric to identify zones

with relatively high frequency of SCV observations that are also characterized by consistent

SCV properties.
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Figure 2.10: (A) Number of quality controlled Argo profiles within 4° x 4° longitude/latitude grid

boxes. (B) Percentage of unique SCV detections. Panel C and D show the gridded percentages

from spicy-core and minty-core detections (respectively). (E) Time-series of the total number of

quality controlled Argo casts (black line, left y-axis) and the total number of unique spicy-core and

minty-core detections (red and blue lines, right y-axis). (F) Annual SCV percentage of spicy-core

(red) and minty-core (blue) SCVs.

Figures 2.4 and 2.10 reveal several remarkable hot-spots that exhibit the presence of

SCV time-series, a higher spatial density of detections, and relatively coherent SCV-core

properties. Notably, these criteria are common in close proximity to: 1) major eastern

boundary upwelling systems (EBUS); 2) outflow from marginal seas such as the Mediter-

ranean and Red Seas; 3) large oceanic fronts such as the ACC and those associated with

western boundary current separation. The following sections explore possible generation

mechanisms associated with these regions. To do so, we gather populations of SCVs near

these oceanic features and connect their characteristics with regionally persistent currents
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and water masses. When necessary, to characterize hydrographic profiles of water masses,

we identify approximate temperature and salinity curves by averaging Argo profiles near

their geographic source regions using 5° latitude/longitude cells. We also highlight persis-

tent fronts using a mean sea surface dynamic topography derived from jointly analyzed data

of drifters, satellite altimetry, wind, and gravity for the decade 1992-2012 (retrieved online

from http://apdrc.soest.hawaii.edu/datadoc/mdot.php). Fronts associated with the ACC

are demonstrated using results from the WOCE Southern Ocean Atlas (Orsi & Whitworth,

2005).

2.4.1 Poleward Flow Along Eastern Boundaries

The four major EBUS in the Pacific and Atlantic are the California, Peru-Humboldt, Canary,

and Benguela upwelling systems. These regions are found along the eastern flanks of their

respective subtropical gyres, driven by persistent equatorward winds along their meridional

coastlines (Bakun & Nelson, 1991). The resulting equatorward currents in each EBUS (the

California Current, the Peru-Humboldt Current, the Canary Current, and the Benguela Cur-

rent, respectively) carry high-latitude waters, whereas characteristic undercurrents flowing

at mid-depths over the shelf and slope (Chavez & Messié, 2009) carry subsurface equatorial

waters poleward. The global SCV detections highlight each EBUS as sites of frequent long-

lived SCV generation, as evidenced by Figures 2.4 and 2.10; thus the unique wind-forced

dynamics of these systems appear to promote SCV generation.

Model simulations of eastern boundary undercurrents (Molemaker et al., 2015) have

shown that they develop anticyclonic vertical vorticity along their poleward path due to the

effect of bottom drag against the continental slope. Separation from the slope near ridges or

areas of strong topographic curvature causes offshore diversion, followed by centrifugal and

submesoscale instabilities, vigorous mixing, and organization of the flow into anticyclonic

vortices (Dewar et al., 2015; Molemaker et al., 2015; Southwick et al., 2016). To explore

the role of these undercurrents in the generation of SCVs detected near EBUS, we compare

the temperature and salinity of equatorial surface currents and poleward undercurrents with
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similar T-S curves from SCV detections.

In the North Pacific, the California Current advects relatively cold, fresh and oxygen-

rich Pacific Subarctic Upper Water (PSUW) equatorward from roughly 45 ° N (Lynn &

Simpson, 1987; Thomson & Krassovski, 2010), whereas the poleward California Undercurrent

transports relatively warm, salty and oxygen-poor Pacific Equatorial Water (PEW) as far

North as the Aleutian Islands (Thomson & Krassovski, 2010). Panel A in Figure 2.11

provides details from a subset of SCVs detected off of the California upwelling system. Spicy-

core SCVs are detected from the Baja California Peninsula to as far as Vancouver Island, with

spatial distributions and SCV time-series suggesting southwestward propagation towards

the Hawaiian Islands, consistent with β-plane drift westward and equatorward (Cushman-

Roisin & Beckers, 2011). A representative profile off of Baja California (star marker in

Figure 2.11A) reveals a typical peak in salinity centered just below the salinity minimum

at 200 dbar, surrounded by anomalously high temperatures throughout the SCV extent.

These characteristics, along with the uni-modal distribution of core isopycnal centered at

roughly 26.6 kg m−3, match descriptions of ‘Cuddies’ from the literature, likely generated

from the California Undercurrent via the processes outlined above (J. J. Simpson & Lynn,

1990; Chaigneau et al., 2011; Pelland et al., 2013; Collins et al., 2013; Garfield et al., 1999;

Li et al., 2017; Steinberg et al., 2018). Indeed, T-S diagrams of detected SCVs versus curves

of PEW (dashed black curve in Figure 2.11A) and PSUW (solid black curve) show a high

influence of PEW in their cores, despite many being detected well offshore of the coastline.

Equatorward offshore flow in the South Pacific is dominated by the Peru-Humboldt Cur-

rent, which transports relatively cold and fresh Subantarctic Surface Water (SASW) from

the north of the Subantarctic Front along the coasts of Chile and Peru (Schneider et al.,

2003). Countering the surface flow is the Peru-Chile Undercurrent, of similar origin to the

California Undercurrent, wherein PEW water flows from the equator southward along the

continental slope of South America (G. C. Johnson & McTaggart, 2010). Panel B in Fig-

ure 2.11 outlines a subset of spicy-core SCVs detected off of the Peru-Humboldt upwelling

system. A representative SCV from the region (star marker in 2.11B) reveals typical SCV

cores below the halocline, with pronounced salinity maxima at roughly 300 – 500 dbar, and
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Figure 2.11: (A) Locations, colored by core isopycnal, and hydrographic properties of spicy-core

SCVs detected near the California upwelling system. Thin black lines indicate propagation of SCVs

with multiple casts. Temperature and salinity profiles and diagrams are constructed from the star

marker profile (Argo float 4900691, cycle 85, solid red curve), with the grey curve representing

the climatological profile for that cast’s location and month. T-S curves for all other detections

with the boxed region are shown as thin red lines, with black dots representing core temperature

and salinity values. (B) Same as (A), but for the spicy-core SCVs off of the Peru-Humboldt

upwelling system, with the example profile from Argo float 3900328 cycle 141. Approximate curves

of Pacific Equatorial Water (PEW, both panels), Pacific Subarctic Upper Water (PSUW, panel A)

and Subantarctic Surface Water (SASW, panel B) are also shown.

anomalously warm temperatures down to 600 dbar or deeper. A relatively large number of

SCVs in this region are sampled multiple times by the same floats (thin black lines) and

show northwestward propagation, consistent with β-plane drift. Descriptions of anticyclonic

eddies in this region (G. C. Johnson & McTaggart, 2010; Chaigneau et al., 2011; Colas et
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al., 2012; Hormazabal et al., 2013; Combes et al., 2015) attribute formation to the same

undercurrent processes outlined above for Cuddies, leading to spicy-core SCVs. Similar to

the North Pacific population, T-S diagrams suggest that SCVs in this region contain a high

percentage of PEW versus SASW, placing their origin within the undercurrent.

The Canary Current system extends from the coast of Morocco to Cape Blanc, Mau-

ritania and is distinct from the other EBUS due to opposite hydrographic characteristics.

The equatorward current advects relatively warm and salty North Atlantic Central Water

(NACW) equatorward, whereas relatively cooler, fresher, and nutrient-rich South Atlantic

Central Water (SACW) is advected poleward at the surface by the Mauritania Current

(Kämpf & Chapman, 2016), and similarly to the south of Cape Blanc by a poleward under-

current along the shelf break (Schütte et al., 2016; Klenz et al., 2018). Panel A in Figure

2.12 shows the Mauritania detections, which in contrast to other EBUS are characterized

by predominately minty-core SCVs. From the limited observations, histograms suggest that

most minty-core SCVs off of Mauritania propagate between 400 – 800 dbar along the 26.9

– 27.4 isopycnal surfaces, with typical core temperatures and salinities ranging between 6 –

10°C and 34.8 – 35.2 PSU respectively. Profiles from the region (see star marker example

in Figure 2.12A) reveal that most cores are positioned well below the base of the shallow

pycnocline, where they appear as a homogeneous layer of relatively cold and fresh water

that often represents the salinity minimum. The T-S diagram for the population clearly

shows an influence of SACW in their cores, which is relatively cold and fresh in the North

Atlantic (hence, the minty-core populations). Several other studies have reported on similar

subsurface eddies with cores of anomalously low temperature and salinity in the Mauritania

region, often described as ”dead zone” anticyclonic mode water eddies (ACME) because of

the low oxygen concentration (Karstensen et al., 2015; Schütte et al., 2016; Grundle et al.,

2017; Thomsen et al., 2019; Hauss et al., 2016), with several found to last up to 200 days

(Karstensen et al., 2017). Thus, while further observations are still needed, the above results

suggest SCVs generation in this region via undercurrent instabilities, likely at prominent

topographic features (Schütte et al., 2016), which encapsulate volumes of SACW before

advection westward into the subtropical gyre.
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Figure 2.12: (A) Same as panel A in Figure 2.11, but for the minty-core SCVs detected off of the

Mauritania coastline. The example profile is from Argo float 6900919 cycle 130. (B) Same as (A),

but for the spicy-core SCVs detected off of the Benguela upwelling system, with the example profile

from Argo float 1901238 cycle 38. Approximate curves of South Atlantic Central Water (SACW,

both panels), North Atlantic Central Water (NACW, panel A) and Eastern South Atlantic Central

Water (ESACW, panel B) are also shown.

The Benguela upwelling system along the west coast of Africa in the South Atlantic is

driven by the equatorward Benguela Current, which carries cold Eastern South Atlantic

Central Water (ESACW) from Africa’s southern tip to roughly 15 – 16 ° S. At its northern-

most extent, the Benguela Current meets the poleward Angola Current, which transports

relatively warmer and saltier SACW (as opposed to the colder and fresher counterparts in

the North Atlantic) to form the Angola-Benguela front zone (Lass & Mohrholz, 2008). The

Angola current periodically (typically September to November and February to April) breaks

through the front to continue poleward as the Benguela Undercurrent along the shelf (Lass
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et al., 2000; Mohrholz et al., 2001), supplying subsurface SACW to the northern Benguela

system (Siegfried et al., 2019). Panel B in Figure 2.12 describes the spicy-core SCVs detected

off of Namibia, which show generally similar distributions in core properties to the Mauri-

tania minty-core SCVs. An example profile for the region shows a core of relatively warm

and salty water at roughly the same depth as the example shown for Mauritania. Similar to

the North Atlantic minty-core SCVs off of Mauritania, T-S diagrams suggest that Benguela

spicy-core SCVs contain higher percentages of SACW, indicative of an origin within the

Benguela Undercurrent. Pegliasco et al. (2015) documented subsurface anticyclonic eddies

originating from the Benguela Current, while model simulations from Frenger et al. (2018)

also suggested that similar, low-oxygen eddies in the region are generated via undercurrent

instabilities. T-S signatures of the SCVs generated within that study largely agree with our

Benguela detections, providing more evidence of an origin within the undercurrent.

In summary, our results highlight the eastern boundary of the Pacific Ocean as significant

sources of long-lived and far-reaching SCVs. This conclusion mirrors those of several previous

studies (G. C. Johnson & McTaggart, 2010; Pelland et al., 2013; Frenger et al., 2018), which

suggest that these SCVs could modify the mean properties of the Pacific subtropical gyres by

introducing warm, salty, and oxygen-poor/nutrient-rich PEW waters. A similar mechanism

may also occur in the Atlantic, via westward propagation of SACW waters, but on a smaller

scale given the large disparity in detections. Regardless, SCVs generated from these systems

may alter the characteristics of both local and adjacent water masses by exporting poleward

undercurrent signatures away from EBUS, while also contributing to subtropical gyre tracer

budgets (Frenger et al., 2018).

2.4.2 Marginal Sea Overflow

Dense water outflows originating from marginal seas and continental shelves are major com-

ponents of the Earth climate system, given their contributions to intermediate and deep

water masses of the world’s oceans (Stewart, 1982; Vic et al., 2015). After flowing into the

open ocean, instability processes govern the dispersal of overflow waters, which can take
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place over hundreds or thousands of kilometers depending on the basin dynamics (Legg et

al., 2009; Vic et al., 2015). For example, overflow from the Mediterranean encounters a re-

gion with relatively low background eddy activity, allowing for a gravity current which, after

achieving neutral buoyancy, is deflected to form a boundary-intensified poleward flow (Bower

et al., 1997; Legg et al., 2009) similar to an EBUS undercurrent. Other notable outflows,

such as the Persian Gulf outflow near the Gulf of Oman and the spread of Red Sea Water

in the Gulf of Aden, equilibrate at shallower depths and encounter vigorous mesoscale vari-

ability which actively participates in spreading the dense plumes (Vic et al., 2015; Morvan

et al., 2019). Given their ability to transport water mass volumes over significant distances,

SCVs could play a role in spreading these overflow waters away from the formation regions.

Perhaps the most notable and well studied examples are the Mediterranean outflow eddies

(‘Meddies’). Large segments of the boundary-intensified overflow jet have been shown to

separate near the southwestern tip of the Iberian peninsula in the form of warm, salty

Mediterranean Water lenses of roughly 20 km diameter (Bower et al., 1997; Richardson et

al., 2000; McWilliams, 2019), with one or two vertically aligned cores typically centered

between 800 and 1200 m (Bashmachnikov et al., 2015). Those that avoid collision can last

for several (4–5) years, propagating as far as the mid-Atlantic ridge (Richardson et al., 2000;

Ménesguen et al., 2012; Barbosa Aguiar et al., 2013) before dissipation by double-diffusive

mixing (Radko & Sisti, 2017). With estimates suggesting that they support about 50% of

the westward salt flux from the Mediterranean (Bower et al., 1997; Richardson et al., 2000),

these SCVs have a far-reaching impact on the tracer budget of the North Atlantic, in addition

to their contribution to the Mediterranean salt tongue, one of the prominent hydrographic

features of the mid-depth North Atlantic (Richardson et al., 2000).

Panel A in Figure 2.13 outlines a subset of spicy-core SCVs identified near the Mediter-

ranean outflow. Temperature and salinity profiles from the population are in good agreement

with previous descriptions of Meddies, showing large temperature (∼ 4°C) and salinity (∼ 1

PSU) anomalies centered at roughly 1000 dbar. As reported in other studies, a large number

contain two cores at roughly 800 and 1200 dbar and are sampled over consecutive Argo cycles

for many months (see Figure 2.3 for a notable example). The adjacent region next to the
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Figure 2.13: (A) Locations, colored by core isopycnal, and hydrographic properties of spicy-core

SCVs detected near the Mediterranean outflow. Thin black lines indicate propagation of SCVs

with multiple casts. Temperature and salinity profiles and diagram are constructed from the star

marker profile (Argo float 1900349, cycle 8, solid red curve), with the grey curve representing

the climatological profile for that cast’s location and month. Data for all other detections with

the boxed region are shown as thin red lines, with black dots representing core temperature and

salinity values. (B) Same as (A), but for spicy-core SCVs detected near the Gulf of Oman, with

the example profile from Argo float 2902387, cycle 159.

Mediterranean outflow also exhibits some of the highest frequency in SCV detection across

the ocean (∼ 1% of all Argo casts in that region, Figure 2.10), with panel D in Figure 2.4

suggesting that many are long lasting. Together, these results support the role of Meddies in

modulating the heat and salt budget of the North Atlantic by periodically advecting volumes

of Mediterranean water, often over several thousand kilometers.

The Arabian Sea is also influenced by two separate outflows originating in the Persian
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Gulf and the Red Sea, which settle at 250–300m and 600–1000m depths into the Gulf of

Oman and into the Gulf of Aden, respectively (Morvan et al., 2019). In contrast to the Gulf

of Cadiz with Mediterranean outflow water, the Arabian Sea is home to a relatively energetic

mesoscale eddy field that provides a different dynamical regime for the spreading of outflow

waters (Bower & Furey, 2012; Carton et al., 2012; Morvan et al., 2019; Vic et al., 2015).

Mesoscale surface eddies have been shown in modelling studies and in-situ observations to di-

vert the outflow paths away from the coast, advecting them instead along curved trajectories

corresponding to the local eddy vorticity (Carton et al., 2012). As these eddies approach the

coast, frictional effects due to the slanted bottom boundary layer generate opposite-signed

relative vorticity on the slope in the form of elongated filaments of outflow waters. Strong

lateral shear leads to instabilities that break apart these filaments into submesoscale vortices

with cores of outflow water, which then propagate away from their region of formation if

paired with a surface eddy (Molemaker et al., 2015; Morvan et al., 2019; Vic et al., 2015).

Panel B in Figure 2.13 shows a collection of detections identified near the Gulf of Oman.

Profiles indeed show anomalous cores of hot and salty water at roughly 200 – 300 dbar,

indicative of Persian Gulf overflow waters, and compare well with previously reported anti-

cyclonic lenses observed in this region (L’Hégaret et al., 2016). However, as noted by Bower

& Furey (2012) and L’Hégaret et al. (2016), SCVs at these outflows are generally short-

lived due to their generation along western boundaries, where strong horizontal shear by

mesoscale eddies and westward self-propagation back towards the source region may lead to

rapid destruction.

As shown in previous studies, the generation of SCVs at major outflows plays a non-

negligible role in transport and dispersion of these regionally important water masses. The

same mechanism responsible for producing SCVs at EBUS (subsurface boundary current

separation) generates Meddies, while SCVs generated within the Arabian Sea outflows ap-

pear to be more ephemeral due to their formation within more energetic western boundary

systems. This further highlights the importance of dynamical differences along eastern versus

western ocean boundaries. In more quiescent environments found near eastern boundaries,

SCVs are capable of transporting origin water masses over great distances, whereas vigorous
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mesoscale activity along western boundaries may confine their regional reach.

2.4.3 Mode Water Eddies

As revealed by Figures 2.4 and 2.10, frequent and long-lived SCVs occur within regions

of mode water formation. Mode waters originate from deep mixed layers caused by winter

convection (Hanawa & Talley, 2001; Xu et al., 2016), occurring in conjunction with persistent

fronts that often separate these homogeneous water masses from more stratified waters.

Notable examples include subtropical mode waters associated with the western boundary

current extensions of the subtropical gyres (the Kuroshio, Gulf Stream, East Australian,

Brazil and Agulhas Currents), and the Subantarctic Mode Water forming equatorward of

the ACC (Hanawa & Talley, 2001). SCVs could generate along these fronts as a result of

meander-driven subduction driving low potential vorticity mode water into the stratified

interior, where an anticyclonic circulation occurs due to vortex compression (Spall, 1995;

L. N. Thomas, 2008). Thus, SCVs may trap mode water and propagate it far from frontal

regions, potentially playing a role in mode water dispersal in the stratified interior.

Observations of SCVs from these regions show thick subsurface cores composed of homo-

geneous, oxygen-rich waters (Oka, 2009; Z. Zhang et al., 2015; Xu et al., 2016; Schütte et al.,

2016; Li et al., 2017; Barcelo-Llull et al., 2017; Shi et al., 2018), which, along with our results,

support SCVs generation by mode water subduction. Detections from Figures 2.4 to 2.6 re-

veal large coherent populations of both spicy- and minty-core SCVs inhabiting the Kuroshio,

East Australia, Gulf Stream, Aghulas, and Brazil Current regions (where subtropical mode

waters are subducted) (Hanawa & Talley, 2001). Panel A in Figure 2.14 shows representative

profiles and temperature-salinity diagrams from both spicy- and minty-core SCVs detected

in the vicinity of the Kuroshio extension, which closely match the results of Z. Zhang et

al. (2015) and Li et al. (2017). These studies speculated that both spicy- and minty-core

SCVs propagate through this region, and are possibly formed by frontal convergence and

subduction of winter mixed-layer water along the persistent fronts of the Kuroshio. Other

studies have shown that, along with large volumes of North Pacific Subtropical Mode Water
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Figure 2.14: (A) Locations and hydrographic properties of spicy-core (red) and minty-core (blue)

SCVs detected near the Kuroshio extension. Temperature and salinity profiles and diagram are

constructed from the star marker profiles for an example spicy-core SCV (Argo float 2900156, cycle

34, solid red curve) and minty-core SCV (Argo float 29010, cycle 75, solid blue curve), with the

grey curve representing the climatological profile for the spicy-core SCV’s location and cast month.

Climatological dynamic topography contour lines (100cm, 110cm, and 120cm) are also plotted. (B)

Same as (A), but for spicy-core SCVs detected near the East Australia Current. The example

spicy-core SCV is from Argo float 5901235, cycle 36 (red curve) and the example minty-core SCV

is from Argo float 5903639, cycle 223 (blue curve); climatological dynamic topography contour lines

(70 cm, 80 cm, and 90 cm) are also shown.

(NPSTMW, ∼ 25.2 kg m−3), two types of North Pacific Central Mode Water (NPCMW)

form between the Kuroshio Extension front and Kuroshio Bifurcation front, for a lighter va-

riety (∼ 25.8 – 26.2 kg m−3), and between the Kuroshio Bifurcation front and the Subarctic

front, for a slightly denser variety (∼ 26.3 – 26.4 kg m−3, (Oka & Suga, 2005)).

The bimodal distributions for spicy-core SCVs in the Northeast Pacific (Figure 2.7) may

result from subduction of both NPSTMW and the lighter NPCMW, whereas the unimodal

distributions for minty-core SCVs suggest a generation along the Subarctic front from the

denser NPCMW (Z. Zhang et al., 2015). This is also supported by the more poleward occur-
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rence of minty-core SCVs compared to spicy-core SCVs in the region. A similar mechanism

may be responsible for the SCVs detected along the East Australia Current extension (Fig-

ure 2.14B), which shows similar spatial patterns and vertical structures. Both spicy and

minty-core SCVs with core isopycnals of approximately 26.4 kg m−3 are identified near the

separation zone of the East Australia current, with minty-core SCVs distributed more pole-

ward by several degrees latitude. In addition, spicy-core SCVs propagating to the north of

New Zealand (Figure 2.5) are co-located with the formation region for South Pacific Sub-

tropical Mode Water (SPSTMW), exhibiting very similar characteristics to this water mass

(15 – 19°C, 35.5 PSU, 26.0 kg m−3, (Hanawa & Talley, 2001)).

SCVs detections along the western boundary of the Atlantic may also have connections

to mode waters. North Atlantic Subtropical Mode Water (NASTMW) is characterized by

temperature, salinity, and potential density values of ∼ 18°C, 36.5 PSU, and 26.5 kg m−3,

respectively, and is formed just south of the Gulf Stream Extension to cover the western

extent of the subtropical gyre (Hanawa & Talley, 2001). Core property distributions (Figure

2.8) and spatial patterns (Figure 2.5) from spicy-core SCVs detected within the Northwest

Atlantic match well with these characteristics, suggesting that these SCVs may form from,

and eventually help spread NASTMW throughout the North Atlantic. Spatial distributions

and histograms for spicy-core SCVs in the South Atlantic, with the exception of the Benguela

SCVs discussed in section 2.4.1, also align well with the properties and formation region of

South Atlantic Subtropical Mode Water (SASTMW, 12 – 18°C, 35.2 – 36.2 PSU, 26.2 – 26.6

kg m−3).

Thus, subduction of mode waters at western boundary current fronts may be a common

SCV generation mechanism throughout the western boundary of oceanic basins, just as

undercurrent instabilities lead to generation along the eastern boundaries. Additionally, due

to beta drift, the propagation direction would be mostly westward, which often contrasts

with the large scale circulation of mode water formation regions (Shi et al., 2018). However,

the process of subduction of saline subtropical surface mixed layer water is not necessarily

restricted to the western extent of subtropical gyres. Nauw et al. (2006) speculated that SCV

observed throughout the Indian Ocean were generated via the South Indian Tropical Front
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between the tropics and subtropics in the eastern part of the South Indian subtropical gyre.

We also detect SCVs throughout this region, which, together with their results, suggests

that other frontal structures likely generate SCVs.

Finally, a major component of the Southern Ocean overturning circulation consists of the

northward export of Subantarctic Mode Water (SAMW) and Antarctic Intermediate Water

(AAIW) across the Subantarctic Front – the southern boundary of the subtropical gyres,

which together ventilate large areas of the lower thermocline in the Southern Hemisphere

(Hanawa & Talley, 2001; Sallée et al., 2010; Cerovečki et al., 2013). SAMW forms in deep

winter mixed layers poleward of the Subantarctic Front, and is characterized by wide ranges

of temperature, salinity, and potential density of 4 – 15°C, 34.2 – 35.8 PSU, and 26.5 – 27.1

kg m−3 respectively. Colder and fresher SAMW is found in the Pacific, whereas warmer and

saltier waters form in the Southwestern Atlantic (Cerovečki et al., 2013).

Figure 2.15 shows a typical profile from the minty-core SCVs detected along the Sub-

antarctic Front, which exhibits a core of homogeneous temperature and salinity between

roughly 400 – 700 dbar. Contour lines highlight the approximate locations of the Sub-

antarctic Front (grey) and Polar Front (black) from the WOCE Southern Ocean Atlas (Orsi

& Whitworth, 2005), which are poleward of the majority of minty-core SCVs detections

throughout the Southern Ocean. Additionally, histograms of core temperature, salinity, and

isopycnal for the minty-core SCVs of the Southern Ocean (Figure 2.9), Southwest Atlantic,

and Southeast Atlantic (Figure 2.8) exhibit similar peaks and spread, which match hydro-

graphic characteristics of SAMW. This result is highlighted by the similarities in mapped

minty-core SCV properties throughout the high-latitude Southern Ocean (Figure 2.6), sug-

gesting a connection between these geographic regions via formation and propagation of

SAMW mode water SCVs.

Previous studies have suggested that SCVs with vertically homogeneous hydrographic

properties are formed at upper ocean fronts (Spall, 1995; Gordon et al., 2002; L. N. Thomas,

2008) where isopycnals from the thermocline outcrop in the winter mixed layer. At these

fronts, mode waters are subducted into the thermocline, and sometimes forms isolated lenses

(Nauw et al., 2006). Our results suggest that SCVs actively transport mode waters away from
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Figure 2.15: Locations and hydrographic properties of spicy-core SCVs (red) and minty-core SCVs

(blue) detected near the Antarctic Circumpolar Current. Contour lines represent the location of

the Polar Front (black) and Subantarctic Front (grey) from the WOCE Southern Ocean Atlas (Orsi

& Whitworth, 2005). Temperature and salinity profiles and diagram are constructed from the star

marker profile (Argo float 1901435, cycle 217, solid blue curve), with the grey curve representing

the climatological profile for that cast’s location and month.

their formation regions. As shown in Figure 2.10, ∼ 1% of Argo profiles from these regions

detected SCVs, highlighting a relatively high generation frequency. However, more research

is needed to quantify their importance on regional and global scales. Regardless, their

51



potential to transport recently ventilated waters may impact oxygen and nutrient budgets

by periodically injecting oxygen-rich, nutrient-poor waters into the stratified interior.

2.5 SCV Impacts

Our detections show regional generation of SCVs that can propagate temperature, salinity,

and other tracer anomalies over basin scales, as observed for Meddies and Cuddies. To

illustrate the potential to significantly modify local and remote water mass properties, we

provide a first-order estimate of the heat and freshwater contributions from detectable SCVs

at any given location in the ocean. To this end, we first utilize detection statistics from

Figure 2.10 and regional averages of SCV scale height and radius to build a simple model of

SCV distribution based on scaling arguments (Appendix A.1 and A.2), and use it to provide

a first-order estimate of their frequency in the ocean. We then use similar scaling arguments

applied to regionally averaged temperature and salinity anomalies to estimate the heat and

salt content lost or gained at any given point in the ocean because of the presence of SCVs.

After dividing the ocean into 4° by 4° latitude/longitude cells, a first-order upper-bound

estimate (Appendix A.1) of the spatial density distribution of SCVs (nscv, in units of #

km−2) can be written as

nscv =
Nd

Na

1

πα2L2
, (2.7)

where Nd is the number of detected spicy or minty SCVs, Na is the number of quality

controlled Argo casts, L is SCV scale length (km), α is a scaling factor (here set to 1, see

Appendix A.1), and the overbar represents the average calculated from all spicy or minty

SCVs within the grid cell. Similar to (2.7), a first-order lower-bound estimate of the average

heat anomaly caused by the presence of SCVs at any given location in the ocean (δH ′, in

units of J m−2, Appendix A.2) can be defined as

δH ′ = γ ρCp
Nd

Na

π
1
2T ′

d hL
2

L2
, (2.8)

where γ is a scaling factor (here set to 1, see Appendix A.2), ρ is average ocean density (1027

kg m−3), Cp is the specific heat capacity of seawater (3850 J kg−1°C−1), T ′
d is the detected
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core temperature anomaly (°C), and h is the SCV scale height. The salt anomaly (δS ′, in

units of g m−2) is given by

δS ′ = γ ρ
Nd

Na

π
1
2S ′

d hL
2

L2
, (2.9)

where S ′
d is the detected core salinity anomaly (g kg−1).

Figure 2.16 shows the result from these equations applied to the same 4° x 4° lati-

tude/longitude grid shown in Figure 2.10. Panels A and B provide estimates of the spatial

density of spicy-core and minty-core SCVs throughout the ocean respectively. Both plots

reveal increasing numbers of SCVs at higher latitudes. Many of the grid cells throughout the

Southern Ocean show values of 1 – 2 SCVs per 100 x 100 km2; other regions with high SCV

spatial density include the North Atlantic, Mediterranean outflow, and Southwest Atlantic

regions for spicy-core SCVs, and the Kuroshio and Labrador Sea regions for minty-core SCVs.

According to the arguments in Dewar & Meng (1995), high-latitude SCVs are expected to be

smaller due to the decrease in the first baroclinic radius of deformation with latitude, which

scales inversely with the Coriolis frequency (f) and linearly with the buoyancy frequency

N . Thus, the area of SCVs (hence, the probability of being detected by randomly-located

Argo profiles) increases with the square of the radius, which is much larger near the equator,

compared to polar regions. This makes SCVs comparably easier to detect at low latitudes,

implying that the same relative number of detections at low versus high latitudes in Figure

2.10 corresponds to a larger spatial density of SCVs at higher latitudes.

However, as revealed in panels C – F in Figure 2.16, the relatively high spatial den-

sity observed throughout the high latitudes does not necessarily correspond to a similar

amplification in anomalous heat (MJ m−2) and salt (g m−2) brought about by SCVs. Al-

though SCVs are more frequently found in these regions, their area and volume are smaller

than those observed at lower latitudes. Therefore, the higher frequency of SCVs at higher

latitudes is compensated by their smaller volumes, leading to comparable heat and salt

anomalies. Rather, we find that the influence of spicy-core SCVs on heat and salt peaks

near the overflow regions and throughout the Pacific EBUS (sections 2.4.1 and 2.4.2). This

result is not surprising given the large temperature and salinity anomalies associated with

dense, warm and salty overflow waters (Figure 2.13), and the PEW advected by the Cali-
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Figure 2.16: (A,B) Estimate of the number of SCVs per 100 x 100 km2, derived for each 4° x 4°

longitude/latitude grid cell for spicy-core SCVs and minty-core SCVs, respectively. (C,D) Average

heat anomaly caused by the presence of SCVs, δH’ (MJ m−2), calculated from all spicy-core and

minty-core SCVs, respectively, within each grid cell. (E,F) Average salt anomaly caused by the

presence of SCVs, δS’ (g m−2), calculated from all spicy-core and minty-core SCVs, respectively,

within each grid cell.

fornia and Peru-Humboldt Undercurrents (Figure 2.11). Similarly, while amplified heat and

salt contributions from minty-core SCVs were co-located with high spatial densities near the

Kuroshio extension, the Labrador Sea, and throughout the Southern Ocean, notable peaks

were also identified off of the Caribbean region in the North Atlantic. Temperature and

salinity anomalies associated with North Brazil Current subsurface eddies had been previ-

ously described by Fratantoni & Richardson (2006); our findings provide further evidence

that these SCVs may play an important role on the upper ocean hydrography of this region.

Our results provide more evidence that SCV generation and propagation modify the hy-
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drographic properties of both nearby and remote regions, in particular by spreading heat and

salt from EBUS undercurrents, overflows, and mode waters. We further reveal unexpected

amplifications for regions such as the Caribbean and Labrador Sea. The net transport of

heat and salt by SCVs may ultimately alter the properties of water masses as they form and

decay, in turn affecting ocean circulation.

It is important to stress that the simple model on which Figure 2.16 is based depends

on a simplification of the real distribution, structure, and hydrographic impact of SCVs.

For example, it does not consider important elements such as the life cycle of SCVs, their

propagation and dissipation, and their interaction with the sampling strategy of Argo floats.

It also estimates average anomalies caused by the presence of SCVs, but not by their dissipa-

tion. Furthermore, the number of detections depends on several parameters of our detection

algorithm, including relatively strict IQR thresholds (section 2.2.2). Thus, we are likely

under sampling the true number of SCVs, and our analysis likely represents a conservative

estimate on the effect of relatively strong SCVs. Regardless, it provides a first order estimate

of essential quantities needed to characterize the impact of SCVs on oceanic circulation, in-

cluding transport of heat and salt, and should be seen as a first step towards the development

of more realistic models of the distribution of SCVs.

2.6 Summary

In this study, we developed a method for detecting subsurface anticyclonic eddies (SCVs)

using spiciness, stratification, and dynamic height anomalies derived from Argo float profiles.

By utilizing the high spatial and temporal resolution sampling provided by the nearly 4000

operational Argo floats, we detected 1716 spicy-core and 1258 minty-core SCVs in the Argo

record, showing that subsurface anticyclonic eddies populate vast swaths of the global ocean.

Based on the statistics of detected SCVs, we infer the location and characteristics of regional

SCV populations, highlighting several hot-spots of formation that tend to generate long-lived

SCVs (Figures 2.4, 2.5, 2.6, and 2.10).

Among these, poleward undercurrents associated with EBUS and the Mediterranean out-
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flow appear to produce abundant SCVs capable of reaching the subtropical gyres. Based

on a comparison with surrounding waters, these SCVs may provide a significant source of

undercurrent water to these regions, while also potentially weakening undercurrent signa-

tures as they flow poleward. Mode water formation regions near persistent fronts associated

with western boundary currents and the ACC also appear as hot-spots of SCV formation,

suggesting an important role for SCVs in spreading mode waters.

Finally, we provided a first-order estimate of the number of SCVs and their contribution to

heat and salt wherever they appear. Our results suggest that SCVs play a role in modulating

water properties in the subtropical gyres and mid-latitude subduction regions, which in turn

may alter interior water mass characteristics. Quantifying the impact of SCVs on heat,

salt and tracer fluxes will benefit from a more detailed characterization of SCV frequency,

movement, dissipation, and three-dimensional shape. This will likely require more accurate

statistical models of the structure and life cycle of SCVs, constrained by Argo and other

observations, as well as the use of high-resolution numerical models.
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CHAPTER 3

Pathways of Nitrous Oxide Production in the Eastern

Tropical South Pacific Oxygen Minimum Zone

This chapter contains an accepted manuscript (McCoy et al., 2023), available from Global

Biogeochemical Cycles, without any changes.

3.1 Introduction

Nitrous oxide (N2O) is a powerful greenhouse gas that is roughly 300 times more potent

than carbon dioxide (CO2) and is projected to become the most important ozone-depleting

anthropogenic emission by the end of the 21st century (Ravishankara et al., 2009; Canadell

et al., 2021). Recent analyses of the global N2O budget over the decade of 2007 - 2016

suggest that anthropogenic emissions are responsible for up to 40% of total N2O sources

to the atmosphere, mostly from agriculture, whereas outgassing from the ocean accounts

for roughly 20% (Canadell et al., 2021). The production of N2O in the ocean is linked to

the remineralization of organic matter (OM) via both aerobic and anaerobic pathways, and,

as a consequence, is tightly coupled to the oceanic oxygen (O2) distribution (Freing et al.,

2012; Babbin et al., 2015; Ji et al., 2015; Arévalo-Mart́ınez et al., 2016; Yang et al., 2020).

While sea surface N2O measurements are typically found to be saturated with respect to

atmospheric concentrations over much of the world ocean, the most intense hot-spots of N2O

outgassing are found in the Eastern Tropical North Pacific (ETNP), the Eastern Tropical

South Pacific (ETSP), and the Arabian Sea. Here, high organic matter export rates and

sluggish lateral circulation result in steep O2 gradients that surround anoxic (here defined

as O2 < 5 mmol m−3) waters, also known as oxygen minimum zones (OMZ)(Codispoti,
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2010; Arévalo-Mart́ınez et al., 2016; Ji et al., 2018; Yang et al., 2020). Although OMZs only

account for roughly 1% of the total ocean volume, the dynamic marine nitrogen cycling that

occurs in these regions results in up to 50% of total oceanic N2O emissions to the atmosphere

(Codispoti, 2010; Babbin et al., 2015; Arévalo-Mart́ınez et al., 2016; Yang et al., 2020).

The ETSP hosts the second largest OMZ by area and comprises the Humboldt Current

System, one of the four major Eastern Boundary Upwelling Systems, which extends from

the southern extent of Chile (∼45oS) to northern Peru (∼4oS) (Chavez & Messié, 2009;

Santoro et al., 2021). While southern Chile experiences more intense upwelling during boreal

summer (Pennington et al., 2006), upwelling-favorable conditions exist year-round along the

Peruvian and northern Chile coastlines, fueling high rates of surface primary productivity,

organic matter export (Chavez & Messié, 2009), and subsurface O2 depletion. The ETSP

OMZ is located in a so-called “shadow zone” of the thermocline (Luyten et al., 1983),

where the supply of O2 by subduction and advection from the ventilated subtropical gyre

is limited. Instead, O2 transport mostly occurs by a combination of zonal advection by

eastward tropical currents such as the Equatorial Undercurrent (EUC) and the Southern

Subsurface Countercurrents (SSCC) (Karstensen et al., 2008; Stramma et al., 2010), and by

mesoscale eddies (Gnanadesikan et al., 2013; Bettencourt et al., 2015). The balance between

high remineralization rates and weak O2 supply leads to functional anoxia in the OMZ core

(Thamdrup et al., 2012), resulting in a pronounced subsurface nitrite (NO−
2 ) maximum,

and a strong fixed-nitrogen deficit (Kalvelage et al., 2013). An additional characteristic

of the ETSP is the relatively sharp transition from anoxic to suboxic (5 mmol m−3 < O2

< 10 mmol m−3) waters along the OMZ boundary. These O2 gradients host both aerobic

(e.g., nitrification) and anaerobic (e.g., denitrification) nitrogen transformations, which result

in N2O supersaturation around the anoxic core (Babbin et al., 2015; Kock et al., 2016).

Upwelling of these N2O-laden waters eventually leads to local hot-spots of N2O outgassing

(Arévalo-Mart́ınez et al., 2016; Ji et al., 2018; Yang et al., 2020).

Nitrification is a two-step aerobic process wherein ammonium (NH+
4 , here used inter-

changeably with ammonia, NH3) produced by remineralization of organic matter (pathway

1 in Figure 3.1) is oxidized to NO−
2 and subsequently to nitrate (NO−

3 ) by ammonia-oxidizing
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bacteria (AOB) and archaea (AOA), and nitrite-oxidizing bacteria (NOB) (pathways 2 and

4, respectively) (Lam & Kuypers, 2011). N2O production occurs as a byproduct of ammonia

oxidation (pathway 3), resulting in a positive correlation between apparent oxygen utilization

(AOU) and supersaturated N2O concentrations in many areas of the ocean (Cohen & Gor-

don, 1978; Walter et al., 2006). This process has been further quantified by active production

of 15N2O in 15N tracer incubation experiments (Yoshida et al., 1989). Due to a reported shift

in N2O production from hydroxylamine oxidation to nitrifier-denitrification (Wrage et al.,

2001; Stein & Yung, 2003), the yield of N2O production from NO−
2 has been observed to

increase at decreasing O2 in cultures with ammonia-oxidizing bacteria and archaea (Goreau

et al., 1980; Löscher et al., 2012). This increase likely leads to enhanced nitrification-derived

N2O production within steep suboxic gradients around the anoxic core of OMZs (Nevison et

al., 2003; Ji et al., 2015, 2018; Santoro et al., 2021).

N2O also forms during step-wise denitrification (the reduction of NO−
3 to NO−

2 to N2O

to N2) under suboxic and anoxic conditions (pathways 5 - 7 in Figure 3.1). Recent field

measurements suggest that NO−
3 is also a direct substrate for N2O production, presumably

involving NO−
2 reduction inside the cell of denitrifying microorganisms (Ji et al., 2015, 2018;

Frey et al., 2020). In the anoxic core of OMZs, widespread consumption of N2O occurs

via N2O reduction, the only known biological process able to remove N2O from the water

column (although the possibility of N2O fixation has been reported, see Faŕıas et al. (2013)).

Recent studies have highlighted how the different steps, each mediated by distinct enzymes

and likely different microorganisms (Ganesh et al., 2014; Kuypers et al., 2018), are subject to

variable O2 sensitivities, wherein NO−
3 , NO

−
2 , and N2O reduction are progressively inhibited

by O2 (Körner & Zumft, 1989; Kalvelage et al., 2011; Dalsgaard et al., 2014; Babbin et

al., 2015; Ji et al., 2015). Therefore, the same suboxic gradients that lead to enhanced N2O

production from nitrification can also lead to N2O accumulation from denitrification, as both

NO−
3 and NO−

2 reduction proceed while N2O reduction is inhibited, in a process referred to

as “incomplete” denitrification (Babbin et al., 2015).

Production of N2O at low O2 from both nitrification and denitrification, and their shared

NO−
2 intermediary, complicate the interpretation of in situ observations (Ji et al., 2015,
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Figure 3.1: Schematic of the oceanic nitrogen cycle (ignoring biological uptake) as represented in

ROMS. Transformation pathways include: (1, Rrem) oxic remineralization of nitrogen in organic

matter (OrgN) to ammonium; (2, Rao) ammonium oxidation to nitrite; (3, Rn2o
ao ) ammonium

oxidation to nitrous oxide; (4, Rno) nitrite oxidation; (5, Rden1) nitrate reduction; (6, Rden2)

nitrite reduction; (7, Rden3) decomposed nitrous oxide reduction; (8, Φn2o) decomposed nitrous

oxide air-sea flux; (9, Φn2) dinitrogen air-sea flux; and (10, Rax) anaerobic ammonium oxidation

(anammox). Colored arrows correspond to the sources and sinks of the decomposed N2O tracers

discussed in Section 3.2.4; N2O originating from denitrification (N2Oden, blue), N2O originating

from nitrification (N2Onit, red), and N2O originating from model boundaries (N2Obry, green).

2018; Santoro et al., 2021). In these regions, observations typically reveal an OMZ anoxic

core characterized by a secondary NO−
2 maximum and undersaturated N2O concentrations,

suggesting coupled step-wise or “complete” denitrification. N2O supersaturation in the upper

and lower oxyclines has been linked to the enhanced production by nitrification at low O2

(Cohen & Gordon, 1978). This is challenged by recent studies noting the lack of a linear

relationship with AOU and high abundances of gene markers for NO−
2 reduction, which

suggest simultaneous production by nitrification and incomplete denitrification (Babbin et
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al., 2015; Arévalo-Mart́ınez et al., 2016; Ji et al., 2018), as further supported by isotopic

evidence (Bourbonnais et al., 2017; Casciotti et al., 2018).

Incomplete denitrification due to progressive O2 tolerances is missing from most biogeo-

chemical models, which predominantly employ simple parameterizations to represent N2O

production as a function of nitrification, while denitrification is typically modelled as a net

sink of N2O at low O2 (Suntharalingam et al., 2000; Jin & Gruber, 2003; Ji et al., 2018;

Battaglia & Joos, 2018). By resolving O2-dependent decoupling of N2O production and

consumption, Babbin et al. (2015) suggested that N2O production rates from denitrification

may be up to two orders of magnitude larger than those from nitrification near the core of

OMZs, albeit closely balanced by N2O reduction.

While the uncertainty surrounding N2O production in the ocean has been reduced in re-

cent years following improved estimates of ocean (Yang et al., 2020), terrestrial, and anthro-

pogenic N2O sources (Tian et al., 2020; Canadell et al., 2021), barriers remain in accurately

projecting future air-sea fluxes because of poorly constrained contributions from nitrification

and denitrification. The observed expansion of OMZs (Stramma et al., 2008; Schmidtko et

al., 2017; Oschlies et al., 2018) is expected to continue over the 21st century, although the

extent of future changes in low O2 and anoxic water volumes remains uncertain (Cabré et al.,

2015; Bianchi et al., 2018; J. J. M. Busecke et al., 2022). Accurate parameterization of N2O

cycling in global ocean models is thus crucial to simulate realistic future scenarios. This is

critical given that OMZ regions remain poorly resolved in current global Earth system mod-

els (Cabré et al., 2015; J. J. M. Busecke et al., 2022; Séférian et al., 2020), which generally

fail to capture fine-scale circulation such as the zonal jet systems that ventilate the tropical

Ocean (Kessler, 2006; Duteil et al., 2014; J. J. Busecke et al., 2019; Duteil et al., 2021).

To address these sources of uncertainty, we incorporate a new model of the OMZ nitro-

gen cycle (NitrOMZ) (Bianchi et al., 2022) into an eddy-resolving three-dimensional (3-D)

regional ocean model of the ETSP that simulates local N2O production and consumption

from nitrification and denitrification. The model, constrained by in situ ETSP observations

of nitrogen cycle tracers and transformation rates, allows for an examination of the N2O

balance within a typical OMZ upwelling system. To attribute the sources of N2O outgassing
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flux to different processes, we use the 3-D model to track contributions from nitrification,

denitrification, and physical transport into the model domain. This analysis reveals the im-

portance of incomplete denitrification and transport of remotely-generated N2O for air-sea

fluxes, with implications for future N2O emissions in a changing ocean.

The rest of the paper is organized as follows: Section 3.2 describes the 3-D model config-

uration and setup, a brief summary of N2O production pathways in NitrOMZ, and the N2O

tracer decomposition strategy; Section 3.3 provides a short validation of model solutions,

summarizes the results of the simulations, and describes the ETSP N2O balance; Section 3.4

discusses the results and implications, and concludes the paper.

3.2 Methods

3.2.1 Model configuration

The physical component of the model consists of the Regional Ocean Modeling System

(ROMS) (Shchepetkin & McWilliams, 2005; Shchepetkin, 2015), a primitive-equation, hy-

drostatic, topography-following general ocean circulation model. The model domain extends

from -111.38oW to -66.62oW and from 42.52oS to 3.41oN and is chosen to resolve key oceano-

graphic features of the ETSP such as the EUC (Figure 3.2c), the wind-driven South Pacific

gyre (contour lines in Figure 3.2a and 3.2b), and the horizontal extent of the OMZ (Figure

3.3a). Its grid consists of 402 x 502 points with a nominal resolution of 10 kilometers and 42

topography-following vertical levels with higher resolution at the surface and bottom. The

model time-step is 800 seconds, and output is saved as monthly means.

For this study, low-frequency interannual variability is ignored to instead focus on a

climatological steady-state. Initial conditions and monthly climatological boundary forcing

(applied at the northern, western, and southern boundaries) for temperature, salinity, surface

elevation, and horizontal velocity are taken from an existing Pacific-wide ROMS simulation

(Lemarié et al., 2012). Normal-year-forcing of daily freshwater and turbulent heat fluxes

are estimated using bulk formulae (Large, 2006) applied to ERA-interim (ERAi) reanalysis
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data for the year 1979 (Simmons et al., 2006; Dee et al., 2011). Because of known biases

in ERAi, which overestimates shortwave and underestimate longwave fluxes (Brodeau et

al., 2010), we applied corrections from the DRAKKAR Forcing Set version 5.2 to heat

fluxes (Dussin et al., 2014). Daily climatological wind stress is taken from the QuickSCAT-

based Scatterometer Climatology of Ocean Winds (Risien & Chelton, 2008). The resulting

simulation produces a realistic climatological picture of the hydrographic properties, gyre

circulation, and equatorial current structure of the ETSP (Figure 3.2a - c) when compared

to validation products (Figure 3.2d - f).

The physical model is coupled online to the Biogeochemical Elemental Cycling (BEC)

model from Moore et al. (2004) using the same equations and parameter settings as in

Frischknecht et al. (2017) with the exception of the nitrogen cycling component, which was

expanded for the NitrOMZ model (Bianchi et al., 2022)(see Section 3.2.2). Initial conditions

and boundary forcing of biogeochemical nutrient concentrations (NO−
3 , PO

3−
4 , Si(OH)4 and

O2) are taken from monthly climatological observations from the 2013 World Ocean Atlas

(H. E. Garcia, Boyer, et al., 2013; H. E. Garcia, Locarnini, et al., 2013). NH+
4 , NO

−
2 , and

N2 boundary conditions are set to 0 but adjust rapidly within the domain. Iron data are

taken from the Community Earth System Model (CESM) as in Deutsch et al. (2021), and

DIC and alkalinity from GLODAP (Lauvset et al., 2016), with a reference year of 2002.

Initial conditions and monthly boundary forcing at the northern, western, and southern

boundaries for N2O were generated from a 3-D machine-learning reconstruction based on in

situ data from the MEMENTO (Kock & Bange, 2015) database, integrated with additional

cruises (Yang et al., 2020). Due to the strong coupling between N2O and O2 concentrations,

and to avoid aliasing between monthly gridded O2 estimates and individual snapshot mea-

surements of N2O, we first average monthly N2O measurements onto a 1-degree horizontal

grid before applying the same machine learning approach described in Yang et al. (2020).

Air-sea gas exchange at the surface is modeled according to Wanninkhof (1992), using a

constant atmospheric mixing ratio of 300 ppb, which is taken as a typical concentration for

the 20th century.
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Figure 3.2: (a,d) Average sea-surface temperature from model years 41 - 50 (top) and World Ocean

Atlas 2018 (bottom). Contours highlight sea-surface height at 5 cm intervals, with validation data

obtained by averaging AVISO data between 2000 to 2018. Dashed lines mark the transect location

in panels (c) and (f). (b,e) Same as in panels (a) and (d), but for sea-surface salinity; contours

highlight calculated geostrophic velocity streamlines, with validation data derived from AVISO.

(c,f) Zonal velocity sections along the equator at 95oW from ROMS (top) and G. C. Johnson et

al. (2002) (bottom).

3.2.2 NitrOMZ model formulation

The NitrOMZ model explicitly resolves the main set of nitrogen cycle transformations associ-

ated with the remineralization of sinking organic matter in low O2 environments (summarized

in Figure 3.1, with formulations presented in Supporting Information B.2). These include

the following chemolithotrophic reactions: aerobic NH+
4 oxidation (here used interchangeably

with ammonia oxidation) to N2O (Rn2o
ao ) and NO−

2 (Rao), aerobic NO−
2 oxidation to NO−

3

(Rno), and anaerobic NH+
4 oxidation with NO−

2 to N2 (anammox, Rax). NitrOMZ partitions
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organic matter remineralization in ROMS-BEC (see Supporting Information B.1) to include

three additional heterotrophic denitrification steps: NO−
3 reduction to NO−

2 (Rden1), NO
−
2

reduction to N2O (Rden2), and N2O reduction to N2 (Rden3). Thus, the model expands BEC

by allowing production of N2O via both nitrification and denitrification, as summarized in

Sections 3.2.2.1 and 3.2.2.2.

Further details on the formulation and parameterization of the the model are discussed

in Bianchi et al. (2022). Briefly, the model contains 23 parameters that control the N cycle,

most of which are poorly constrained by observations and can plausibly span a range of

values. Initially, we set the maximum aerobic remineralization rate (krem) and the NH+
4 and

NO−
2 half saturation constants for NH+

4 and NO−
2 oxidation (Ko2

ao and Ko2
no, respectively) to

literature values (Babbin et al., 2015; Bristow et al., 2016), before optimizing the remaining

parameters in a 1-D setup against a cost function constructed from in situ observations of

tracers and N transformation rates from the ETSP (Kalvelage et al., 2013; Ji et al., 2015;

Peng et al., 2016; Babbin et al., 2017, 2020). We adopt the final parameter set shown in

Table B.4, which was slightly tuned from the optimal solution presented in Bianchi et al.

(2022) (see Sections 3.2.2.1 and 3.2.2.2).

3.2.2.1 N2O sources and sinks: nitrification

Production of N2O via nitrification is modelled as a by-product of NH+
4 oxidation (Rn2o

ao ,

pathway 3 in Figure 3.1), with enhanced yields at lower O2. Both NH+
4 and NO−

2 oxidation

(Rao andRno, respectively) are suppressed near the surface by light inhibition (see Supporting

Information B.4) and competition for NH+
4 and NO−

2 by phytoplankton as in Frischknecht

et al. (2017). Therefore, nitrification is largely restricted to below the euphotic zone while

also being suppressed at low O2. The partitioning between N2O and NO−
2 production from

NH+
4 oxidation is calculated using the function proposed by Nevison et al. (2003), derived

by fitting measured N2O and NO−
2 yields (fn2o

ao and fno2
ao , respectively) to O2 concentrations

(Goreau et al., 1980):

fn2o
ao

fno2
ao

= 0.01 · ( a

[O2]
+ b). (3.1)
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N2O production by nitrification, in units of mmol N m−3 s−1, is therefore represented as:

Rn2o
ao = Rao · fn2o

ao , (3.2)

with a similar function for NO−
2 production.

The parameterization from Nevison et al. (2003), based on the observed relationship

between N2O excess and apparent oxygen utilization, which was consistent with N2O yields

from cultured AOB (Goreau et al., 1980), implicitly represents a shift in N2O production

from NH+
4 oxidation as a byproduct of hydroxylamine oxidation (at high O2) to nitrifier-

denitrification (at low O2) (Wrage et al., 2001; Stein & Yung, 2003). Recent studies suggest

that AOA (which often greatly outnumber AOB in marine environments) can also produce

N2O via a hybrid mechanism, with lower yield than observed in their bacterial counterparts

(Stieglmeier et al., 2014; Kozlowski et al., 2016; Trimmer et al., 2016; Hink, Nicol, & Prosser,

2017; Hink, Lycus, et al., 2017). Since NitrOMZ does not separately model production from

AOA and AOB, we initially set distinct values of the parameters a and b (Table B.4) to

the optimized values from the Optsel solution (0.4 and 0.2, respectively) from Bianchi et al.

(2022). We later tuned them to 0.3 and 0.1 respectively, to reflect results from a series of

recent in situ measurements of N2O production from the ETSP and ETNP OMZs (Ji et al.,

2015, 2018; Santoro et al., 2021). We also slightly increased the maximum NH+
4 and NO−

2

oxidation rates (kao and kno respectively, see Supporting Information B.2) from Optsel values

to bring surface concentrations of NO−
2 and NH+

4 closer to zero. The parameter values for a

and b cause NH+
4 oxidation to predominantly produce NO−

2 at high O2 concentrations (Rao).

As O2 becomes scarce, overall NH+
4 oxidation decreases, while production of N2O (Rn2o

ao )

relative to NO−
2 increases following equations 3.1 and 3.2.

3.2.2.2 N2O sources and sinks: denitrification

In the denitrification pathway, N2O is produced via NO−
2 reduction (Rn2o

den2, pathway 6 in

Figure 3.1) at low O2:

Rn2o
den2 = fden2 ·Rtot

rem ·QN :C
den , (3.3)
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where fden2 is the local fraction of total organic matter remineralization (Rtot
rem) routed to

NO−
2 reduction (see Supporting Information B.3), and QN :C

den the nitrogen to carbon ratio

from denitrification (472/2/106) following Anderson & Sarmiento (1994). Similarly, N2O is

consumed via N2O reduction to N2 (Rn2
den3, pathway 7 in Figure 3.1) at low O2:

Rn2
den3 = fden3 ·Rtot

rem ·QN :C
den . (3.4)

Each denitrification rate in NitrOMZ is calculated using a step-specific O2 inhibition term.

Similar to Dalsgaard et al. (2014), Babbin et al. (2015), and Ji et al. (2018), we model a

progressive O2 inhibition of the three denitrification steps (KO2
den1 > KO2

den2 > KO2
den3). As a

consequence, complete denitrification to N2 via N2O reduction (Rn2
den3) occurs in anoxic waters

as each step proceeds unimpeded. However, at low but non-zero O2, the decoupling of steps

allows for N2O accumulation from incomplete denitrification (production > consumption).

Following initial model validation, we increased the original Optsel O2 inhibition pa-

rameter for NO−
2 reduction (Ko2

den2) from 1.3 to 2.3 mmol O2 m
−3. This widens the N2O

production window in suboxic waters from incomplete denitrification to better match the

magnitude of observed subsurface N2O maxima in the ETSP OMZ. This permits NO−
2 re-

duction at slightly higher O2 than is typically reported (Dalsgaard et al., 2014), which may

reflect the lack in the model of direct N2O production from NO−
3 suggested by recent studies

(Ji et al., 2018; Frey et al., 2020).

3.2.3 N2O balance

In the model, net N2O production (Jn2o, in units of mmol N2O m−3 s−1) results from the

balance of nitrification and denitrification terms (equations (3.2-3.4)):

Jn2o = 0.5 · (Rn2o
den2 +Rn2o

ao )−Rn2
den3. (3.5)

Here, 0.5 converts the NO−
2 reduction rate (Rn2o

den2) and the N2O production rate from am-

monia oxidation (Rn2o
ao ) from units of mmol N m−3 to units of mmol N2O m−3.

The resulting N2O balance is closed to numerical precision within each grid cell of the
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model, and scaled up to arbitrary 3-D domains:

d[N2O]

dt
= Jn2o + T n2o − Φn2o. (3.6)

Here, d[N2O]/dt is the climatological N2O rate of change calculated as the difference between

snapshots at the beginning and end of each month, T n2o the transport component calculated

as the divergence of advection/diffusion fluxes, Jn2o the sum of biological sources and sinks

(equation (3.5)), and Φn2o the air-sea flux controlled by gas exchange. We define a budget

domain that captures the extent of the ETSP OMZ horizontally (dashed blue box in Figure

3.3a) and vertically from the surface to 1000 m depth.

3.2.4 N2O tracer decomposition

In the model, N2O concentrations can change under the effect of physical (advection from

the model boundaries, air-sea gas exchange at the surface) or biogeochemical (nitrification,

denitrification) terms. We quantify the contributions to the total N2O from individual terms

by decomposing the N2O tracer as follows:

N2O = N2Onit +N2Oden +N2Obry. (3.7)

Here, N2Onit tracks the fraction of N2O produced by NH+
4 oxidation within the domain (Rn2o

ao ,

equation (3.2)), whereas N2Oden tracks N2O produced by NO−
2 reduction (Rn2o

den2, equation

(3.3)) as outlined in Sections 3.2.2.1 and 3.2.2.2 (pathways 3 and 6, respectively, in Figure

3.1). Physical contributions are accounted by the remaining tracer, N2Obry, which tracks

air-sea gas exchange (discussed further below) and the transport of N2O from the horizontal

boundaries.

By construction, the conservation equations for the individual tracers sum up to the

conservation equation for total N2O (equation 3.6). Thus, while each tracer has a unique

source, they are all subject to consumption by N2O reduction at a rate proportional to the

68



individual tracer’s fractional contribution to total N2O concentration in a linear fashion:

Rnit
den3 =

N2Onit

N2O
·Rn2

den3, (3.8a)

Rden
den3 =

N2Oden

N2O
·Rn2

den3, (3.8b)

Rbry
den3 =

N2Obry

N2O
·Rn2

den3, (3.8c)

Accordingly, the biogeochemical sources-minus-sinks for each decomposed tracer (J terms,

in units of mmol N2O m−3) are:

Jn2o
nit = (0.5 ·Rn2o

ao )−Rnit
den3, (3.9a)

Jn2o
den = (0.5 ·Rn2o

den2)−Rden
den3, (3.9b)

Jn2o
bry = −Rbry

den3. (3.9c)

Note that the N2Obry tracer has no biogeochemical source in the domain and can only be

consumed by N2O reduction (Rbry
den3).

Transport of each decomposed tracer (T terms) is saved online as the divergence of

advection/diffusion fluxes as in equation 3.6. All N2O advected into the domain from the

boundaries is tagged as N2Obry. That is, concentrations for N2Obry at the lateral boundaries

are identical to N2O, and for N2Onit and N2Oden are zero. Air-sea fluxes (Φ terms) follow

the same formulation as for total N2O, but with mixing ratios set to zero for all tracers

except N2Obry, for which they are set to the total values. As a consequence, fluxes of N2O

derived from nitrification and denitrification (Φnit
n2o

and Φden
n2o

, respectively) are restricted to

outgassing, whereas the flux of N2O derived from the model boundaries (Φbry
n2o

) allows for

both ingassing (when N2Obry is below saturation) and outgassing (above saturation).

To initialize the decomposition tracers, we set the initial N2Obry to observed N2O, and

N2Onit and N2Oden to zero. Thus, N2Onit and N2Oden exclusively track production within the

domain after initialization (Figure B.1). We then run a 50 year simulation to allow domain-

integrated biogeochemical tracers to reach a seasonal quasi-steady state (Figure B.2). While

this period may not be sufficient to fully equilibrate the decomposition tracers in the deep

ocean, we can capture their proportion in the upper ocean and analyze their contributions

to the total N2O balance.
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3.3 Results

3.3.1 Model validation

Figure 3.3 shows the extent and thickness of the modelled OMZ from model years 41 -

50 (Figure 3.3a) and various validation products (Figure 3.3b - e). The simulated OMZ

is centered offshore of the Peruvian and Ecuadorian coastline at roughly 8oS and extends

from the Galapagos islands at the equator to nearly 15oS. This represents a displacement

both equatorward and offshore compared to observations, which suggest a more coastal

OMZ between southern Peru and Chile; a similar shift in potential vorticity as the model

progresses from initialization (Figure B.3) points to a slight bias in the representation of

the physical circulation near the boundary between the subtropical gyre and the tropical

current system. The thickness of waters with less than 10 mmol O2 m
−3 ranges mostly

between 300 - 500 m and extends to roughly 105oW . Considering that O2 reconstructions

based on spatial interpolation of in situ profiles underestimate the volume of anoxic waters

(Bianchi et al., 2012), the inset bar plot in Figure 3.3a suggests that the ROMS simulation

is overall within range of OMZ volume predictions across several thresholds ranging from 5

mmol O2 m
−3 (Kwiecinski & Babbin, 2021) to 20 mmol O2 m

−3 (Dunn, 2012; Bianchi et

al., 2012; H. Garcia et al., 2019).

Taking into account the slight equatorward geographic shift in the model OMZ, nitrogen

tracer (NO−
3 , NO

−
2 , and N2O) sections at 250 m in Figure 3.4a - c compare well with observa-

tional products (Figure 3.4d - f). The simulation is able to replicate the observed drawdown

of NO−
3 and N2O, and the increase in NO−

2 within the core of the OMZ, resulting from den-

itrification. The magnitude and spatial patterns of open ocean concentrations are similarly

reproduced, such as the low NO−
3 and N2O concentrations observed in the subtropical gyre at

25oS. The oxic to suboxic transition zone (inshore of the 20 mmol O2 m
−3 contour in Figure

3.4) also reveals an increase in N2O concentrations that skillfully reproduces observations.

Model profiles centered over the OMZ (Figure 3.4g - i) show low concentrations at the

surface for NO−
3 , NO

−
2 , and N2O. As depth increases, local maxima in NO−

2 and N2O are

observed at ∼100 m coincident with low but non-zero O2. Just below this depth, where O2
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Figure 3.3: (a) ROMS Peru-Chile 10 km domain, with averaged OMZ thickness (O2 < 10 mmol

m−3) from model years 41 - 50. The inset bar plot shows OMZ volume from ROMS and validation

products based on 5, 10, 15, and 20 mmol m−3 thresholds. The N2O budget region is also shown as

the area encompassed by dashed blue lines, extending vertically from the surface to 1000 m. (b-d)

OMZ thickness (O2 < 10 mmol m−3) from World Ocean Atlas 2018, CSIRO Atlas of Regional Seas

(CARS), and the Objective mapping 2 product from Bianchi et al. (2012). (e) OMZ thickness (O2

< 5 mmol m−3) from Kwiecinski & Babbin (2021).

drops further to anoxic levels, local minima in NO−
3 and N2O appear along with a large peak

in NO−
2 of roughly 4 mmol m−3. Beneath the anoxic OMZ, a second N2O peak appears of

slightly greater magnitude (∼60 µmol N2O m−3) than the shallower maximum (∼50 µmol

N2O m−3). Depth-dependent distributions from shipboard measurements (Kalvelage et al.,

2013; Cornejo & Faŕıas, 2012; Krahmann et al., 2021) (pink shading) generally show good

agreement between model and observations. The smaller vertical extent of the modeled OMZ

NO−
2 maximum and N2O minimum is likely caused by a slightly thinner oxygen deficient

layer than observed. Also note that the geographical location of shipboard measurements

differs from the ROMS averaging box due to the equatorward and offshore OMZ shift dis-

cussed above. Despite this geographical bias, Figure 3.4g - i demonstrates similarity in the

expression of anaerobic nitrogen cycle processes at locations with comparable O2 profiles.

Remaining inconsistencies, such as the shallower depth of the observed upper N2O maxima,

71



  40°S 

  30°S 

  20°S 

  10°S 

   0°  

0   12.5 25  37.5 50  0 2 4 6 8 0 20 40 60 80

 110°W  100°W   90°W   80°W   70°W 

  40°S 

  30°S 

  20°S 

  10°S 

   0°  

 110°W  100°W   90°W   80°W   70°W  110°W  100°W   90°W   80°W   70°W 

0 10 20 30 40 50
-1500

-1000

-500

0    
0 50 100 150 200 250

0 2 4 6 8

0 50 100 150 200 250

0 20 40 60 80

0 50 100 150 200 250

0 0.5 1

0

0.2

0.4

0.6

0.8

1

d

b ca

e f

g h i

Figure 3.4: (a-c) ROMS averaged NO−
3 , NO−

2 , and N2O at 250 m from model years 41 - 50.

Dashed black lines highlight the 20 mmol O2 m−3 contour. (d-f) NO−
3 at 250 m from World Ocean

Atlas 2018, and NO−
2 and N2O at 250 m from machine learning estimates. Grey markers show

the location of shipboard samples. (g-i) Averaged profiles of NO−
3 , NO

−
2 , and N2O from ROMS

(black curves) extracted from within the OMZ (red boxes in panels a - c). Shaded regions show

the 10th/90th and 25th/75th percentiles of shipboard observations from Kalvelage et al. (2013),

Cornejo & Faŕıas (2012), and Krahmann et al. (2021) conducted within the red boxes in panels d

- f. Solid blue curves show ROMS O2 whereas the dashed blue curves show averaged World Ocean

Atlas 2018 O2 over the shipboard sampling region.
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Figure 3.5: (left) Monthly averaged fixed nitrogen loss from ROMS via canonical denitrification

and anammox from models year 41 - 50. (right) ETSP estimates of total annual averaged nitrogen

loss from ROMS, Deutsch et al. (2001), Bianchi et al. (2012), DeVries et al. (2013), and Yang et

al. (2017).

can be explained by the proximity of observations to the coast, as compared to the more

offshore location used to average model profiles.

Finally, given the importance of accurately representing water column denitrification, we

compared total fixed nitrogen loss in ROMS via denitrification and anammox to other ETSP

estimates (Figure 3.5). We simulate a consistent N loss fraction of roughly 58%/42% from

denitrification/anammox (respectively) throughout the year, consistent with recent studies

(Peng et al., 2016). The total water-column fixed nitrogen loss in the model is 23.3 TgN

yr−1, within the range of observational estimates for the region (Deutsch et al., 2001; Bianchi

et al., 2012; DeVries et al., 2013; Yang et al., 2017), and with seasonal variability mostly

driven by changes in denitrification rates (red shading). Thus, despite a geographic shift,

the model produces a realistic OMZ and associated nitrogen cycle tracers and rates.
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3.3.2 N2O production in the ETSP

A transect at 8oS crossing the core of the model OMZ in Figure 3.6 reveals the subsurface

structure of tracers and reactions relevant to N2O production in the ETSP. We model a large

discrepancy in magnitude between NO−
3 and NO−

2 reduction rates (Rno2
den1-R

n2o
den2, Figure 3.6a)

throughout the OMZ, which in part maintains the relatively high NO−
2 concentrations shown

by Figure 3.6d. The difference between NO−
2 reduction and N2O reduction (Rn2o

den2-R
n2
den3,

Figure 3.6b), in contrast, is much smaller in magnitude but switches sign along the transect.

Within the anoxic core (< 5 mmol O2 m−3, dotted black contour in Figure 3.6), N2O

reduction exceeds NO−
2 reduction causing widespread net N2O consumption (blue shading)

of nearly 0.2 µmol N m−3 d−1 (Figure 3.6b). The resulting N2O zonal gradients (Figure 3.6e)

show consistent offshore subsurface N2O minima that coincide with peak concentrations of

NO−
2 at the same depth range (Figure 3.6d). These patterns suggests that all three modelled

denitrification steps proceed with minimal O2 inhibition within the anoxic core, supporting

a zone of complete denitrification to N2 and thus active fixed N loss.

Along the exterior of the anoxic core, Figure 3.6b indicates that O2 gradients preferen-

tially inhibit N2O reduction (Rn2
den3) and allow incomplete denitrification. Accordingly, net

N2O consumption transitions to net production (red shading) of a similar ∼0.2 µmol N m−3

d−1 magnitude (Figure 3.6b). Beyond suboxic waters (O2 > 10 mmol m−3, dashed black

contour line in Figure 3.6), net production from denitrification abruptly ceases. The tran-

sect also reveals maximum N2O production from NH+
4 oxidation (Rn2o

ao , Figure 3.6c) peaks at

roughly 0.02 µmol N m−3 d−1 and is largely restricted to a thin, mostly oxygenated layer at

roughly 100 - 150 m that mirrors vertical maxima in POC flux (not shown) and the primary

NO−
2 maximum in Figure 3.6d. Notably, the rate is slightly amplified within the 5 mmol O2

m−3 contour (dotted black contours in Figure 3.6c), revealing enhanced N2O yield at low

O2.

The relative contributions to total N2O concentrations (Figure 3.6e) from the decomposed

N2O tracers (Figure 3.6f - h) highlight the disparity between biogeochemical N2O sources

in the ETSP. Within the anoxic OMZ core, residual N2O concentrations of ∼10 to 20 µmol
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Figure 3.6: (a) Averaged net NO−
2 production from denitrification for model years 41 - 50 along

a transect from the coast at 8oS. The dotted and dashed black curves in highlight the 5 and 10

mmol O2 m−3 contours, respectively. (b-e) Same as in panel (a), but for N2O production from

denitrification (b), N2O production from nitrification (c), NO−
2 (d), and N2O (e). Panels (f) - (h)

show the relative contributions to the N2O in panel (e) from each decomposed N2O tracer (N2Oden,

N2Onit, and N2Obry).

m−3 persist (Figure 3.6e), and are nearly completely derived from denitrification via NO−
2

reduction (N2Oden, Figure 3.6f). Considering the patterns in Figure 3.6b, this indicates a

balance in the anoxic core between advection of N2Oden produced along the OMZ fringe

and local N2O consumption. As O2 increases beyond suboxic levels, the contribution of

N2Oden diminishes, while the contribution from the boundaries (N2Obry) begins to account

for the remainder. In contrast, N2O from nitrification (N2Onit, Figure 3.6g) contributes up

to 10% to total N2O along the transect, with a maximum at roughly 100 m depth, suggesting

that incomplete denitrification is the main biogeochemical contributor (O(10) times greater

production) to local N2O production throughout the OMZ.
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A similar transect showing the sources-minus-sinks (J terms, equations (3.5) and (3.9a,3.9b,3.9c))

of each decomposed N2O tracer further highlights the disparity between different processes

(Figure B.4). Production and consumption of N2O by denitrification (Jn2o
den , Figure B.4b)

largely mirror the sources and sinks of total N2O (Jn2o, Figure B.4a), which are mostly

confined to the OMZ. In contrast, N2O produced by nitrification (Rn2o
ao , Figure 3.6c) largely

escapes consumption by denitrification throughout the transect, except near the coast, and

therefore contributes to total N2O concentrations primarily in the upper ocean at roughly

100 m depth (Jn2o
nit , Figure B.4c), in agreement with Figure 3.6g.

Notably, the contribution of N2O transported into the OMZ from the model boundaries

(N2Obry) is rapidly reduced at low O2 (Figure 3.6h). Indeed, Figure B.4d reveals significant

OMZ consumption of N2Obry (Jn2o
bry ), especially at shallower depths, helping to explain the

small contribution of N2Obry to total N2O concentrations throughout most of the OMZ.

Thus, the ETSP is revealed as a sink of remotely generated N2O transported into the do-

main. Additionally, while production from incomplete denitrification is generally confined to

suboxic waters (dashed black contour in Figure 3.6b), significant concentrations of N2O from

denitrification (N2Oden) in oxygenated waters suggest export of N2Oden out of the OMZ. To-

gether, these results highlight an important role for circulation in redistributing N2O within

the ETSP.

3.3.3 Contributions of different processes to the N2O balance

The monthly-averaged time-series from model years 41 - 50 of integrated net biogeochemical

sources-minus-sinks (J terms) for N2O (equation (3.5)) and each decomposed N2O tracer

(equation (3.9a),3.9b,3.9c) are shown in Figure 3.7a. In general, the ETSP is a net source of

N2O from August to February (Jn2o, black line in Figure 3.7a). Net production is predomi-

nantly driven by denitrification (Jn2o
den , blue line), which provides a consistent source of N2O

throughout the year while also driving the bulk of monthly variability in net N2O production

(Jn2o). In contrast, production from nitrification (Jn2o
nit , red line) is net positive throughout

the year, but only accounts for a small proportion of the total. Since N2O transported from
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Figure 3.7: (top) Time-series of integrated biological sources-minus-sinks (J terms) for N2O (black)

and each of the decomposed N2O tracers. Error bars show monthly average and standard deviation

from model years 41 - 50. (bottom panels) Vertically integrated sources-minus-sinks for total N2O

and the decomposed N2O tracers from the OMZ budget domain, averaged from model years 41 -

50.

the boundaries (N2Obry) lacks production terms within the domain, Jn2o
bry (green line) reveals

consistent consumption by denitrification throughout the year.

Vertically integrating the sources-minus-sinks over the budget domain for the total N2O

tracer (Jn2o, Figure 3.7b) and for the N2O originating from NO−
2 reduction (Jn2o

den , Figure
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3.7c) reveals similar spatial patterns, showing a hot-spot of vigorous net consumption (blue

shading) centered at roughly 8oS and 80oW that abruptly transitions to net production

(red shading) in the surrounding ocean. The spatial patterns for the remaining N2O tracers

are distinct. The integrated sources-minus-sinks of N2O from nitrification (Jn2o
nit , Figure

3.7d) reveal a region of net production mainly along the northern boundary that is partly

compensated by net consumption immediately adjacent to the coastline. In contrast, the

consumption of N2O originating from the model boundaries (Jn2o
bry , Figure 3.7e) takes place

over much of the OMZ, with enhanced loss near the coast.

The OMZ is therefore characterized by a coastal hot-spot of net N2O consumption that

depletes locally produced N2O from both denitrification and, to a lesser extent, nitrification

(Jn2o
den and Jn2o

nit , blue and red lines in Figure 3.7a, respectively) and N2O originating from

outside the domain (Jn2o
bry , green line in Figure 3.7a). Outside the coastal hot-spot, the

prevalence of incomplete denitrification in the steep O2 gradients bounding the anoxic OMZ

more than compensates for consumption via complete denitrification at the coast, and makes

the OMZ a net annual production source of N2O (Figure 3.7a). As expected at quasi steady-

state, advective and diffusive terms (T ), shown in Figure B.5, largely balance the sources-

minus-sinks in Figure 3.7.

The resulting N2O air-sea flux (Φn2o, black lines in Figure 3.8a) peaks in July and is

positive throughout the year, indicating that the ETSP OMZ is a constant source of N2O to

the atmosphere with higher outgassing rates throughout the upwelling season (boreal sum-

mer). The major contributing components to the flux are N2O originating from the model

boundaries (Φn2o
bry ) and locally produced N2O from denitrification (Φn2o

den), which exhibit simi-

lar seasonal cycles as in the total flux (Φn2o), albeit with different geographical distributions.

The spatial pattern of total N2O air-sea flux (Φn2o) can be described as a combination of Φn2o
bry

and Φn2o
den patterns; the outgassing flux of N2O from denitrification (Φn2o

den) is concentrated near

the coast with a structure closely mirroring the coastal hot-spot of consumption shown by

Figure 3.7c, whereas the flux of N2O originating from boundaries (Φn2o
bry ) takes place mostly

along the northern boundary of the budget region (albeit with maximum outgassing near

the coast). Finally, the magnitude of air-sea flux from local nitrification (Φn2o
nit ) is small but
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Figure 3.8: Same as in Figure 3.7, but for air-sea flux (Φ) of total N2O and each of the decomposed

N2O tracers.

net positive, and shows a similar July maximum peaking near the coast.

3.3.4 N2O balance in the ETSP

A schematic of the annual mean N2O balance (Figure 3.9) over model years 41 - 50 shows

that N2O production in the OMZ is dominated by incomplete denitrification (191.6 ± 26.3

GgN y−1), whereas nitrification contributes a smaller fraction (21.4 ± 0.6 GgN y−1). Con-

versely, consumption of N2O from the model boundaries (N2Obry) drives a net N2O loss
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Figure 3.9: Schematic of the ETSP OMZ N2O tracer budget, with calculated averages and standard

deviations (GgN y−1) of net air-sea flux (Φ), advection (T ), sources-minus-sinks (J), and the annual

rate of change (dt) from model years 41 - 50. Bar plots indicate both the direction of, and relative

magnitude of, budget averages and standard deviations.

(-146.1 ± 6.8 GgN y−1). The excess production makes the ETSP a net N2O source to the

atmosphere (66.9 ± 24.8 GgN y−1). This production takes place predominantly on the fringe

of the OMZ both vertically and horizontally, where thick suboxic layers support net N2O

accumulation from denitrification (Figures 3.6b and 3.7c).

The budget also suggests that the corresponding outgassing pathways from local pro-

duction sources are somewhat inefficient. The annual export of 130.9 ± 13.5 and 10 ± 2.2

GgN y−1 of N2O originating from denitrification and nitrification (T n2o
den and T n2o

nit , respec-

tively) indicates that ∼68% and ∼46% of their net production (Jn2o
den and Jn2o

nit , respectively)

ultimately avoids outgassing within the domain via export at the model boundaries. Despite
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the surprising magnitude of these export rates, high net import of N2O from the model

boundaries (T n2o
bry , 235.4 ± 15.4 GgN y−1) represents a net source of 94.5 ± 10.7 GgN y−1

into the OMZ region. Separating the advective fluxes into zonal, meridional, and vertical

components reveals zonal fluxes along the western boundary of the domain as the primary in-

terface of N2O exchange with the surrounding ocean, organized as alternating narrow bands

of N2O import (Figure B.6a, red shading) and export (blue shading). The net transport

is driven by N2O supplied through the boundaries (N2Obry, Figure B.6d), with the most

intense import along the equator at roughly 150 m depth (see also Figure 3.6h). In contrast,

denitrification-driven export (Figure B.6b) is focused further to the south (roughly 8oS) and

at deeper depths (200 - 500 m, also evident in Figure 3.6f).

After accounting for boundary exchanges and local subsurface production and consump-

tion, all tracers reveal net outgassing with contributions from N2O originating from the

boundaries and denitrification (Φn2o
bry and Φn2o

den, respectively) contributing ∼56% and ∼36%,

respectively, to the annual 155.8 ± 1.6 GgN y−1 outgassed to the atmosphere. N2O origi-

nating from nitrification (Φn2o
nit ) contributes only ∼7% on an annual basis. Thus, the picture

that emerges is that of an ETSP OMZ characterized by: (1) A consistent supply of N2O

originating outside the ETSP from predominantly zonal subsurface currents in the tropical

band (Figures B.5, and B.6d); (2) Advection of N2O into a coastal hot-spot where vigorous

consumption leads to significant N loss; (3) Net N2O production predominantly by denitrifi-

cation within suboxic gradients surrounding the OMZ (Figures 3.6b and 3.7c); (4) Significant

export of N2O produced by denitrification to the exterior ocean (Figures B.5, and B.6b); (5)

Consumption of locally produced and externally derived N2O; and (6) Year-round air-sea

flux of N2O driven predominantly by N2O imported into the domain and produced locally

by denitrification that upwell and outgas along the northern extent of the OMZ and along

the coast, respectively (Figure 3.8c,d).
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3.4 Discussion and Conclusions

We developed a climatological, eddy-resolving simulation of the ETSP OMZ that reproduces

the main patterns in the spatial distribution of observed nitrogen tracers and transforma-

tion rates. Despite enhanced yields at low O2 (equation (3.1)), we find that the local net

contribution from nitrification, after accounting for consumption by denitrification, repre-

sents only ∼11% of the total biogeochemical N2O sources in the ETSP (Figure 3.9). Water

column maxima in N2O production by NH+
4 oxidation follow vertical maxima in POC flux,

which occur well above the oxycline throughout much of the domain east of -90oW (Figure

3.6c). Closer to shore, as the OMZ core shoals to ∼100 m, some proportion of the N2O

produced by nitrification (Figure 3.7d) is subsequently mixed into anoxic waters and con-

sumed by N2O reduction. The major contribution of nitrification to N2O production takes

place immediately adjacent to the coast, where low O2 waters at shallow depths lead to

enhanced production (Figure 3.6c) and an efficient outgassing route. As a result, the air-sea

flux pattern in Figure 3.8d shows negligible contributions from nitrification throughout most

of the domain, with the exception of coastal outgassing driven by upwelling. While the con-

tribution from nitrification to N2O production in the model is sensitive to the choice of the

parameters in equation (3.1), the values used in this study are constrained by observations

(Section 3.2.2) and fall within the range of previous estimates (Ji et al., 2018; Santoro et al.,

2021) that suggest weak nitrification production. Therefore, similar to the results of Ji et

al. (2015, 2018) and Babbin et al. (2015), our simulation suggests that local production by

nitrification is not a dominant pathway for N2O outgassing in this region.

Instead, N2O production is dominated by incomplete denitrification along the suboxic

fringes of the anoxic OMZ core (Figure 3.6b,f and Figure 3.7a,c), in agreement with recent

studies (Babbin et al., 2015; Bourbonnais et al., 2017; Ji et al., 2018). In general, the

three step-wise denitrification rates shows a strong seasonal dependence and are primarily

controlled by the timing of organic matter supply from the euphotic zone (Figure B.7) rather

than variability in low O2 volumes throughout the year (Figure B.8). Within the anoxic

core of the OMZ, we find large net N2O consumption rates (Figure 3.6b), in agreement
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with recent measurements (Kock et al., 2016; Casciotti et al., 2018; Kelly et al., 2021) and

modeling studies (Bourbonnais et al., 2017). This indicates short residence times for N2O

produced via NO−
2 reduction (N2Oden) due to the strong coupling between denitrification

steps at low O2. Significant net N2O production by denitrification (Jn2o
den ) occurs where

high rates of vertical POC flux overlap with an anoxic to suboxic O2 gradient. There, the

difference in O2 tolerance thresholds leads to a relatively small residual between large NO−
2

and N2O reduction rates within the domain (Figure 3.6b)(Babbin et al., 2015). Along with

N2O consumption and the inhibition of aerobic remineralization in the anoxic core, this leads

to the characteristic double peak structure in N2O profiles (Figure 3.6e).

The vertical depth range occupied by anoxic to suboxic gradients plays a key role in

determining regions of net production or consumption via denitrification. For instance, the

integrated net production by denitrification in Figure 3.7c reveals consumption along the

northern extent of the Peruvian coast at roughly 8oS. Considering this pattern, Figure 3.6b

shows relatively sharp O2 gradients above and below the OMZ around -85oW, indicating that

N2O consumption is particularly strong near the coast, where thin but shallow suboxic layers

are found. In contrast, suboxic layers become thicker offshore, resulting in conditions more

favorable to N2O production. Therefore, the high rates of coastal outgassing observed in

Figure 3.8c are at least partially driven by net transport from more productive surrounding

waters (Figure B.5).

Our results demonstrate the role of advection in redistributing N2O within the ETSP.

Notably, the EUC and SSCC are major conduits of N2O transport into the OMZ domain.

This is demonstrated by the large fractional contributions of boundary-derived N2O at 150

m throughout the eastern extent of the transect in Figure 3.6h, which match subsurface

patterns in Figure B.6d. These results are consistent with those from Yang et al. (2020),

who highlighted the tropics in the Eastern Pacific as an important outgassing region with

seasonality driven predominantly by the timing of upwelling (May to September). While a

significant fraction of the imported N2O is ultimately advected into the anoxic OMZ to be

consumed (Figures 3.6h and 3.7e), the remainder is responsible for the bulk (∼56%) of the

outgassing flux over the OMZ domain. As the N2O budget and boundary export schematic in
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Figures 3.9 and B.6 show, circulation also plays a key role in exporting the majority (roughly

68%) of local denitrification-derived N2O production out of the OMZ. Much of this export

takes place along the western boundary (Figure B.6b), but at more southerly latitudes and

at deeper depths compared to the import of external N2O from the boundaries (T n2o
bou ).

Our regional simulations do not allow us to explore the fate of this exported N2O. Global

or basin-wide simulations would enable tracking the interplay of N2O sources and sinks within

and outside OMZs. Using water mass analysis and isotopic measurements, Carrasco et al.

(2017) found stronger correlations between N2O and N∗ from waters equatorward of 20oS in

the ETSP compared to subtropical waters further south, suggesting that equatorial waters

with high N2O were linked to a source from denitrification. As these N∗ signals propagate

far into the western Pacific along the equator (Deutsch et al., 2001), it is possible that a

significant portion of the imported N2O originates from eastward equatorial currents that

recirculate N2O (and N∗) produced by denitrification in the ETSP. This may help explain

the high N2O concentrations in offshore water waters measured by Santoro et al. (2021).

Isotopic measurements along the equator may help resolve these emerging questions.

The residual between rapid N2O production and consumption by denitrification is heavily

coupled to O2 dynamics and thus a major portion of N2O outgassing in this region is likely

sensitive to future changes in OMZ magnitude and geometry. Observations suggest that

deoxygenation over the past 50 years has led to expansion of OMZ volumes and shoaling

of the upper oxycline (Stramma et al., 2008; Schmidtko et al., 2017). Yet, whether this

has caused a positive or negative impact on N2O production likely depends on the relative

changes of anoxic versus suboxic volumes. If future climate change results in an increase in

the volume of suboxic waters, as suggested by Earth system model projections (Cabré et

al., 2015; Kwiatkowski et al., 2020; J. J. Busecke et al., 2019), it would increase production

from both incomplete denitrification and nitrification, leading to a positive climate feedback

(Battaglia & Joos, 2018). A parallel reduction in the volume of anoxic waters (Bianchi et

al., 2018; J. J. Busecke et al., 2019) would also limit N2O consumption, strengthening this

feedback.

Future changes in the oxycline depth via projected stratification or wind changes (Kwiatkowski
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et al., 2020; J. J. Busecke et al., 2019; Bakun, 1990) may alter the coupling between local

N2O production and outgassing over OMZs, while also affecting the export of N2O into the

nearby gyres. The lack of interannual forcing in our study leaves gaps in understanding

ENSO impacts. OMZ geometry and denitrification rates are sensitive to ENSO variability

(Yang et al., 2017), thus N2O production and outgassing are likely to exhibit significant

year-to-year changes. Interannually forced, high-resolution simulations are needed to resolve

these questions. Future versions of the model should also improve the representation of N2O

sources to included additional pathways, namely hybrid production from AOA (Stieglmeier

et al., 2014; Kozlowski et al., 2016; Trimmer et al., 2016) and direct N2O production from

NO−
3 (Ji et al., 2018; Frey et al., 2020). New measurements of these N cycle transforma-

tions across environmental gradients will help constraining the relative contributions of these

processes.
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CHAPTER 4

Mesoscale Variability Enhances Fixed Nitrogen Loss

and Suppresses Nitrous Oxide Production in Oxygen

Minimum Zones

This chapter contains a draft of a manuscript, to be submitted.

4.1 Introduction

Nitrogen (N) exists in many chemical forms and oxidation states in the ocean, linked

together by a dynamic microbial cycle (Zehr & Ward, 2002; Kuypers et al., 2018). Bioavail-

able or “fixed” N, such as nitrate (NO−
3 ), nitrite (NO−

2 ), and ammonium (NH+
4 , here used

interchangeably with ammonia, NH3) are used to synthesize organic matter or provide en-

ergy for metabolisms via redox reactions (Capone et al., 2008; Kuypers et al., 2018). Loss of

fixed N occurs in anaerobic environments where N transformations produce dinitrogen gas

(N2) (Codispoti, 2007; Dalsgaard et al., 2012) and nitrous oxide (N2O), an ozone-depleting

agent and powerful greenhouse gas (Suntharalingam et al., 2000; Ravishankara et al., 2009;

IPCC, 2013). Hot-spots of fixed N loss occur in oxygen minimum zones (OMZ) such as

those found in the Arabian Sea, the Eastern Tropical North Pacific, and the Eastern Trop-

ical South Pacific (ETSP) (Codispoti & Christensen, 1985; Deutsch et al., 2001; Bianchi et

al., 2012; DeVries et al., 2013). Despite only occupying roughly 1% of the ocean volume

(Lam & Kuypers, 2011), up to 50% of oceanic N2O emissions to the atmosphere (Codispoti,

2010; Arévalo-Mart́ınez et al., 2016; Yang et al., 2020) and 30 - 50 % of total N2 production

(Gruber & Galloway, 2008; Codispoti, 2010) occur in these regions.
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As O2 approaches anoxia (here defined as O2 < 5 mmol m−3), aerobic remineralization

ceases and is followed by stepwise heterotrophic denitrification (NO−
3 → NO−

2 → N2O→ N2),

which generates both N2O (as an intermediary) and N2 (B. B. Ward et al., 2009; Babbin et

al., 2015; Kalvelage et al., 2013). The release of NH+
4 from remineralization further stimulates

fixed N loss. In oxygenated waters, small amounts of N2O are generated as a byproduct of

NH+
4 oxidation by nitrification, with higher yields at lower O2 concentrations (Goreau et al.,

1980; Nevison et al., 2003; Ji et al., 2015; Santoro et al., 2021). In oxygen-deficient waters,

N2 is produced by anaerobic oxidation of NH+
4 with NO−

2 (anammox) (Kuypers et al., 2003;

Lam et al., 2009; Dalsgaard et al., 2012). Recent studies have shown that denitrification is

more sensitive than anammox to O2, with each reduction step progressively more inhibited

by O2 due to regulation by distinct enzymes (Körner & Zumft, 1989; Kalvelage et al., 2011;

Dalsgaard et al., 2014). This suggests that elevated N2O concentrations along the fringe

of OMZs are the result of incomplete denitrification, as NO−
3 and NO−

2 reduction proceed,

while N2O reduction is suppressed at low but non-vanishing O2 (Babbin et al., 2015; Frey

et al., 2020; Bianchi et al., 2022; McCoy et al., 2023).

The ETSP hosts the second largest OMZ by area in the global ocean (Fuenzalida et al.,

2009; Bianchi et al., 2012). Enhanced and persistent mesoscale activity occurs in this region

(Chaigneau et al., 2009; Chelton et al., 2011). Variability at the oceanic mesoscale shapes

the transport of biogeochemical tracers due to eddy-scale correlations between currents and

tracer concentrations, for example by intermittently supplying O2 to the OMZ (Czeschel et

al., 2011; Gnanadesikan et al., 2013; Bettencourt et al., 2015). Yet, because of computational

limitations, models employed to simulate extensive regions like the ETSP over long time

scales are typically coarse in horizontal resolution. A recognition of eddy-induced transport

has generated a variety of techniques to represent their unresolved influence in such models

(e.g., Gent & Mcwilliams (1990) and Fox-Kemper et al. (2008)).

Mesoscale activity also generates heterogeneity in biogeochemical tracers. Because many

biogeochemical transformations depend nonlinearly on tracer concentrations, and have com-

parable timescales to turbulent tracer fluctuations (Mahadevan & Campbell, 2002; Pasquero,

2005; Prend et al., 2021), chemical heterogeneity can lead to amplification or reduction of
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transformation rates at the scale of eddies (herein referred to as “eddy reactions”) (Good-

man & Robinson, 2008; Lévy et al., 2012; Wallhead et al., 2013; Martin et al., 2015; Prend

et al., 2021). As a consequence, biogeochemical rates estimated from a “mean field ap-

proximation” (e.g., from properties averaged over temporal or spatial scales greater than

those of eddies) can fail to capture the magnitude of transformation rates in a fluctuating

environment (Rovinsky et al., 1997; Brentnall, 2003; Lévy et al., 2013; Martin et al., 2015).

For example, Lévy et al. (2013) used an eddy-resolving biogeochemical model of the North

Atlantic to suggest that eddy reactions augment primary production and grazing rates by

between 5 - 30% relative to the mean state.

N cycle reactions responsible for N2 and N2O production are highly nonlinear in their

response to environmental variability, in particular oxygen concentrations, suggesting a sig-

nificant role for eddy reactions. In this study, we examine the role of eddy heterogeneity on

fixed N loss and N2O production, which is usually ignored by coarse models of ocean bio-

geochemistry used to study OMZ processes (Cabré et al., 2015; Martinez-Rey et al., 2015;

Kwiatkowski et al., 2020; J. J. M. Busecke et al., 2022). To this end, we apply an eddy-mean

decomposition formalism (Lévy et al., 2013, 2024) to a realistic eddy-resolving simulation of

the ETSP OMZ (McCoy et al., 2023) to quantify the importance of eddy reactions on N2

and N2O production.

4.2 Methods

4.2.1 Model configuration

We employ an identical model configuration for the ETSP as in McCoy et al. (2023), but

with a finer horizontal resolution of 5 km (from 10 km) to better resolve mesoscale eddies.

The domain extends from -111.38oW to -66.62oW and from 42.52oS to 3.41oN , and captures

the horizontal extent of the ETSP OMZ, the equatorial current system, and the wind-driven

subtropical gyre circulation (Figure 4.1a).

The physical component consists of the Regional Ocean Modeling System (ROMS), a
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primitive-equation, hydrostatic, topography-following general ocean circulation model (Shchep-

etkin & McWilliams, 2005; Shchepetkin, 2015). ROMS is coupled online to the Biogeochem-

ical Elemental Cycling (BEC) model (Moore et al., 2004; Deutsch et al., 2021) with an

expanded representation of OMZ biogeochemistry (NitrOMZ) (Bianchi et al., 2022). We

analyze daily output from a 10-year simulation initialized with the 10 km configuration (Mc-

Coy et al., 2023), following a one year adjustment period. Model setup and forcings, and a

description of NitrOMZ, are summarized in Sections C.1 and C.2 of the Supporting Infor-

mation, and described in detail in previous publications (McCoy et al., 2023; Bianchi et al.,

2022).

4.2.2 N2 and N2O production

In the model, the net N2O and N2 production rates (JN2O and JN2 , in units of mmol N m−3

s−1), are given by:

JN2O = Rn2o
ao +Rn2o

den2 −Rn2
den3, (4.1)

JN2 = Rn2
den3 +Rn2

ax. (4.2)

Here, Rn2o
ao is the rate of N2O production from NH+

4 oxidation (pathway 2b in Figure 4.1c,

following equations (C.8) - (C.10)), Rn2o
den2 and Rn2

den3 are the denitrification steps of NO−
2

reduction and N2O reduction, respectively (pathways 5 and 6, following equations (C.1) to

(C.4)), and Rn2
ax is the anammox rate (pathway 7, equation (C.8)).

These rates follow the same formulation as in McCoy et al. (2023) (Section C.2 of the Sup-

porting Information; Table S1), and include multiple nonlinear terms: (1) All reactions follow

a Michaelis-Menten kinetics to represent uptake of oxidants and reductants (K. A. Johnson

& Goody, 2011); (2) Anaerobic processes are inhibited exponentially in the presence of O2

(Dalsgaard et al. (2014)); (3) The N2O yield during NH+
4 oxidation (Rn2o

ao ) increases rapidly

at low O2 (Goreau et al., 1980; Ji et al., 2018).
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4.2.3 Eddy-mean decomposition of tracer equations

The conservation equation for a biogeochemical tracer (C) can be written as:

∂C

∂t
= −∇(uC) +

∂

∂z

(
κ
∂C

∂z

)
+ JC. (4.3)

Here, u and κ are the velocity vector (u,v,w) and the vertical eddy diffusivity, resulting in

the advective transport and turbulent diffusion terms, and JC encapsulates biogeochemical

sources and sinks.

The eddy-mean decomposition requires filtering equation (4.3) to separate contributions

from large scale, low frequency “mean” fields from higher frequency “eddy” fluctuations. For

example, the decomposition of C follows:

C = C + C′. (4.4)

Here, the filter consists of monthly climatological averages from 10 years of model output.

Eddy fluctuations (C′) therefore represent tracer heterogeneity at sub-monthly time scales,

which is mostly driven by mesoscale variability (Le Traon, 1991; Morrow & Le Traon, 2012).

Following the approach of Lévy et al. (2013), substituting C for C + C′ and u for u +

u′ in equation (4.3), and applying the monthly climatological filter leads to:

∂C

∂t
= −∇(Cu)−∇(C′u′) +

∂

∂z

(
κ
∂C

∂z

)
+ JC + J ′

C (4.5)

where:

JC =
∑

R(x1,...,xN )

J ′
C =

∑
[R - R(x1,...,xN )].

The first three terms on the right hand side of equation (4.5) are the mean and eddy advective

fluxes and the mean turbulent diffusion, and reveal a coupling between the mean tracer

(C) balance and eddy-induced transport that is not explored further here. To compute

mean reactions (R(x1,...,xN )), we calculate N monthly climatological fields (x1, ..., xN) and

solve an offline version of the biogeochemical model equations (Section C.2 of Supporting

Information). The resulting eddy reactions are then found using an analogous decomposition

to equation (4.4), i.e., R′ = R−R(x1,...,xN ).
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4.2.4 Sign and amplitude of eddy reactions

To attribute eddy reactions to correlations between specific tracer pairs, we follow the ap-

proach of Lévy et al. (2013), and approximate monthly-averaged reaction rates (R) with a

Taylor series expansion:

R ≈ R(x1,...,xN )︸ ︷︷ ︸
mean reaction

+
∑
i

∂R(x1,...,xN )

∂xi
x′i︸ ︷︷ ︸

identically zero

+
1

2

∑
i,j

∂2R(x1,...,xN )

∂xi∂xj
x′ix

′
j +O(x

′3
i ).︸ ︷︷ ︸

eddy reaction

(4.6)

For purely linear reactions, equation (4.6) would reduce to R(x1,...,xN ), and monthly-averaged

rates would therefore depend on mean reactions only. For nonlinear reactions, since x′i = 0,

the linear terms also reduce to zero, and the monthly-averaged eddy reaction rates can be

estimated with knowledge of eddy tracer variances and pairwise covariances (x′ix
′
j), and the

second derivatives of the model functional dependencies, evaluated using the mean state

(∂2R(x1,...,xN )/∂xi∂xj). Equation (4.6) allows to quantify the respective contribution of dif-

ferent tracer correlations to the total eddy reaction rate. Here we ignore third order and

higher terms, assuming small fluctuations; this approximation is supported by our results

(Section 4.3.3).

4.3 Results

4.3.1 Mean state and eddy variability

The model produces a realistic representation of the physical circulation and biogeochemistry

of ETSP (see Figure 4.1a, d-g; a detailed validation is presented in McCoy et al. (2023)).

Briefly, it simulates a wide-spread and persistent OMZ centered at roughly -8oS that extends

offshore to nearly 100oW, with a ventilated wind-driven subtropical gyre to the southeast

(Figure 4.1a). The monthly filter successfully separates mesoscale-driven eddy tracer het-

erogeneity from mean distributions set by the low frequency circulation, as the variability

seen in daily-averaged snapshots is significantly smoothed in mean fields (see Figure C.1 for

N tracers). This allows for eddy tracers (e.g., O
′
2 in Figure 4.1b) to capture the fluctuations

driven by turbulent meandering fronts of O (10 km) near the equator, and larger mesoscale
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eddies and filaments O (10 - 100 km) within the OMZ and along the fringe of the gyre.

Figure 4.1: (a,b) Mean and eddy O2 concentrations at 150 m from day 15 of model year 4. The

dashed boxed region in panel (a) outlines the OMZ domain, while the dashed line in panel (b)

shows the location of the OMZ transect. (c) Schematic of NitrOMZ (ignoring biological uptake):

(1) remineralization of organic nitrogen (OrgN) to NH+
4 ; (2a,2b) aerobic NH+

4 oxidation to NO−
2

and N2O, respectively; (3) NO−
2 oxidation to NO−

3 ; (4) NO
−
3 reduction to NO−

2 ; (5) NO
−
2 reduction

to N2O; (6) N2O reduction to N2; and (7) anaerobic NH+
4 oxidation (anammox). (d - g) Transects

of averaged monthly mean O2, NH
+
4 , NO

−
2 , and N2O from model years 2 - 11. (h - k) Square root of

averaged eddy tracer variances over the same period. The dotted and dashed black curves outline

the 1 and 5 mmol O2 m−3 contours, respectively. Units are in mmol m−3.

A persistent oxycline is observed at roughly 100 m depth, coinciding with a maximum in

NH+
4 , that overlies an OMZ ranging in thickness from roughly 200 m offshore to nearly 400

m near the coast (Figure 4.1a, b). In the steep suboxic gradients surrounding the OMZ, high

concentrations of N2O accumulate (Figure 4.1g). As O2 approaches anoxia, characteristic

NO−
2 maxima and N2O minima appear (Figure 4.1f, g). A vigorous mesoscale eddy field

drives high heterogeneity in tracer distributions (Figure 4.1b, h-k). Because each tracer is

characterized by distinctive mean gradients, eddy fluctuations lead to unique patterns of
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tracer variance (Section 4.2.3).

4.3.2 N2 and N2O production

In the model, N2O production (JN2O, Figure 4.2a) mostly reflects incomplete denitrification,

i.e., a slight excess of NO−
2 reduction (Rn2o

den2) over N2O reduction (Rn2
den3) in the suboxic

gradients surrounding the OMZ (Figure 4.3b,c). This is consistent with previous studies

(Babbin et al., 2015; Ji et al., 2018; Bianchi et al., 2022; McCoy et al., 2023). Despite the

higher yield at low O2 (equation (C.9)), N2O production by NH+
4 oxidation (Rn2o

ao , Figure

4.3a) is significantly smaller than net production by denitrification (McCoy et al., 2023), as

suggested by observations (Ji et al., 2015, 2018; Frey et al., 2020), but dominates along the

upper oxycline (Figure C.2a). As O2 approaches anoxia, the denitrification steps become

more tightly coupled, leading to net N2O consumption (JN2 , Figure 4.2b). Further N2

production is achieved via anammox (Rn2
ax, Figure 4.3d), which contributes to about 40% of

total N loss (Figure C.3a,b), within the range of observational estimates (Dalsgaard et al.,

2012; Peng et al., 2016; Babbin et al., 2017).

The eddy-mean decomposition of reactions (Section 4.2.3) reveals that mean N2O pro-

duction (JN2O), which reflects the effect of large-scale tracer distributions, overestimates total

N2O production by an order of magnitude (Figure 4.2c), and is closely compensated by N2O

consumption at eddy scales. The overestimate by mean N2O production emerges from the

much larger difference between mean NO−
2 and N2O reduction rates (Rn2o

den2 and Rn2
den3, re-

spectively, Figure 4.3f,g) in the suboxic gradients surrounding the OMZ. This occurs despite

the positive sign of their respective eddy reactions (Figure 4.3j,k), which indicates that both

NO−
2 and N2O reduction are enhanced by eddy heterogeneity. Thus, while the mean field ap-

proximation underestimates the expression of individual denitrification rates due to the lack

of eddies, it overestimates the magnitude of N2O production from incomplete denitrification.

Integrated over the OMZ domain (outlined in Figure 4.1a), eddy NO−
2 reduction (Rn2o

den2,

Figure 4.3n) consistently contributes roughly 50% to the total reaction (Figure 4.3b), while

eddy N2O reduction (Rn2
den3) shows a slightly larger contribution to the total (∼60 - 65%,
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Figure 4.2: (a,c,e) Transects of total, mean, and eddy N2O production (JN2O) from model years 2 -

11. (b,d,f) Same as in (a,c,e), but for for N2 production (JN2). Units are in mmol N m−3 d−1. (g,h)

Time-series of monthly averaged integrated total (solid) and mean (dashed) N2O and N2 production

rates from the OMZ domain (see dashed box in Figure 4.1a, extending to -1000 m), in units of Tg

N yr−1. Blue/red shading highlights when eddy reactions contribute negatively/positively to the

total reaction rates, respectively.

Figure 4.3c, o). Eddy enhancement of NO−
2 reduction occurs mainly in the upper oxycline

(Figure 4.3j), whereas eddy N2O reduction is strong throughout the suboxic gradients sur-

rounding the OMZ (Figure 4.3k). As a consequence, net eddy N2O consumption (Figure

4.2e) compensates net mean production (Figure 4.2c) nearly perfectly. This results in a

dramatic decrease (91 - 97%) of the net N2O production compared to the mean field ap-

proximation, with net N2O consumption between June and August (Figure 4.2g). A similar

eddy-mean decomposition of N2O production from NH+
4 oxidation (Rn2o

ao , Figure 4.3e,i) re-

veals a negative and much weaker contribution by eddies.
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Figure 4.3: Same as in Figure 4.2, but for (a,e,i,m) N2O production from NH+
4 oxidation (Rn2o

ao ),

(b,f,j,n) NO−
2 reduction to N2O (Rn2o

den2), (c,g,k,o) N2O reduction to N2 (Rn2
den3), and (d,h,l,p)

anammox (Rn2
ax) from model years 2 - 11. Units in panels (a - l) are in mmol N m−3 d−1.

Because N2O reduction (Rn2
den3) is both a sink of N2O and a source of N2 (equations (4.1

- 4.2)), these results also highlight the role of environmental heterogeneity in regulating N2

production (JN2). In contrast to denitrification, anammox (Rn2
ax, Figure 4.3h) is well captured

by the mean tracer distribution (Figure 4.3d), with a weak positive contribution from eddies

along the upper oxycline (Figure 4.3l), and a weak, negative contribution below it. Integrated

over the OMZ domain, the eddy contribution is generally negative, peaking in April, and

reduces the total reaction by ∼6% on an annual basis. Therefore, by comparison, anammox

is less impacted by eddies than denitrification (Figure 4.1h - j). Regardless, because of eddy

stimulation of N2O reduction (Rn2
den3, Figure 4.3k,o), N2 production is enhanced annually by

∼53% (Figure 4.2h).
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4.3.3 Attributing eddy effects to oxygen variability

To attribute the enhancement of denitrification (Rn2o
den2 and Rn2

den3) and suppression of ni-

trification (Rn2o
ao ) and anammox (Rn2

ax) to specific aspects of eddy-driven heterogeneity, we

apply the Taylor series approach outlined in Section 4.2.4. Analysis of individual tracer-pair

contributions in Equation (4.6) reveals the dominant role of O2 fluctuations in enhancing

denitrification rates. This is caused by their rapid increase at vanishing O2 concentrations,

despite the relatively weak O2 variance in the OMZ core (Figure 4.1h).The effect of O2 fluc-

tuations is strong enough that the magnitude and sign of the eddy N2O and N2 production

rates (JN2O and JN2 , respectively, Figure 4.2e, f) are nearly recovered using the contribution

from the O2 variance term alone (Figure 4.4a, b).

The role of O2 fluctuations is explained schematically in Figure 4.4c. Because of the

higher sensitivity to O2 (Table S1), N2O reduction (Rn2
den3, blue curve) increases faster than

NO−
2 reduction (Rn2o

den2, red curve) as O2 declines. Thus, in the presence of eddies, the ampli-

fication of N2O reduction is greater than that for NO−
2 reduction, and the “window” for N2O

production by incomplete denitrification is reduced relative to a mean field approximation,

in agreement with the results in Figure 4.2. Effectively, in the presence of eddies, the last two

steps of denitrification become more tightly coupled across the OMZ, leading to a greater

N2O loss.

Figure 4.4c also explains the weaker impact of eddies, and specifically O2 fluctuations, on

anammox (Rn2
ax, green curve). Because anammox is less sensitive to O2 than denitrification

(Table S1), O2 fluctuations only slightly enhance the total rate, in particular in the upper

oxycline (Figure 4.3l), where the O2 variance peaks (Figure 4.1h). Additional negative eddy

contributions below the oxycline can be attributed to the saturating behavior of NH+
4 and

NO−
2 uptake encapsulated by the Michaelis-Menten dynamics, and more complex functional

dependencies related to covariances with O
′
2 (Figure C.7).
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Figure 4.4: (a,b) Reconstructed eddy N2O and N2 production following the Taylor series expansion

in equation (4.6) using only the contribution from O2 variance (Figure 4.1h). (c) Schematic of

the exponential inhibition by O2 for anammox (Rn2
ax, green curve), NO−

2 reduction (Rn2o
den2, red

curve), and N2O reduction (Rn2
den3, blue curve); see equations (C.4) and (C.8). The mean field

approximation, here assuming O2 of 2 mmol m−3, is shown with square markers, while the total

inhibition (circle markers) is estimated assuming O′
2 of ± 1.5 mmol m−3. JN2O windows (mean and

total) are defined as the allowance of incomplete denitrification due to a difference in O2-dependent

rate inhibition between Rn2o
den2 and Rn2

den3.

4.4 Discussion and Conclusions

Models continue to be our most robust tools for extrapolating hypotheses in biogeochemistry

to global scales and enabling future projections. Nevertheless, the spatial resolution of most

climate and global biogeochemical models prevents accurately resolving processes at the

mesoscale and submesoscale. Yet the existing literature reveals a growing body of evidence

highlighting the significant role played by mesoscale phenomena in influencing biogeochem-

istry (McGillicuddy et al., 2007; Mahadevan et al., 2012), and more recently has demon-

strated the importance of considering unresolved eddy effects in coarse-grained simulations

due to nonlinear biogeochemical reactions (Wallhead et al., 2013; Lévy et al., 2013). Here,

we emphasize a similar phenomenon for the reactions controlling N2 and N2O production,

and therefore N loss, and show their potential to affect the mean state of the ETSP. Together

with our results, these studies suggest that large scale physical transports can also depend

on eddy-scale reaction dynamics that are not captured by mean field approximations. Using
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an eddy-resolving model, we show that eddy fluctuations perturb biogeochemical gradients

set by the large scale circulation in the ETSP. The resulting environmental heterogeneity

slightly suppresses aerobic and anaerobic NH+
4 oxidation rates (Rn2o

ao and Rn2
ax), but greatly

stimulates denitrification rates (Rn2o
den2 and Rn2

den3), such that denitrification rates occurring

at eddy scales are of comparable magnitude to the rates dictated by mean tracer fields, and,

in the case of N2O reduction, even greater (Figure 4.3j,k).

Eddy-driven O2 variability within the OMZ is the primary driver of these results. Using

a Taylor series expansion, we show that anaerobic reactions are enhanced by O2 fluctuations

due to their rapid increase at low O2. Furthermore, the discrepancy in the magnitude of eddy

reactions between denitrification steps is governed by their progressively stronger inhibitions

at increasing O2, while the weaker simulation of anammox by eddies reflects its greater

tolerance to O2 (Dalsgaard et al., 2014). Additionally, anammox is typically NH+
4 limited in

OMZ waters (Dalsgaard et al., 2003; Lam & Kuypers, 2011; Karthäuser et al., 2021), whereas

denitrification is typically limited by the availability of organic substrates (Lam & Kuypers,

2011), thus implying denitrification is comparatively more sensitive to O2 fluctuations. While

these results rely on the nitrogen cycle formulations and parameterizations employed herein

(Bianchi et al., 2022), they are grounded in the observed progressive sensitivities to O2

(Dalsgaard et al., 2014). Thus, even though their true sensitivities (and, as a consequence,

the magnitude of their associated eddy reactions) remain somewhat uncertain, here we are

able to robustly demonstrate a discrepancy in enhancements between denitrification steps.

As a consequence, eddy-driven O2 heterogeneity can be expected to increase N2 production

in OMZs at the expense of reduced N2O production.

There are other remaining questions regarding the magnitude and significance of eddy re-

actions in OMZ cycling. As revealed by Lévy et al. (2013), the choice of horizontal resolution

likely controls both the magnitude and expression of eddy reactions induced by the mesoscale,

in part due to the fact that eddy activity increases at higher resolution (Marchesiello et al.,

2003). Our choice of resolution (5 km) well captures mesoscale eddies, and therefore the

bulk of eddy kinetic energy in the ETSP (Chelton et al., 2011), but unresolved submesoscale

processes may be locally important. For example, intense vertical velocities induced by sub-
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mesoscale cross-frontal circulations may supply O2 to the subsurface (McWilliams, 2016;

Lévy et al., 2022), potentially influencing OMZ biogeochemistry near the coast where the

oxycline shoals closer to the mixed layer. Higher resolution simulations capable of resolv-

ing sub-daily tracer correlations are needed to understand the significance of targeting eddy

reactions at these scales. Additionally, since nonlinear terms in the momentum equation

are included in our high resolution model, the mean field approximation retains some O2 in

the OMZ due to eddy-advective transport (Czeschel et al., 2011; Gnanadesikan et al., 2013;

Bettencourt et al., 2015). This differs from other studies exploring the impact of mesoscale

variability on biogeochemistry (e.g., Gruber et al. (2011)), which purposely exclude their in-

fluences. Thus, the underestimate of denitrification rates via mean reactions (Figure 4.3f,g)

in part arises due to non-zero O2 in the OMZ, which slightly complicates our quantification

of reactions driven by the low frequency circulation.

Due to computational constraints, a primary goal of ocean modelling is to upscale bio-

geochemistry and physics at unresolved scales in terms of larger scales to facilitate coarser

simulations. Physical parameterizations of eddy transport are widely applied to partially

address this challenge (Gent & Mcwilliams, 1990; Fox-Kemper et al., 2008). However, our

results robustly suggest a mean field approximation employing an identical parameterization

scheme will still greatly overestimate/underestimate N2O/N2 production (respectively) from

OMZs by neglecting subgrid-scale tracer covariances driven by mesoscale eddies (e.g., Figure

4.1h - k), primarily by misrepresenting the true coupling between denitrification steps in

steep O2 gradients. While biases between coarsened biogeochemical fields and observations

are typically addressed through retuning of biogeochemical parameters or via reformatting

functional dependencies, the analysis of Wallhead et al. (2013) indicates they may not always

be robustly corrected by this approach. Additionally, coarse models tuned to modern ocean

observations may fail in predicting the responses to perturbations in a changing ocean, such

as the expected expansion of OMZs (Stramma et al., 2008; Schmidtko et al., 2017) or alter-

ations in the partitioning between anoxic and suboxic volumes (Cabré et al., 2015; Bianchi

et al., 2018; J. J. Busecke et al., 2019). This effect may be particularly pronounced in OMZ

regions, which continue to be poorly resolved in current global Earth system models (Cabré
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et al., 2015; J. J. M. Busecke et al., 2022; Séférian et al., 2020).

Despite these challenges, a number of methods to upscale biogeochemistry show promise.

In particular, Wallhead et al. (2013) demonstrate that, with knowledge of the functional

forms used to represent biogeochemical transformations in ocean models, higher resolution

simulations can be used to gather statistical information such as tracer variances and pairwise

covariances driven by eddies (e.g., Figure 4.1h - k). This information can in turn can be used

to reconstruct eddy reactions via a Taylor series approximation (e.g., Figures 4.4a,b and S8e

- h) and “correct” coarse simulations. Our work can assist in guiding efforts to develop scale-

dependent eddy reaction parameterizations. Their inclusion will thus ultimately improve the

representation of OMZ biogeochemistry in coarse models, for instance by allowing for the

presence of aerobic reactions such as NO−
2 oxidation in the core of the OMZ (Buchanan et

al., 2023), and expand the influence of anaerobic reactions outside of it such as presented

here.

100



CHAPTER 5

Conclusions

The research presented in this thesis is aimed at improving our understanding of the bio-

geochemical and physical factors that govern fixed N loss and N2O outgassing in OMZs. To

accomplish this goal, we used observations (Chapter 2) and ocean biogeochemical models

(Chapters 3 and 4) to answer the overarching science questions presented in Chapter 1. I

summarize these results below.

5.1 Summary of Chapter 2

Chapter 2 described the development of a general method for detecting subsurface an-

ticyclonic eddies (SCVs) from 1D hydrographic profile measurements, which was based on

similar approaches from G. C. Johnson & McTaggart (2010) and Z. Zhang et al. (2015). Our

methodology exploited shared characteristics among previously identified SCVs from obser-

vations and modelling studies. A defining attribute is the doming and bowling of isopycnal

surfaces around a weakly-stratified, gradient-wind balanced water mass (McWilliams, 1985;

Gordon et al., 2002; Nauw et al., 2006). Additionally, their efficiency in transporting origin

waters over vast distances (in part due to their highly nonlinear nature and long lifetimes)

suggested that, after propagation from source regions, the core water mass properties of SCVs

should strongly contrast with surrounding waters (J. Simpson et al., 1984; McWilliams, 1985;

G. C. Johnson & McTaggart, 2010; Collins et al., 2013; Z. Zhang et al., 2015; Schütte et

al., 2016). We designed specific detection criteria corresponding to these conditions (Sec-

tion 2.2), which were based on derived properties extracted from temperature, salinity, and

depth measurements, and applied these protocols to the high spatial and temporal resolution
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sampling scheme provided by the global Argo float array.

We detected nearly 4000 additional global observations of these subsurface eddies, which

included 1716 “spicy” (e.g., characterized by anomalously hot and salty core water masses)

and 1258 “minty” (cold, fresh) SCVs throughout the 20+ year Argo record (Figure 2.4).

We found subsurface anticyclonic eddies populate vast swaths of the global ocean, with

spicy-core SCVs generally outnumbering minty-core detections through the subtropics and

mid-latitudes, and vice-versa for high-latitude regions (Figure 2.10). Based on the statistics

and water mass characteristics of our detections, we inferred the source waters of regional

SCV populations, highlighting several hot-spots of formation that tend to generate long-

lived SCVs (Figures 2.4, 2.5, and 2.6). We also provided a first-order estimate of the number

of SCVs in the ocean and their potential contributions to regional heat and salt budgets

(Figure 2.16). These findings implied a role for SCVs in modulating water properties in

the subtropical gyres and mid-latitude subduction regions, which in turn may alter interior

water mass characteristics.

Among our global detections, we recovered previously described populations formed from

dense water overflows originating from marginal seas (Figure 2.13), such as the Mediter-

ranean (Richardson et al., 2000), the Persian Gulf (Morvan et al., 2019), and the Gulf of

Oman (L’Hégaret et al., 2016). Our detections provided further evidence that SCV gener-

ation is common at these major outflows (Figure 2.10), and that their propagation plays a

non-negligible role in spreading intermediate and deep water masses in the vicinity of these

regions (Stewart, 1982; McWilliams, 1985; Bower et al., 1997; Vic et al., 2015). This re-

sult was informed through a simple model, based on distributions and scaling arguments

(Section 2.5), that revealed the positive heat and salt anomalies induced by SCVs reaches

a maximum in these regions (Figure 2.16). Furthermore, statistics of long-lived detections

(Figure 2.4) supported previous theory that SCVs generated at eastern boundaries (e.g., the

Mediterranean Sea outflow) are more capable of transporting origin waters due to relatively

quiescent environments (Bower & Furey, 2012; L’Hégaret et al., 2016). In contrast, SCVs

generated near western boundaries (e.g., the Arabian Sea outflow) are more ephemeral due

to enhanced horizontal shear induced by mesoscale activity, and a propensity for westward
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self-propagation, leading to rapid destruction (Vic et al., 2015; Morvan et al., 2019).

We also found coherent populations of SCVs within regions of mode water formation

(Figure 2.14). These included subtropical mode water subduction zones in the vicinity of

the Kuroshio, Gulf Stream, East Australian, Brazil, and Aghulhas Current extensions, and

equatorward of the ACC (Figure 2.15), where Subantarctic Mode Water is known to form

(Talley et al., 2011). The thick, homogeneous cores of our detected SCVs in these regions

were in agreement with previous studies (Oka, 2009; Z. Zhang et al., 2015; Xu et al., 2016;

Schütte et al., 2016; Li et al., 2017; Barcelo-Llull et al., 2017; Shi et al., 2018), which suggested

that SCVs are generated due to meander-driven subduction of low potential vorticity mode

water originating from deep winter mixed layers into more stratified adjacent interior waters.

This leads to vortex compression that ultimately stimulates anticyclonic motions (Spall, 1995;

L. N. Thomas, 2008). Since mode waters relate to thermocline outcropping at upper ocean

fronts (Spall, 1995; Gordon et al., 2002; L. N. Thomas, 2008), we further speculated that

mode water SCVs may impact remote O2 and biogeochemical nutrient budgets via periodic

injection of ventilated, nutrient-poor waters.

Finally, and most relevant to the nitrogen cycling work presented in Chapters 3 and 4,

we highlighted EBUS as significant sources of long-lived and far-reaching SCVs, mirroring

results from previous observational (G. C. Johnson & McTaggart, 2010; Pelland et al., 2013)

and modelling studies (Molemaker et al., 2015; Frenger et al., 2018). Water mass signatures

allowed us to infer their formation within poleward-flowing undercurrents, which character-

ize EBUS. Shedding of SCVs from EBUS may potentially weaken undercurrent signatures

as they flow poleward, as suggested by Pelland et al. (2013). As a consequence, these SCVs

may provide a significant source of low-O2 and high nutrient undercurrent water masses

to the adjacent subtropical gyres Frenger et al. (2018). The isolation of these SCV core

properties establishes a distinct biogeochemical environment and subsequent biological com-

munity compared with the surrounding waters (Löscher et al., 2015; Frenger et al., 2018).

As previous studies have shown these SCVs to be hot-spots of fixed N losses and N2O pro-

duction (Altabet et al., 2012; Löscher et al., 2015; Arévalo-Mart́ınez et al., 2016; Grundle et

al., 2017), we aim to examine their influence to regional biogeochemical budgets in future
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projects.

5.2 Summary of Chapter 3

Chapter 3 described the development of a climatological, eddy-resolving simulation of the

Eastern Tropical South Pacific that is capable of reproducing the spatial distributions and

temporal evolution of observed nitrogen tracers and transformation rates. We demonstrated

skill in capturing characteristic large scale biogeochemical tracer gradients (Figures B.9 -

B.16). For N cycle tracers, we replicated the observed depletion of NO−
3 and N2O, and the

increase in NO−
2 within the core of the OMZ (Figure 3.4), which emerged due to a strong

coupling between denitrification steps at low O2. The total fixed N loss of 23.3 TgN yr−1

in the model (Figure 3.5) also matched other estimates from the ETSP (Deutsch et al.,

2001; Bianchi et al., 2012; DeVries et al., 2013; Yang et al., 2017), including the partitioning

between denitrification and anammox (roughly 58%/42% in this study) as suggested by

recent studies (Peng et al., 2016). Thus, the presented model validation suggested our quasi-

steady state simulation provides a realistic representation of both the geometry (Figure 3.3)

and biogeochemistry of the OMZ in this dynamic region.

A primary objective of this modelling work was to elucidate the respective roles of ni-

trification and “incomplete” denitrification in local N2O production and outgassing in the

ETSP. To accomplish this, we performed a decomposition of the N2O tracer in the model

to quantify the contributions from these pathways (Section 3.2.4). The presented budget of

N2O (Figure 3.9) found nitrification represents only ∼11% of the total biogeochemical N2O

sources on an annual basis, in agreement with recent observations and modeling work Ji et

al. (2015); Babbin et al. (2015); Ji et al. (2018); Bianchi et al. (2022). Production from this

pathway takes place immediately adjacent to the coast and in the upper ocean (Figure 3.6c)

and thus should lead to a more efficient outgassing route. However, we were able to attribute

only ∼7% of N2O outgassed to the atmosphere from nitrification in the ETSP (Figure 3.9).

We found the magnitude of step-wise denitrification is primarily controlled by organic

matter supply from the euphotic zone (Figure B.7), which varied seasonally. Large net N2O
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consumption rates in the OMZ (Figure 3.6b) agreed with recent measurements (Kock et al.,

2016; Casciotti et al., 2018; Kelly et al., 2021) and modeling studies (Bourbonnais et al.,

2017), and indicated a short residence time for N2O produced from NO−
2 reduction. How-

ever, a slight decoupling between denitrification steps in the steep O2 gradients surrounding

the anoxic OMZ core ultimately led to significant N2O accumulation in the domain from in-

complete denitrification (Figure 3.6b,f and Figure 3.7a,c). This generated the characteristic

double peak structure in N2O profiles (Figure 3.6e).

Therefore, we found agreement with recent studies (Babbin et al., 2015; Bourbonnais et

al., 2017; Ji et al., 2018) in suggesting incomplete denitrification is the most dominant N2O

production pathway in OMZs. However, as observations are often restricted to 1D profile

measurements, the simulation afforded us the opportunity to explore this production in a

realistic 3D representation of the ETSP OMZ. We found the relative thickness of anoxic and

suboxic waters played a key role in determining regions of net N2O production or consump-

tion via denitrification (Figure 3.6), suggesting OMZ geometry is a major control regulating

N2O outgassing in this region. Near the coast, where high organic matter flux intercepts rel-

atively thin suboxic layers, N2O consumption was particularly strong (Figures 3.6 and 3.7).

In contrast, suboxic layers become thicker offshore, resulting in conditions more favorable to

N2O production.

Our results provided new insights into the role of the large scale physical circulation

in redistributing N2O within the ETSP. As production from denitrification predominantly

takes place offshore, this necessitates a role for advective processes (Figure B.5) to generate

the large coastal outgassing signal (Figure 3.8). However, a significant fraction (∼68%) of

denitrification-derived N2O was ultimately exported out of our model domain, predominantly

along the western boundary near the tropics (Figure B.6b). We speculated that this export

may be related to the results of Deutsch et al. (2001) and Carrasco et al. (2017), who together

demonstrated that N∗ signals (a proxy used to indicate if a water mass has experienced

denitrification) propagate far into the western Pacific along the equator. Our results similarly

proposed that the biogeochemical influence of OMZs reaches well beyond their immediate

vicinity.
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Likewise, we attributed the majority of outgassing (∼57%) to a consistent supply of

outgassing-favorable N2O originating from predominantly zonal subsurface currents in the

tropical band (Figures 3.6h and B.6d), consistent with the results from Yang et al. (2020).

While our regional simulation did not allow us to explicitly attribute this imported N2O

to a source from nitrification or denitrification, it is possible that a significant portion of

N2O outgassed to the atmosphere originates from eastward equatorial currents that act to

recirculate N2O produced by denitrification back into the ETSP. Isotopic measurements

along the equator are necessary to gain further insight into this emerging hypothesis.

5.3 Summary of Chapter 4

In Chapter 4, we applied a higher resolution configuration of the ETSP OMZ model (see

Chapter 3) to examine how mesoscale-driven environmental heterogeneity augments nitrogen

cycle reactions relevant to N2 and N2O production in the ETSP. As demonstrated by previous

studies (Lévy et al., 2013; Wallhead et al., 2013; Martin et al., 2015), biogeochemical rates

estimated from large scale tracer distributions (e.g., “mean field approximations”) can fail

in representing their true magnitude in a fluctuating environment. This phenomenon arises

from the nonlinear nature of biogeochemical interactions (Rovinsky et al., 1997; Brentnall,

2003; Lévy et al., 2013; Martin et al., 2015), which are ubiquitous in the N cycle (e.g., hyper-

bolic oxidant/reductant uptake kinetics (K. A. Johnson & Goody, 2011), and exponential

O2 inhibition for anaerobic processes (Dalsgaard et al., 2014)).

Our approach to extracting the mesoscale contribution to biogeochemical reactions was

based on an eddy-mean decomposition of the continuity equation (Lévy et al., 2013), which

describes the evolution of biogeochemical tracers in 3D ocean models. The decomposition

required the use of a filter (time, space, or both) to separate larger and lower frequency

“mean” scales from smaller, higher frequency “eddy” scales. We chose to filter the 10-

year simulation into monthly averages to define our mean circulation, since the wind-driven

upwelling signal is considered part of the mean seasonal and regional variability in the ETSP,

and since mesoscale eddies and filaments are generally described by time scales of roughly
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1 month (Le Traon, 1991; Morrow & Le Traon, 2012). The monthly mean fields were then

extracted and used to compute offline “mean” N cycle reactions, analogous to a mean field

approximation of reactions such as employed in coarse-grained models Lévy et al. (2013).

We demonstrated that the low frequency circulation maintains the biogeochemical tracer

fields and gradients that characterize the ETSP (Figure 4.1d - g), including a persistent,

anoxic OMZ volume. Since each heterotrophic denitrification step was released from O2

inhibition in this layer, a tight coupling led the OMZ to be an important region for local

N2 production (e.g., fixed N loss) from “complete” denitrification. Additionally, the NH+
4

released from organic matter remineralization (in part via denitrification) was further oxi-

dized with NO−
2 (anammox) in the OMZ, promoting further N2 accumulation (Figure 4.3d).

The circulation also allowed for persistent suboxic gradients to surround the OMZ, where

a greater sensitivity to O2 caused N2O reduction to be preferentially inhibited, stimulating

N2O accumulation via incomplete denitrification (Figure 4.3c). As in Chapter 3, NH+
4 oxi-

dation was not a significant N2O production term, but was locally important in the upper

ocean (Figure 4.3a). After integrating these “mean” rates over the OMZ, we attributed ap-

proximately 20 N2 Tg yr−1 (Figure 4.3h), and 2 Tg N2O yr−1 (Figure 4.3g), to the influence

of the large scale, low frequency circulation in the ETSP.

However, we further demonstrated that small scale features like eddies and filaments stir

the large scale gradients, ultimately introducing significant heterogeneity in the system (Fig-

ure 4.1b,h - k). This environmental variability drastically augmented N2 and N2O production

in this region, but by predominantly influencing denitrification rates. We showed NO−
2 re-

duction (e.g., N2O production) was enhanced by approximately 50%, while N2O reduction

(e.g., N2O consumption to N2) experienced a slightly greater stimulation of approximately

60% (Figure 4.3n,o). This greatly changed the N2O balance; whereas the large scale circula-

tion was seen to promote incomplete denitrification in suboxic waters, fluctuations induced

by eddies led the steps to become more tightly coupled. The result was an enhancement of

N2 production by approximately 50%, but largely at the expense of total N2O production,

which was reduced by approximately 95% (Figure 4.3g,h).

Since the formulation of denitrification rates in our model revealed multiple sources of

107



nonlinearities, we followed the approach of Lévy et al. (2013) in employing a Taylor series

expansion (equation (4.6)) to analyze the eddy tracer correlations underlying these augmen-

tations. Through this exercise, we were able to attribute O2 variance as the dominant driver

of these signals (Figures 4.4a,b, C.5, and C.6). This emerged due to the convexity (e.g.,

positive curvature) of their respective exponential O2 inhibition functions at low O2. As

demonstrated in Figure 4.4c), high frequency O2 fluctuations driven by eddies will magnify

anaerobic processes after averaging over oscillating periods. Consequently, a greater sensi-

tivity of N2O reduction to O2 (and thus, a locally greater convexity) thus caused a greater

amplification than observed for NO−
2 reduction.

We further noted that anammox was overall less influenced by the mesoscale circulation

(Figure 4.3l,p), and was slightly diminished (approximately -10%) by heterogeneity, despite

a similar, albeit weaker, inhibition to O2 as in denitrification (Figure 4.4c). We posited

that NH+
4 limitation, as suggested by previous studies (Dalsgaard et al., 2003; Karthäuser

et al., 2021), exerted a stronger control on the magnitude of this reaction. In contrast,

step-wise denitrification was released from N limitation due to higher OMZ substrate con-

centrations, and thus was more reactive to O2 fluctuations. Since uptake of NH
+
4 is governed

by Michaelis-Menten uptake kinetics, which is characterized by a concave (e.g., negative

curvature) hyperbolic formulation, we demonstrated that variability acted to reduce the re-

action set by the large scale circulation, as further demonstrated via the Taylor expansion

in Figure C.7.

These results therefore revealed several key findings. Large scale O2 gradients suggest

the region should be a major source of N2O due to the O2-dependent decoupling of denitri-

fication rates at low, but non-zero O2. However, eddies induce significant variability in the

system, leading to local amplification of anaerobic rates. However, the variable responses

between denitrification steps ultimately allowed these reactions to become more tightly cou-

pled. This suggested that coarse-grained models may (1) underestimate the true magnitude

of N2 production from denitrification, and (2) may greatly overestimate N2O production

from incomplete denitrification within OMZs.
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5.4 Ongoing and future work

The modelling work presented herein reflects a progression for current biogeochemical

ocean models. Our expanded N cycle assumes a “modular” N cycle, such that the exchanges

of dissolved substrates are connected by individual reaction steps (Bianchi et al., 2022).

However, the underlying model may need to be re-evaluated as new aspects of the N cycle

are uncovered.

For example, recent tracer incubation studies suggest that some heterotrophic organisms

carry the ability to reduce NO−
3 directly to N2O in OMZs, with NO−

2 reduction proceeding

entirely within the cell (Ji et al., 2018; Casciotti et al., 2018; Frey et al., 2020). This idea,

which contrasts with our “modular” N cycle, may need to be included in future versions of

the model, as isotopic evidence indicates this may be a dominant source of N2O in the ETSP

(Casciotti et al., 2018). The measurements from Ji et al. (2018) suggests the N2O production

ratio between NO−
3 reduction and NO−

2 reduction is linked to the ratio between NO−
3 and

NO−
2 in OMZs. In order to facilitate the inclusion of N2O production from NO−

3 in the future,

this relationship should be explored further in observational studies and incubation experi-

ments. Uncovering the sensitivity of this process to other environmental factors, such as O2,

is also a priority. We also note that our specific values of the O2 sensitivities for anaerobic

processes (e.g., step-wise denitrification and anammox) are far from well-established, with

some experiments showing smaller thresholds (Dalsgaard et al., 2014), and others finding

similar or larger thresholds (Ji et al., 2018).

New evidence also suggests that NH+
4 -oxidizing archaea (AOA, which greatly outnumber

their bacterial counterparts) can also produce N2O via a hybrid mechanism (Santoro et al.,

2011; Löscher et al., 2012), with a similar enhancement at low O2 (Trimmer et al., 2016;

Santoro et al., 2021). Currently, we only model N2O production from NH+
4 using a single

O2-dependent function (Nevison et al., 2003), which is based on the transition in bacterial

metabolisms from predominantly hydroxylamine oxidation to nitrifier-denitrification at low

O2 Hooper & Terry (1979); Wrage et al. (2001); Stein & Yung (2003). While our results

in Chapters 3 and 4 suggests that nitrification is not a major N2O source in OMZs, it is
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the dominant pathway in the oxygenated ocean (Walter et al., 2006), and should be better

constrained to provide a more realistic representation of N2O production in basin-wide or

global models.

Our model also assumes a “system view” by focusing on the biogeochemistry of N trans-

formation reactions (Lam & Kuypers, 2011). However, considering each N cycle reaction is

mediated by specialized microorganisms, new analyses are emerging which consider a broader

array of traits of the major microbes inhabiting OMZs (Kalvelage et al., 2013; J. Penn et al.,

2016; Louca et al., 2016; Zakem et al., 2018; J. L. Penn et al., 2019; Zakem et al., 2020; Sun

et al., 2021). These include observations of cell size, carbon quota, stoichiometry, maximum

growth rate, biomass yields, and nutrient affinities. Studies have pointed out the value of

explicitly resolving the biomass of microbial populations performing these transformations,

enabling direct comparisons with molecular observations (Louca et al., 2016). While explic-

itly simulating microbial biomass requires a number of additional parameters that remain

poorly constrained, including their metabolisms in biogeochemical models may reveal more

complex feedbacks, such as the competition between microbes for substrates like NO−
2 (e.g.,

nitrifiers, denitrifiers, and anammox bacteria) (J. L. Penn et al., 2019).

However, despite these current limitations, our model provides a valuable framework

to continue exploring theories about the N cycle in both idealized and realistic settings.

For example, the lack of interannual forcing in our simulations leaves gaps in understanding

ENSO impacts. Since research suggests OMZ geometry and denitrification rates are sensitive

to ENSO variability (Yang et al., 2017), N2O production and outgassing are likely to exhibit

significant year-to-year changes. Interannually forced, high-resolution simulations are needed

to resolve these questions. Additionally, observations suggest that deoxygenation over the

past 50 years has led to expansion of OMZ volumes and shoaling of the upper oxycline

(Stramma et al., 2008; Schmidtko et al., 2017). If climate change results in an expansion

of anoxic waters (Bianchi et al., 2018; J. J. Busecke et al., 2019), more N2O would be

consumed in the OMZ, leading to negative climate feedback. Conversely, a preferential

increase in suboxic waters would increase production from both incomplete denitrification

and nitrification, leading to a positive climate feedback (Cabré et al., 2015; Battaglia & Joos,
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2018; J. J. Busecke et al., 2019; Kwiatkowski et al., 2020). Employing our expanded N cycle

model in future climate simulations could help constrain these emerging questions regarding

the partitioning between N2 and N2O production in future OMZs.
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APPENDIX A

Supporting Information for Chapter 2

A.1 Estimate of SCV spatial density

The following details the rationale for the methods in section 2.5. Given a certain number

Na of Argo profiles in a geographic region (here, 4° by 4° latitude/longitude cells), we can

assume a probability p of detecting a SCV with each Argo cast, such that the total number

of SCV detections Nd is given by

Nd = p ·Na . (A.1)

If we assume that both SCV and Argo profile locations are randomly distributed and un-

correlated within each regional cell, the probability of detection is proportional to the total

surface area occupied by SCVs, Ascv, divided by the surface area of the region, Ar:

p =
Ascv

Ar

. (A.2)

If Nscv is the number of detectable SCVs in the region, and assuming that SCVs become

detectable at a distance rd from their center (the ‘detectability radius’), the total detectable

area occupied by eddies (Ascv) is written as

Ascv = Nscv · π · r2d , (A.3)

where r2d denotes the average from all detected SCVs in the region. Combining (A.3) with

(A.1) and solving for Nscv gives

Nscv =
Nd

Na

· Ar

π r2d
. (A.4)

Using (A.3) and (A.4), we can also define the SCV number density (i.e. the average number

of SCVs per unit area) as

nscv =
Nscv

Ar

=
Nd

Na

· 1

π r2d
. (A.5)

112



Note that rd needs to be related to quantities estimated from SCV detections. For simplicity,

we can assume that, on average, SCVs are detected at a distance from the center that is

proportional to the SCV radial (or length) scale L, and write

rd = α · L , (A.6)

where α is a constant of O(1), and L is first baroclinic deformation radius estimated in

section 2.2.6. Thus, the SCV spatial density will be given by

nscv =
Nd

Na

· 1

πα2L2
, (A.7)

where L2 is the average square radius of SCVs detected in the region. Note that the scaling

factor α used here is assumed constant for all SCVs. In general, we expect SCV anomalous

properties to scale horizontally as Ae−x2/L2
, where A is the maximum anomaly and x is

the distance from the SCV core. Since we assume we can detect SCVs at distances where

anomaly values are less than A
e
, we expect α to be greater than one, but of O(1); a more

accurate value for α can be estimated from observations or model simulations of SCVs, which

is beyond the scope of this analysis. For illustrative purposes, we set it to 1 and therefore

we are likely overestimating nscv. Thus, (A.7) should be considered an order-of-magnitude,

upper bound estimate for use in facilitating comparisons of SCV spatial density between

different regions.

A.2 Estimate of SCV hydrographic impacts

To estimate the anomalous heat and salt content caused by the presence of SCVs in a given

region, we assume that SCVs carry anomalies of any given property P (e.g. temperature or

salinity) with the following three-dimensional structure (McWilliams, 1985; Pelland et al.,

2013):

P ′ = P ′
o · e−

z2

h2
− r2

L2 , (A.8)

where P ′
o is the anomaly in the property P at the center of the SCV, and h and L are the

scale height and the first baroclinic deformation radius, respectively, defined in sections 2.2.3
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and 2.2.6. The coordinates z and r are a vertical and radial coordinate, respectively, with

an origin at the center of the SCV. The total property anomaly integrated over the entire

SCV (∆P ′) is thus given by

∆P ′ =

∫ ∞

−∞

∫ ∞

−∞
P ′ · 2 π r · dr dz , (A.9)

which can be solved, for each detected SCV, to give:

∆P ′ = π
3
2 P ′

o hL
2 . (A.10)

Assuming that the number of SCVs that are present in a region with surface area Ar is given

by (A.4), the property anomaly per unit area (δP ′) caused by SCVs can be written as:

δP ′ =
Nscv∆P ′

Ar

=
Nd

Na

· π
1
2P ′

o hL
2

α2L2
, (A.11)

where the overbar represents averages over all detected SCVs in the region. To relate P ′
o to

measured quantities from detected SCVs, for simplicity we assume that the anomaly at the

center of the eddy, P ′
o, is proportional to the detected anomaly P ′

d, such that:

P ′
o = β · P ′

d , (A.12)

where β is a scaling factor greater than one, but likely of O(1), similar to α. Thus we can

restate (A.11) as

δP ′ =
β

α2
· Nd

Na

· π
1
2P ′

d hL
2

L2
, (A.13)

which can be further simplified by organizing the constant scaling factors α and β into a

constant γ term, given by

γ =
β

α2
. (A.14)

The final form of the equations used in section 2.5 then becomes

δP ′ = γ · Nd

Na

· π
1
2P ′

d hL
2

L2
. (A.15)

In order to estimate the regional heat and salt anomalies due to the presence of SCVs, we

apply (A.15) using an average ocean density (ρ, 1027 kg m−3), the specific heat capacity of
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seawater (Cp, 3850 J kg−1°C−1), and the average detected SCV core temperature (Td
′
, °C)

and salinity (Sd
′
, g kg−1) anomalies to write

δH ′ = γ ρCp
Nd

Na

π
1
2T ′

d hL
2

L2
, (A.16)

δS ′ = γ ρ
Nd

Na

π
1
2S ′

d hL
2

L2
. (A.17)

To solve (A.15), (A.16) or (A.17), α (as in Appendix A.1) and β are both set to 1 for

illustrative purposes. This results in a lower bound estimate for the anomaly effect from

SCVs (in the likely case where β > α2). Thus, similar to (A.7), the heat and salt impacts

from (A.16) and (A.17) are order-of-magnitude estimates used to facilitate comparisons

between regions.

A.3 Additional Figures
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Figure A.1: (top) Number of quality controlled Argo floats per 2°x 2°longitude/latitude grid cell

out of a total of 1,992,246 quality controlled float casts. Pie charts show the percentage of all floats

rejected (left) and the percentage of floats rejected by each quality control flag (center). A basic

description of each quality control flag is shown in the bottom right of the Figure.
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Figure A.2: Roemmich-Gilson (Roemmich & Gilson, 2009) Argo Climatological average mid-

pycnocline density and pressure for December-January-February (DJF, panels ’A’ and ’E’ re-

spectively), March-April-May (MAM, ’B’ and ’F’), June-July-August (JJA, ’C’ and ’G’), and

September-October-November (SON, ’D’ and ’H’).
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Figure A.3: (A) Histogram of the initial core dynamic height anomaly from all SCVs. (B) Adjusted

core dynamic height anomaly after fitting and removing the first baroclinic mode from the initial

dynamic height anomaly profile. (C) Difference after removal.
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A.4 A global atlas of regional SCVs populations

To provide statistics on coherent populations of spicy-core and minty-core SCVs in greater

detail than in the main text, we grouped regional SCV detections within each major oceanic

basin. This was accomplished by visually identifying SCVs with similar core properties using

Figures 4 through 6 while employing longitude/latitude boxes to gather population statistics

(Figure A.4). Each region is labeled according to its basin (North Pacific (NP), South Pacific

(SP), North Atlantic (NA), South Atlantic (SA), North Indian (NI), and South Indian (SI))

and it’s SCV type (i.e. NP-S1, NP-S2, etc., for spicy-core SCVs and NP-M1, NP-M2, etc.,

for minty-core SCVs within the North Pacific). Figures A.5 through A.25 provide histograms

of core properties and example profiles from within each region.
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Figure A.4: Locations of identified spicy-core SCV populations (top) and minty-core populations

(bottom).
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Figure A.5: Spicy-core SCV populations NP-S1 (top, showing Argo float 4900090-128) and NP-S2

(bottom, showing Argo float 2900423-104) from the North Pacific.
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Figure A.6: Spicy-core SCV populations NP-S3 (top, showing Argo float 2900185-62) and NP-S4

(bottom, showing Argo float 2900143-73) from the North Pacific.
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Figure A.7: Minty-core SCV population NP-M1 (showing Argo float 29010-75) from the North

Pacific.
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Figure A.8: Spicy-core SCV populations SP-S1 (top, showing Argo float 3900240-45) and SP-S2

(bottom, showing Argo float 5900676-77) from the South Pacific.
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Figure A.9: Spicy-core SCV populations SP-S3 (top, showing Argo float 5901091-15) and SP-S4

(bottom, showing Argo float 3900508-62) from the South Pacific.
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Figure A.10: Minty-core SCV populations SP-M1 (top, showing Argo float 5901269-173) and SP-

M2 (bottom, showing Argo float 1901415-65) from the South Pacific.

126



Figure A.11: Minty-core SCV populations SP-M3 (top, showing Argo float 1900805-167) and SP-

M4 (bottom, showing Argo float 1900978-349) from the South Pacific.
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Figure A.12: Spicy-core SCV populations NA-S1 (top, showing Argo float 4900852-174) and NA-S2

(bottom, showing Argo float 69027-150) from the North Atlantic.
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Figure A.13: Spicy-core SCV populations NA-S3 (top, showing Argo float 1900076-2) and NA-S4

(bottom, showing Argo float 3901682-34) from the North Atlantic.
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Figure A.14: Minty-core SCV populations NA-M1 (top, showing Argo float 4901102-12) and NA-

M2 (bottom, showing Argo float 4900800-61) from the North Atlantic.

130



Figure A.15: Minty-core SCV populations NA-M3 (top, showing Argo float 49059-1) and NA-M4

(bottom, showing Argo float 1900067-68) from the North Atlantic.
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Figure A.16: Minty-core SCV population NA-M5 (showing Argo float 1901540-51) from the North

Atlantic.
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Figure A.17: Spicy-core SCV populations SA-S1 (top, showing Argo float 1900204-130) and SA-S2

(bottom, showing Argo float 1900240-162) from the South Atlantic.

133



Figure A.18: Spicy-core SCV population SA-S3 (top, showing Argo float 1900221-26) and minty-

core population SA-M1 (bottom, showing Argo float 1901268-238) from the South Atlantic.
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Figure A.19: Minty-core SCV population SA-M2 (showing Argo float 1900692-231) from the South

Atlantic.
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Figure A.20: Spicy-core SCV populations NI-S1 (top, showing Argo float 1901202-48) and NI-S2

(bottom, showing Argo float 6902947-67) from the North Indian.

136



Figure A.21: Spicy-core SCV population NI-S3 (top, showing Argo float 1901186-161) and minty-

core population NI-M1 (bottom, showing Argo float 1900372-122) from the North Indian.
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Figure A.22: Spicy-core SCV populations SI-S1 (top, showing Argo float 1900816-135) and SI-S2

(bottom, showing Argo float 1900083-38) from the South Indian.
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Figure A.23: Spicy-core SCV populations SI-S3 (top, showing Argo float 1900859-134) and SI-S4

(bottom, showing Argo float 1900269-46) from the South Indian.
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Figure A.24: Spicy-core SCV population SI-S5 (top, showing Argo float 5901205-82) and minty-

core population SI-M1 (bottom, showing Argo float 1901664-146) from the South Indian.
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Figure A.25: Minty-core SCV populations SI-M2 (top, showing Argo float 5901251-18) and SI-M3

(bottom, showing Argo float 1900476-66) from the South Indian.
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APPENDIX B

Supporting Information for Chapter 3

B.1 Treatment of Organic Matter

In the model, remineralization of sinking particulate OM follows the formulation of Moore

et al. (2004), where sinking is implicit and based on the ballast model from Armstrong et al.

(2001). Particulate organic carbon (POC) in BEC is produced at each time-step following:

Rpoc
prod(z) = (Rsp

graze,poc(z) +Rdiat
graze,poc(z) +Rdiaz

graze,poc(z)) + (Rsp
agg(z) +Rdiat

agg (z) +Rdiaz
agg (z))+

(Rsp
loss,poc(z) +Rdiat

loss,poc(z) +Rdiaz
loss,poc(z)) + fd

zooR
l
zoo(z).

See Table B.2 for descriptions of each rate; further details can be found in Deutsch et al.

(2021). POC production is then partitioned into a free and mineral component:

Rpoc
prod(z) = Rfree,poc

prod (z) +Rmin,poc
prod (z). (B.1)

Following equation (B.1), both free and mineral POC is instantaneously distributed in the

water column following one-dimensional steady-state production-remineralization equations.

The vertical profile of free POC flux (Φpoc) is calculated as:

Φfree,poc(z) = Φfree,poc(zo)e
− 1

λpoc
(z−zo) +

∫ z

zo

Rprod
free,poc(z)e

− 1
λpoc

(z−zo)dz. (B.2)

Here, λpoc is a discretized exponential scale length computed from an initial scale length

(γpoc) that is modified by both the local O2 concentration of layer z:

γpoc =


γpoc ∗ 3.3 where O2 < 5 mmol/m3

γpoc ∗ (1 + (3.3− 1)(40− o2)/35) where 5 mmol/m3 < O2 < 40 mmol/m3

γpoc elsewhere

(B.3)
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and its thickness dz:

λpoc =



γpoc ∗ (1.0), where dz <100m

γpoc ∗ (1.0 ∗ (2.9− 1.0) ∗ (−dz − 1.0)/(2.9− 1.0), where 100m<dz<250m

γpoc ∗ (2.9 ∗ (5.6− 2.9) ∗ (−dz − 2.9)/(5.6− 2.9), where 250m<dz<500m

γpoc ∗ (5.6 ∗ (5.7− 5.6) ∗ (−dz − 5.6)/(5.7− 5.6), where 500m<dz<700m

γpoc ∗ (5.7). elsewhere

(B.4)

See Table B.2 for parameter values.

The vertical profile of POC flux for each mineral is calculated as the sum of a soft and

hard component (where the hard component is a fraction of the total based on fpcaco3, fpsio2 ,

and fdust, respectively, see Table B.2). The soft component for CaCO3, SiO2, and dust

follow similar remineralization processes as in equation (B.2), whereas the hard components

remineralize according to λhard and λhard,dust (for dust). The fluxes of each mineral are then

summed in C units:

Φmin,poc(z) = ρpcaco3(Φ
soft
pcaco3(z) + Φhard

pcaco3(z))+

ρpsio2(Φ
soft
psio2

(z) + Φhard
psio2

(z))+

ρdust(Φ
soft
dust(z) + Φhard

dust (z))

Remineralization at each vertical level is then calculated as the divergence of the POC

flux:

Rpoc
rem(z) = Rpoc

prod(z) +
d

dz
(Φfree,poc(z) + Φmin,poc(z)) (B.5)

In contrast, dissolved organic carbon (DOC) is an explicit ROMS-BEC tracer and is rem-

ineralized (Rdoc
rem) based on a timescale of 15 years with a sharp decrease (6.85%) applied

below the euphotic zone as in Frischknecht et al. (2017). Local OM remineralization in the

water column (Rtot
rem) is calculated as the sum of POC and DOC remineralization:

Rtot
rem(z) = Rpoc

rem(z) +Rdoc
rem(z). (B.6)
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B.2 NitrOMZ Nitrogen Cycle

The NitrOMZ model expands BEC by including, along with aerobic remineralization (Rrem),

additional heterotrophic denitrification steps under low-O2 conditions (Bianchi et al., 2022):

NO−
3 reduction (Rden1), NO

−
2 reduction (Rden2), and N2O reduction (Rden3). In order to

preserve BEC OM cycle, Rtot
rem (equation (B.6)) is partitioned into four possible components

at each vertical level and time-step:

Rtot
rem(z) = Rrem(z) +Rden1(z) +Rden2(z) +Rden3(z) =

4∑
n=1

Ri(z), (B.7)

where i represents one of the four respiration pathways. In practice, we calculate the con-

tribution to total remineralization by each pathway i as:

Ri(z) = fi(z) ·Rtot
rem(z), (B.8)

where fi is the relative fraction of remineralization carried out by the process i. The indi-

vidual depth-dependent fractions are calculated as:

fi(z) =
ri(z)∑4
i=1 ri(z)

, (B.9)

where ri is the specific heterotrophic respiration rate of the reaction, calculated based on a

maximum remineralization rate modulated by a Michaelis-Menten function of the oxidant

utilized (O2, NO
−
3 , NO

−
2 , and N2O for Rrem, Rden1, Rden2, and Rden3, respectively) and an

exponential inhibition by oxygen (ignored for aerobic respiration):

ri(z) = ki ·
[X](z)

KX
i + [X](z)

· e−
O2(z)

Ko2
i . (B.10)

Here, ki represents the maximum respiration rate for each reaction, KX
i is the half saturation

constant for oxidant [X] uptake, and Ko2
i is the scale for inhibition by oxygen.

The chemolithotrophic rates of NH+
4 oxidation (Rao), NO

−
2 oxidation (Rno), and anaer-

obic NH+
4 oxidation (anammox, Rax) are represented in NitrOMZ using Michaelis-Menten

functions for both the oxidants (O2, O2, and NO−
2 for Kao, Kno, and Kax, respectively) and

reductants (NH+
4 , NO

−
2 , and NH+

4 , respectively). The general form for Rao and Rno is:

Ri(z) = ki ·
[X](z)

KX
i + [X](z)

· [Y](z)

KY
i + [Y](z)

. (B.11)
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Here, ki represents the maximum respiration rate for each reaction, and KX
i and KY

i are

the half saturation constants for oxidant [X] and reductant [Y ] uptake, respectively. Both

Rao and Rno are also inhibited by light, outlined in B.4. The rate of anammox follows a

similar calculation, but with an additional rate-specific exponential O2 inhibition (Ko2
ax) term

applied, similar to the heterotrophic denitrification steps in equation (B.10). See Table B.4

for parameter values used in this study.

B.3 NitrOMZ Tracer Sources-and-sinks

NitrOMZ represents six major components of the marine nitrogen cycle: N2, NO
−
3 , NO

−
2 ,

N2O, NH+
4 , and organic nitrogen, which is linked to POC and DOC via fixed stoichiometry.

The biogeochemical sources and sinks for each of the remaining tracers (in units of mmol

m−3) are:

d

dt
(N2) = (QN :C

den ·Rden3) +Rax + (0.5 ·Rsed
den) (B.12)

d

dt
(NO−

3 ) = Rno − (QN :C
den ·Rden1)−Rsed

den −Rsp
up,no3

−Rdiat
up,no3

−Rdiaz
up,no3

(B.13)

d

dt
(NO−

2 ) = Rno2
ao −Rno +QN :C

den (Rden1 −Rden2)−Rax −Rsp
up,no2

−Rdiat
up,no2

−Rdiaz
up,no2

(B.14)

d

dt
(N2O) = Rn2o

ao + (0.5 ·QN :C
den ·Rden2)− (QN :C

den ·Rden3) (B.15)

d

dt
(NH+

4 ) = DON(τDON) +DONr(τDONr)−Rao −Rax

+QN :C
rem (Rsp

loss,dic +Rdiat
loss,dic +Rdiaz

loss,dic)

+QN :C
rem (Rsp

graze,dic +Rdiat
graze,dic +Rdiaz

graze,dic +Rzoo
loss,dic)

+QN :C
rem (Rrem

poc (1−QDONr))− (Rsp
up,nh4

+Rdiat
up,nh4

+Rdiaz
up,nh4

)

(B.16)

(B.17)

Here the symbol d/dt denotes the sum of the local time derivative and the physical trans-

port, and QN :C
rem and QN :C

den represent the approximate nitrogen to carbon ratio from rem-

ineralization (16/117) and denitrification (472/2/106), respectively, following Anderson &

Sarmiento (1994). The sedimentary denitrification rate (Rsed
den) follows the same formulation

as in Deutsch et al. (2021).
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Following the N2O decomposition described in Section 3.2.4, the N2O reduction rate

decomposition is represented as:

Rden
den3 =

N2Oden

N2O
·Rden3 ·QN :C

den , (B.18a)

Rnit
den3 =

N2Onit

N2O
·Rden3 ·QN :C

den , (B.18b)

Rbry
den3 =

N2Obry

N2O
·Rden3 ·QN :C

den . (B.18c)

(B.18d)

The equations for each of the N2O tracers (in units of mmol N2O m−3) are therefore repre-

sented as:

d

dt
(N2Oden) = (0.5 ·Rden2 ·QN :C

den )−Rden
den3, (B.19a)

d

dt
(N2Onit) = (0.5 ·Rn2o

ao )−Rnit
den3, (B.19b)

d

dt
(N2Obry) = −Rbry

den3. (B.19c)

Descriptions of each nitrogen cycle tracer are presented in Table B.5.

B.4 Light Inhibition

In NitrOMZ, rates of both NH+
4 and NO−

2 oxidation (Rao and Rno, respectively) are photo-

inhibited by photosynthetically available radiation (PAR) near the surface, modelled in

ROMS-BEC using the same formulation as in Frischknecht et al. (2017). Surface PAR

(PARin) is attenuated with depth via a discretized exponential scale length parameter (λpar)

computed from an initial surface value (λpari):

λpari = max(0.02, Chltot), (B.20)

where Chltot is the sum of community chlorophyll from diatoms (Chldiat), diazotrophs

(Chldiaz), and small phytoplankton (Chlsp). The attenuation coefficient is then further

modified depending on the initial value of λpari :

λpar(z) =


0.0919 · (λpari)0.3536 · dz where λpari < 0.13224,

0.1131 · (λpari)0.4562 · dz where λpari ≥ 0.13224.

(B.21)
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In the initial surface grid cell, attenuation of PARin from the top of the cell over the cell

thickness (m) is calculated as:

PARout(z) = PARin(z) · e−λpar(z). (B.22)

For each cell, if both PARin(z) and PARout(z) are less than the PAR limitation for either

rate (PARao
lim and PARno

lim, here both set to 1 W m−2), then photo-inhibition is avoided and

the rates are calculated via equation (B.11). If only PARin(z) exceeds PAR limitation, each

rate is attenuated via:

Rao(z) = Rao(z) · log(
PARout(z)/PAR

ao
lim

−λpar(z)
) (B.23)

Rno(z) = Rno(z) · log(
PARout(z)/PAR

no
lim

−λpar(z)
). (B.24)

Following the calculation, PARout(z) is set to PARin(z) for the cell below and iterated over

the number of depths.

B.5 Biogeochemical Validation

To validate the biogeochemical tracer distributions simulated by ROMS-BEC, we gathered

O2, NO−
3 , PO−3

4 , and N∗ (defined as [NO−
3 ] - 16·[PO3−

4 ] + 2.9, following Deutsch et al.

(2001)) reconstructions from World Ocean Atlas 2018 (H. Garcia et al., 2019) (Figures B.9

- B.12); additional O2 estimates were provided by Dunn (2012) and Bianchi et al. (2012).

Estimates of 3-D NO−
2 and N2O were obtained from in situ observations (Kock & Bange,

2015; Lauvset et al., 2016), and extrapolated using a machine learning approach as outlined

in Yang et al. (2020) (Figures B.13 - B.14). Annually averaged maps of net primary produc-

tion (NPP) were obtained using three different productivity algorithms, which included the

Eppley Vertically Generalized Production Model (Eppley-VGPM) (Behrenfeld & Falkowski,

1997), the updated Carbon-Based Productivity Model (CbPM2) (Behrenfeld et al., 2005)

and the Carbon, Absorption, and Fluorescence Euphotic-resolving model (CAFE) (Silsbe

et al., 2016) (Figure B.15). Level 3 satellite chlorophyll-a concentration data were obtained

from the NASA Ocean Color data center (Figure B.16), with all of the satellite-based data

(including NPP) obtained from the Ocean Productivity Group at Oregon State University.
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Table B.1: Organic matter cycle rates.

Rates Description Units

Rsp
graze,poc Grazing loss for small phytoplankton routed to POC mmol C/m3/s

Rdiat
graze,poc Grazing loss for diatoms routed to POC mmol C/m3/s

Rdiaz
graze,poc Grazing loss for diazotrophs routed to POC mmol C/m3/s

Rsp
agg Aggregation loss of small phytoplankton mmol C/m3/s

Rdiat
agg Aggregation loss of diatoms mmol C/m3/s

Rdiaz
agg Aggregation loss of diazotrophs mmol C/m3/s

Rsp
loss,poc Non-grazing mortality of small phytoplankton routed to POC mmol C/m3/s

Rdiat
loss,poc Non-grazing mortality of diatoms routed to POC mmol C/m3/s

Rdiaz
loss,poc Non-grazing mortality of diazotrophs routed to POC mmol C/m3/s

Rprod
poc Amount of particulate organic C produced mmol C/m3/s

Rprod
free,poc Amount of non-mineral particulate organic C produced mmol C/m3/s

Rprod
min,poc Amount of mineral particulate organic C produced mmol C/m3/s

Rrem
poc Amount of particulate organic C remineralized mmol C/m3/s

Φpoc Incoming particulate C-flux mmol C/m3/s

Φfree,poc Incoming non-mineral particulate C-flux mmol C/m3/s

Φmin,poc Incoming mineral particulate C-flux mmol C/m3/s

Φsoft
pcaco3 Incoming soft CaCO3 particulate flux mmol CaCO3/m

3/s

Φsoft
psio2

Incoming soft SiO2 particulate flux mmol SiO2/m
3/s

Φsoft
dust Incoming soft dust flux mmol C/m3/s

Φhard
pcaco3 Incoming hard CaCO3 particulate flux mmol CaCO3/m

3/s

Φhard
psio2 Incoming hard SiO2 particulate flux mmol SiO2/m

3/s

Φhard
dust Incoming hard dust flux mmol C/m3/s
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Table B.2: Organic matter cycle parameters

Parameters Description Value Units

ρpcaco3 Associated molar ratio of CaCO3 to POC 0.417 mol CaCO3 / mol

POC

ρpsio2 Associated molar ratio of SiO2 to POC 0.250 mol SiO2 / mol

POC

ρdust Associated molar ratio of dust to POC 4163.197 mol dust / mol

POC

γpoc Initial length scale for remineralization of POC 88 m

γpcaco3 Length scale for remineralization of CaCO3 150 m

γpsio2 Length scale for remineralization of SiO2 250 m

γdust Length scale for remineralization of dust 200 m

λhard Length scale for remineralization of hard subclass 40 km

λhard,dust Length scale for remineralization of hard dust sub-

class

125 km

fpoc Fraction of POC routed to hard subclass 0 N/A

fpcaco3 Fraction of CaCO3 routed to hard subclass 0.3 N/A

fpsio2 Fraction of SiO2 routed to hard subclass 0.03 N/A

fdust Fraction of dust routed to hard subclass 0.97 N/A
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Table B.3: Nitrogen cycle rates

Name Description Units

Rrem Remineralized particulate organic C mmol C/m3/s

Rno2
ao Rate of NH+

4 oxidation to NO−
2 mmol N/m3/s

Rn2o
ao Rate of NH+

4 oxidation to N2O mmol N/m3/s

Rno Rate of NO−
2 oxidation to NO−

3 mmol N/m3/s

Rden1 Rate of NO−
3 reduction to NO−

2 mmol C/m3/s

Rden2 Rate of NO−
2 reduction to N2O mmol C/m3/s

Rden3 Rate of N2O reduction to N2 mmol C/m3/s

Rax Rate of NH+
4 and NO−

2 loss to N2 via anammox mmol N/m3/s

Rsed
den Rate of sedimentary denitrification mmol N/m3/s

Rsp
loss,dic Non-grazing mortality of small phytoplankton routed to DIC mmol C/m3/s

Rdiat
loss,dic Non-grazing mortality of diatoms routed to DIC mmol C/m3/s

Rdiaz
loss,dic Non-grazing mortality of diazotrophs routed to DIC mmol C/m3/s

Rzoo
loss,dic Zooplankton mortality routed to DIC mmol C/m3/s

Rsp
graze,dic Grazed mortality of small phytoplankton routed to DIC mmol C/m3/s

Rdiat
graze,dic Grazed mortality of diatoms routed to DIC mmol C/m3/s

Rdiaz
graze,dic Grazed mortality of diazotrophs routed to DIC mmol C/m3/s

Rsp
up,nh4

Uptake of NH+
4 by small phytoplankton mmol N/m3/s

Rdiat
up,nh4

Uptake of NH+
4 by diatoms mmol N/m3/s

Rdiaz
up,nh4

Uptake of NH+
4 by diazotrophs mmol N/m3/s

Rsp
up,no3 Uptake of NO−

3 by small phytoplankton mmol N/m3/s

Rdiat
up,no3 Uptake of NO−

3 by diatoms mmol N/m3/s

Rdiaz
up,no3 Uptake of NO−

3 by diazotrophs mmol N/m3/s

Rsp
up,no2 Uptake of NO−

2 by small phytoplankton mmol N/m3/s

Rdiat
up,no2 Uptake of NO−

2 by diatoms mmol N/m3/s

Rdiaz
up,no2 Uptake of NO−

2 by diazotrophs mmol N/m3/s
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Table B.4: Nitrogen cycle parameters

Parameters Description Value Units

krem Maximum respiration rate 9.259E-7 mmol C/m3/s

kao Maximum NH+
4 oxidation rate 5.787E-7 mmol N/m3/s

kno Maximum NO−
2 oxidation rate 5.787E-7 mmol N/m3/s

kden1 Maximum NO−
3 reduction rate 1.852E-7 mmol C/m3/s

kden2 Maximum NO−
2 reduction rate 9.259E-8 mmol C/m3/s

kden3 Maximum N2O reduction rate 5.741E-7 mmol C/m3/s

kax Maximum anaerobic NH+
4 oxidation rate 5.105E-6 mmol N/m3/s

Ko2
rem Respiration half-saturation constant for O2 uptake 1.000 mmol O2/m

3

Ko2
ao NH+

4 oxidation half-saturation constant for O2 uptake 0.333 mmol N/m3

Knh4
ao NH+

4 oxidation half-saturation constant for NH+
4 uptake 0.305 mmol N/m3

Ko2
no NO−

2 oxidation half-saturation constant for O2 uptake 0.778 mmol N/m3

Kno2
no NO−

2 oxidation half-saturation constant for NO−
2 uptake 0.509 mmol N/m3

Kno3
den1 NO−

3 reduction half-saturation constant for NO−
3 uptake 1.000 mmol N/m3

Kno2
den2 NO−

2 reduction half-saturation constant for NO−
2 uptake 0.010 mmol N/m3

Kn2o
den3 N2O reduction half-saturation constant for N2O uptake 0.159 mmol N/m3

Knh4
ax NH+

4 oxidation half-saturation constant for NH+
4 uptake 0.230 mmol N/m3

Kno2
ax NH+

4 oxidation half-saturation constant for NO−
2 uptake 0.100 mmol N/m3

a O2-dependent coefficient (Nevison et al., 2003) 0.300 N/A

b Background coefficient (Nevison et al., 2003) 0.100 N/A

Ko2
den1 O2 poisoning constant for NO−

3 reduction 6.000 mmol O2/m
3

Ko2
den2 O2 poisoning constant for NO−

2 reduction 2.300 mmol O2/m
3

Ko2
den3 O2 poisoning constant for N2O reduction 0.506 mmol O2/m

3

Ko2
ax O2 poisoning constant for anammox 6.000 mmol O2/m

3

τDON Semi-labile DON remineralization inverse timescale 1.826E-4 1/s

τDONr Refractory DON remineralization inverse timescale 2.884E-7 1/s

QDONr Fraction of DON to refractory pool 0.0115 N/A

PARao
lim PAR limitation for NH+

4 oxidation 1.000 W/m2

PARno
lim PAR limitation for NO−

2 oxidation 1.000 W/m2
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Table B.5: Nitrogen cycle tracers

Name Description Units

DON Dissolved organic nitrogen mmol N/m3

DONr Refractory dissolved organic nitrogen mmol N/m3

NH+
4 Ammonium mmol N/m3

NO−
2 Nitrite mmol N/m3

NO−
3 Nitrate mmol N/m3

N2O Nitrous oxide mmol N/m3

N2Oden Nitrous oxide sourced from denitrification mmol N/m3

N2Onit Nitrous oxide sourced from nitrification mmol N/m3

N2Obry Nitrous oxide sourced from boundaries mmol N/m3

N2 Dinitrogen mmol N/m3
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Figure B.1: Integrated N2Onit, N2Oden, and N2Obry tracers within the OMZ budget domain for

model years 0 - 50.
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Figure B.2: Integrated O2, NO
−
3 , NO

−
2 , and N2O tracers within the OMZ budget domain for model

years 0 - 50.
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Figure B.3: Annually averaged O2 at 300 m from model year 1 (a), model year 10 (b), and (c) the

difference (year 10 - year 1). (d-f) Same as in (a-c), but for potential vorticity.

155



-100°W -90°W -80°W
-1000

-500

0

-0.2 0 0.2

-100°W -90°W -80°W

-0.2 0 0.2

-100°W -90°W -80°W

-0.2 0 0.2

-100°W -90°W -80°W

-0.2 0 0.2

Figure B.4: Averaged net biogeochemical sources-minus-sinks (J) for N2O (a) and each of the

decomposed N2O tracers (b-e) from model years 41 - 50 along a transect from the coast at 8oS.

The dotted and dashed black curves in highlight the 5 and 10 mmol O2 m−3 contours, respectively.
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Figure B.5: (top) Time-series of integrated divergence of advective and diffusive fluxes (T terms)

for N2O (black) and each of the decomposed N2O tracers. Error bars show monthly average and

standard deviation from model years 41 - 50. (bottom panels) Vertically integrated divergence of

advective and diffusive fluxes for total N2O and the decomposed N2O tracers from the OMZ budget

domain, averaged from model years 41 - 50.
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Figure B.6: Annually averaged zonal N2O transport from the western boundary of the OMZ budget

domain (roughly 105oW ) from model years 41 - 50 for (a) N2O, (b) N2Oden, (c) N2Onit, (d) N2Obry.
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Figure B.7: Integrated net N2O production rate from denitrification (Jn2o
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2 re-

duction rate (Rn2o
den2), integrated N2O reduction rate of denitrification-sourced N2O (Rden3
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vertical POC flux (Φpoc) at 100m from the OMZ budget domain for ROMS model years 41 - 50.
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Figure B.8: Volume of the OMZ budget domain occupied by various O2 thresholds (0 - 5, 5 - 10,

10 - 15, and 15 - 20 mmol O2 m−3) for ROMS model years 41 - 50.
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Figure B.9: 0, 150, 300, and 450 m averaged O2 from (top) ROMS model years 41 - 50, (middle)

World Ocean Atlas 2018 O2 (H. Garcia et al., 2019), and (bottom) their differences (ROMS -

WOA18).
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Figure B.10: Same as in Figure B.9, but for nitrate + nitrite (NOx).
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Figure B.11: Same as in Figure B.9, but for phosphate (PO3−
4 ).
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Figure B.12: Same as in Figure B.9, but for N∗ (here defined as 16·[NO−
3 ] - [PO

3−
4 ]).
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Figure B.13: Same as in Figure B.9, but for NO−
2 comparisons against machine learning estimates.
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Figure B.14: Same as in Figure B.9, but for N2O comparisons against machine learning estimates.
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Figure B.15: Averaged net Primary Production (NPP) from (top left) ROMS model years 41 -

50, (top right) the Eppley Vertically Generalized Production Model (Eppley-VGPM, Behrenfeld &

Falkowski (1997))), (bottom left) the updated Carbon-Based Productivity Model (CbPM, Behren-

feld et al. (2005)), and (bottom right) the Fluorescence Euphotic-resolving model (CAFE, Silsbe

et al. (2016)).
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Figure B.16: Averaged surface chlorophyll-A (chlA) from (left) ROMS model years 41 - 50 and

(right) MODIS-Aqua.
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APPENDIX C

Supporting Information for Chapter 4

C.1 Model Configuration and Forcing

To force the model, we ignore low-frequency interannual variability and focus on climatolog-

ical steady-state. Initial conditions are extracted from year 50 of the quasi steady-state 10

km resolution solution in McCoy et al. (2023). Monthly climatological boundary forcing (ap-

plied at the northern, western, and southern boundaries) for temperature, salinity, surface

elevation, and horizontal velocity are taken from an existing Pacific-wide ROMS simulation

(Lemarié et al., 2012). Normal-year-forcing of daily freshwater and turbulent heat fluxes

are estimated using bulk formulae (Large, 2006) applied to ERA-interim (ERAi) reanalysis

data for the year 1979 (Simmons et al., 2006; Dee et al., 2011). Because of known biases

in ERAi, which overestimates shortwave and underestimate longwave fluxes (Brodeau et al.,

2010), we applied corrections from the DRAKKAR Forcing Set version 5.2 to heat fluxes

(Dussin et al., 2014). Daily climatological wind stress is taken from the QuickSCAT-based

Scatterometer Climatology of Ocean Winds (Risien & Chelton, 2008).

Boundary forcing of biogeochemical nutrient concentrations (NO−
3 , PO

3−
4 , Si(OH)4 and

O2) are taken from monthly climatological observations from the 2013 World Ocean Atlas

(H. E. Garcia, Boyer, et al., 2013; H. E. Garcia, Locarnini, et al., 2013). NH+
4 , NO

−
2 , and

N2 boundary conditions are set to 0 but adjust rapidly within the domain. Iron data are

taken from the Community Earth System Model (CESM) as in Deutsch et al. (2021), and

DIC and alkalinity from GLODAP (Lauvset et al., 2016), with a reference year of 2002.

Boundary forcing of N2O were generated from a 3-D reconstruction using in situ data from

the MEMENTO (Kock & Bange, 2015) database, integrated with additional cruises, using
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the same machine-learning approach described in Yang et al. (2020). Air-sea gas exchange of

N2O at the surface is modeled according to Wanninkhof (1992), using a constant atmospheric

mixing ratio of 300 ppb, which is taken as a typical concentration for the 20th century.

The treatment of organic matter in the model, and physical and biogeochemical validation

is described further in McCoy et al. (2023). Following a 1 year spin-up period to allow the

model to adjust to higher resolution, we compared averaged fields from a 10-year model run

against the final tracer fields from the previously validated 10km resolution model described

in McCoy et al. (2023), with no obvious discrepancies in biogeochemical tracer fields emerging

due to the switch to higher horizontal resolution.

C.2 NitrOMZ

The NitrOMZ model explicitly resolves the main set of heterotrophic and chemolithotrophic

nitrogen cycle transformations associated with the remineralization of sinking organic matter

in low O2 environments (summarized in Figure 4.1c). The model assumes a “modular”

N cycle, where individual reaction steps (e.g., individual redox reactions) are represented

separately and are connected by exchange of dissolved substrates (Graf et al., 2014; Kuypers

et al., 2018).

Heterotrophic reactions in NitrOMZ include aerobic remineralization (Rrem) and addi-

tional denitrification steps under low-O2 conditions (Bianchi et al., 2022): NO−
3 reduction

(Rden1, pathway 4 in Figure 4.1c), NO−
2 reduction (Rden2, pathway 5), and N2O reduction

(Rden3, pathway 6). In order to preserve the ROMS-BEC organic matter cycle, total rem-

ineralization (Rtot
rem, in units of mmol C m−3 s−1, pathway 1 in Figure 4.1c) is partitioned

into the four possible components at each vertical level and time-step:

Rtot
rem =

4∑
n=1

Ri, (C.1)

where i represents one of the four respiration pathways (Rrem, Rden1, Rden2, Rden3). We

calculate the rate-specific contribution to total remineralization by each pathway i as:

Ri = fi ·Rtot
rem, (C.2)
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where fi is the relative fraction of remineralization carried out by the process i. The indi-

vidual depth-dependent fractions are calculated as:

fi =
ri∑4
n=1 ri

, (C.3)

where ri is the specific heterotrophic respiration rate of the reaction:

ri = ki ·
[X]

KX
i + [X]

· e−
O2
Ko2

i . (C.4)

Here, ki is the maximum rate, KX
i is the half-saturation constant for oxidant [X] (O2, NO

−
3 ,

NO−
2 , and N2O for Rrem, Rden1, Rden2, and Rden3, respectively) following Michaelis-Menten

kinetics (K. A. Johnson & Goody, 2011), and Ko2
i is the scale for inhibition by oxygen

(ignored for Rrem). Each denitrification rate (and anammox, see below) in NitrOMZ is

calculated using a step-specific O2 inhibition term following equation (C.4). Similar to Dals-

gaard et al. (2014), Babbin et al. (2015), and Ji et al. (2018), we model a progressive O2

inhibition of the three denitrification steps (Ko2
den1 > Ko2

den2 > Ko2
den3). As a consequence,

complete denitrification to N2 via N2O reduction (Rden3, pathway 6 in Figure 4.1c) occurs in

anoxic waters as each step proceeds unimpeded. However, at low but non-zero O2, the decou-

pling of steps allows for N2O accumulation from incomplete denitrification (i.e. production

via Rden2 > consumption via Rden3).

The stoichiometry of each reaction follows the procedure outlined in Paulmier et al.

(2009), under the assumption that the composition of organic matter (POC) follows the

average oceanic ratios from Anderson & Sarmiento (1994). As a result, the nitrogen to carbon

(QN :C
rem ) and oxygen to carbon (QO:C

rem) ratios for aerobic remineralization (Rrem) are 16/106

and -472/424 (respectively) whereas the nitrogen to carbon ratio for each denitrification

rate (QN :C
den ) is 472/212 following Anderson & Sarmiento (1994) and Paulmier et al. (2009).

Converting denitrification rates from units of mmol C m−3 s−1 to units of mmol N m−3 s−1

is therefore represented as:

Rno2
den1 = QN :C

den ·Rden1, (C.5)

Rn2o
den2 = QN :C

den ·Rden2, (C.6)

Rn2
den3 = QN :C

den ·Rden3. (C.7)
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Chemolithotrophic reactions in NitrOMZ include NH+
4 oxidation to both NO−

2 and N2O

(Rao, used interchangeably with NH3 oxidation, pathway 2 in Figure 4.1c), NO−
2 oxidation to

NO−
3 (Rno3

no , pathway 3), and anaerobic NH+
4 oxidation with NO−

2 to produce N2 (anammox,

Rn2
ax, pathway 7). Each rate is based on Michaelis-Menten functions for both the oxidants

(O2, O2, and NO−
2 for Rao, R

no3
no , and Rn2

ax, respectively) and reductants (NH+
4 , NO

−
2 , and

NH+
4 , respectively), resulting in the general form:

Ri = ki ·
[X]

KX
i + [X]

· [Y]

KY
i + [Y]

· e−
O2
Ko2

i , (C.8)

where KY
i represents the half-saturation constant for reductant [Y]. Inhibition by oxygen is

ignored for both Rao and Rno3
no , however both are inhibited by PAR as outlined in McCoy

et al. (2023). The oxygen to nitrogen ratios for Rao (QO:N
ao , 3/2) and Rno3

no (QO:N
no , 1/2) are

based on the stoichiometry of the relevant redox reactions. For anammox, NH+
4 and NO−

2

are combined in 1:1 ratios to produce N2.

Chemolithotrophic production of N2O in NitrOMZ is modelled as a by-product of NH+
4

oxidation (Rao) and is based on the observed relationship between N2O excess and apparent

oxygen utilization, which was consistent with N2O yields from cultured AOB (Goreau et al.,

1980). It implicitly represents a shift in N2O production as a byproduct of hydroxylamine

oxidation at high O2 to nitrifier-denitrification at low O2 (Wrage et al., 2001; Stein & Yung,

2003). The partitioning between N2O and NO−
2 production from Rao is calculated using the

function proposed by Nevison et al. (2003):

Y n2o
ao

Y no2
ao

= 0.01 · ( a

[O2]
+ b). (C.9)

N2O production from NH+
4 oxidation (Rn2o

ao , pathway 2b in Figure 4.1c), in units of mmol

N2O m−3 s−1, is therefore represented as:

Rn2o
ao = Rao · Y n2o

ao , (C.10)

with a similar function for NO−
2 production (Rno2

ao , pathway 2a in Figure 4.1c), but with the

product in units of mmol N m−3 s−1.
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Table C.1: Nitrogen cycle parameters

Name Description Value Units

krem Maximum respiration rate 9.259E-7 mmol C/m3/s

kao Maximum NH+
4 oxidation rate 5.787E-7 mmol N/m3/s

kno Maximum NO−
2 oxidation rate 5.787E-7 mmol N/m3/s

kden1 Maximum NO−
3 reduction rate 1.852E-7 mmol C/m3/s

kden2 Maximum NO−
2 reduction rate 9.259E-8 mmol C/m3/s

kden3 Maximum N2O reduction rate 5.741E-7 mmol C/m3/s

kax Maximum anaerobic NH+
4 oxidation rate 5.105E-6 mmol N/m3/s

Ko2
rem Respiration half-saturation constant for O2 uptake 1.000 mmol O2/m

3

Ko2
ao NH+

4 oxidation half-saturation constant for O2 uptake 0.333 mmol N/m3

Knh4
ao NH+

4 oxidation half-saturation constant for NH+
4 uptake 0.305 mmol N/m3

Ko2
no NO−

2 oxidation half-saturation constant for O2 uptake 0.778 mmol N/m3

Kno2
no NO−

2 oxidation half-saturation constant for NO−
2 uptake 0.509 mmol N/m3

Kno3
den1 NO−

3 reduction half-saturation constant for NO−
3 uptake 1.000 mmol N/m3

Kno2
den2 NO−

2 reduction half-saturation constant for NO−
2 uptake 0.010 mmol N/m3

Kn2o
den3 N2O reduction half-saturation constant for N2O uptake 0.159 mmol N/m3

Knh4
ax NH+

4 oxidation half-saturation constant for NH+
4 uptake 0.230 mmol N/m3

Kno2
ax NH+

4 oxidation half-saturation constant for NO−
2 uptake 0.100 mmol N/m3

a O2-dependent coefficient (Nevison et al., 2003) 0.300 N/A

b Background coefficient (Nevison et al., 2003) 0.100 N/A

Ko2
den1 O2 poisoning constant for NO−

3 reduction 6.000 mmol O2/m
3

Ko2
den2 O2 poisoning constant for NO−

2 reduction 2.300 mmol O2/m
3

Ko2
den3 O2 poisoning constant for N2O reduction 0.506 mmol O2/m

3

Ko2
ax O2 poisoning constant for anammox 6.000 mmol O2/m

3
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Figure C.1: (top) January climatological mean O2, NH
+
4 , NO

−
2 , and N2O at 150m. (bottom) Same

as in the top panels, but for eddy concentrations from day 15 of model year 4. Units are in mmol

m−3.
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Figure C.2: Transects at approximately -8oS showing the fraction of total averaged N2O production

from (a) NO−
2 reduction and (b) NH+

4 oxidation. (c,d) Same as in (a,b), but for the fractional

contribution to mean N2O production from mean reactions. Units are in percent (%).
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Figure C.3: Transects at approximately -8oS showing the fraction of total averaged N2 production

from (a) N2O reduction and (b) anammox. (c,d) Same as in (a,b), but for the fractional contribution

to mean N2 production from mean reactions. Units are in percent (%).
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Figure C.4: Transects at approximately -8oS showing (a-c) the curvature of functional dependencies

for mean N2O production from NH+
4 oxidation (Rn2o

ao ), (d-f) the square root of the associated eddy

tracer correlation terms, and (g-i) their products (multiplied by 0.5 following equation (7)), in

units of mmol N m−3 d−1. The dotted and dashed black curves outline the 1 and 5 mmol O2 m−3

contours, respectively.
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Figure C.5: Same as in Figure C.4, but for mean NO−
2 reduction (Rn2o

den2).
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Figure C.6: Same as in Figure C.4, but for mean N2O reduction (Rn2
den3).
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Figure C.7: Same as in Figure C.4, but for mean anammox (Rn2
ax).

180



Figure C.7: (continued)
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Figure C.8: Transects at approximately -8oS of eddy (a) N2O production from NH+
4 oxidation

(Rn2o
ao ), (b) NO−

2 reduction to N2O (Rn2o
den2), (c) N2O reduction to N2 (Rn2

den3), and (d) anammox

(Rn2
ax) from model years 2 - 11. (e - h) Same as in (a - d), but for the approximate eddy reactions

following the Taylor series expansion in equation (7). Units are in mmol N m−3 d−1. The dotted

and dashed black curves outline the 1 and 5 mmol O2 m−3 contours, respectively.
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D. L., . . . Ward, B. B. (2020). Regulation of nitrous oxide production in low-oxygen waters

off the coast of Peru. Biogeosciences , 17 (8), 2263–2287. doi: 10.5194/bg-17-2263-2020
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Schneider, W., Fuenzalida, R., Rodŕıguez-Rubio, E., Garcés-Vargas, J., & Bravo, L. (2003).

Characteristics and formation of Eastern South Pacific Intermediate Water. Geophysical

Research Letters , 30 (11), 1–4. doi: 10.1029/2003GL017086

210
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