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Abstract

Safety and Harm in Social Computing Systems That Support Matching Markets

by

Veronica A. Rivera

Social computing systems that support matching markets, like online dating and gig

work platforms, provide numerous benefits to users. However, these systems also present

safety-related risks. Prior research has considered individual aspects of safety in these

systems (e.g. scams, physical violence) across specific user groups. However, there is

a gap in understanding how platform affordances (or lack thereof), impact how users

experience harm and the protective safety behaviors they engage in to try to mitigate

harm.

In this dissertation I investigate how platforms influence safety in gig work and

online dating, focusing on three characteristics shared by one or both of these platforms:

a financial motive for the interaction, uneven power dynamics between interacting par-

ties, and a non-trivial offline component of the interaction. I begin by studying how

these characteristics impact safety in four types of gig work. Then, I broaden my work

to systematize the harms and protective behaviors across online daters and gig work-

ers, bringing together two seemingly disparate groups that actually share many safety-

related vulnerabilities and protective strategies. My work suggests that in addition

to causing and facilitating harm, matching market platforms also limit the protective

safety behaviors users can engage in.
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Chapter 1

Introduction

Social computing systems are ubiquitous and have significant positive impli-

cations for how we interact with one another. A social computing system is a digital

technology that supports social interaction via a site, app, and/or platform [408]. These

systems include social media, messaging apps, online forums and platforms for online

learning. Social computing systems allow us to stay in touch with friends and family

near and far, meet new people with experiences different than our own, and share ideas

that enhance our understanding of the world [491].

Social computing systems vary in their structure, and thus in the types of inter-

actions they support. For example, Twitter supports broadcast communication; Reddit

enables interest groups to form large online communities. Other social computing sys-

tems, like online dating and gig work platforms, support matching markets. I also refer

to these as “matching market platforms” in this dissertation. Dating and finding jobs

is something that people have done long before the introduction of their digital coun-
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terparts. However, the introduction of digital matching markets in these domains has

brought considerable benefits; most notably, they have increased the potential romantic

partners [150] and jobs [248] people have access to.

However, social computing systems that enable matching markets also pose

the potential for harm. In these systems, a digital platform and its underlying algo-

rithm effectively serve as “matchmakers”, suggesting to users people they should engage

with in intimate settings, jobs they should take, and/or people they should hire. When

making these determinations, platforms do not have the full context of a user’s expe-

riences and vulnerabilities to gauge their potential for experiencing harm in a match.

This can cause people to enter situations that increase their risk for a plethora of harms

including hate and harassment [459, 354], scams [497, 334], physical violence [468, 308],

and emotional abuse [188, 406]. Harmful experiences like these can lead users to feel

unsafe using these systems.

In this dissertation I focus on safety and harm in two matching market plat-

forms: online dating and gig work platforms. In particular, I systematize the harms

users experience when interacting with these systems into a comprehensive framework.

I also evaluate how platforms contribute to these and inform the behaviors users engage

in to protect themselves. It is interesting to study harm in online dating and gig work

because of the power dynamics, financial motives, and offline interactions they collec-

tively share. In both interactions, some users meet offline after being introduced on the

platform. In gig work, interactions feature an uneven balance of power and occur for

financial reasons. I explore these three characteristics in this dissertation.

2



Throughout this dissertation, I draw on definitions of safety that characterize

it as a basic human need, where there is an absence or limited existence of threats

to an individual’s emotional, physical, or social well-being [277, 205]. I use the term

“threat” to refer to an action or experience that could be detrimental to at least one

area of an individual’s well-being if they were to occur; I use the term “harm” to refer to

the fallout resulting from those actions or experiences once they have occurred. While

this dissertation adopts a broad view of safety and what may threaten it, I present a

summary of prior research that grounds my work in Chapter 2.

This dissertation supports the following thesis statement: Users interacting

via matching market platforms are vulnerable to harm caused by the plat-

form and other actors. They adopt protective behaviors to avoid harm but

their attempts are limited by the design and structure of the platform itself.

1.1 Dissertation Overview

In Chapter 2, I present the related work my dissertation draws from and con-

tributes to. This includes an overview of online dating and gig work platforms, safety-

related issues in these, and issues in gig work affecting workers’ stability and well-being.

In Chapters 3 and 4, I study how the design of matching market platforms

influences the harms users experience and the protective safety behaviors they engage

in. I look at this across various forms of gig work: crowdwork in Chapter 3; ridesharing,

food delivery, and home-based tasks in Chapter 4.
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Chapter 3 focuses on how workers’ financial need and the uneven power dy-

namics characteristic of gig platforms create financial and autonomy-related harms in

crowdwork that are difficult for workers to mitigate. I surveyed (n = 20) and interviewed

(n = 6) crowdworkers on Amazon Mechanical Turk (AMT) to understand their career

goals and the challenges they face in pursuing them. I found that workers have ambi-

tious career goals and see crowdwork as a stepping stone towards their goals. However,

platform features such as the unpredictability of task availability, lack of mentorship,

and low pay, limits workers’ ability to engage in practices that support their professional

development and secure their long-term financial security and overall well-being. Ulti-

mately, they are forced to choose their immediate standing on the platform over their

long-term safety.

Chapter 4 looks at how gig platforms’ failure to consider how women work-

ers’ disposition for harm increases the biases and harassment they experience in work

that is conducted offline. We interviewed 20 women working in ridesharing, food de-

livery, and domestic work. I found that gig platforms’ decisions to ignore existing

gender inequities ultimately causes increased marginalization and disproportionate risk

for women workers. For example, the lack of platform regulation, rating-based work

assignment mechanisms, and lack of post-harm support (e.g. blocking and reporting)

makes women workers feel that they have little recourse when they experience harm.

As a result, they brush off and downplay negative experiences despite the significant

emotional harm they cause.

Chapter 5 systematizes and extends the harms discussed in Chapters 3 and
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4 in the context of digitally-mediated offline introductions (DMOIs): interactions that

are initiated online via a matching market and have a significant, intentional, offline

component that occurs early in the interaction. I reviewed 113 papers across three

groups that engage in DMOIs: gig workers, sex workers, and online daters. From this

review I developed a taxonomy of five harms shared across these groups, the actors that

cause them, and the ten protective safety behaviors they engage in to try to mitigate

those harms. I identified a gap in the literature: an absence of any large-scale study

that quantifies the prevalence of different user definitions of safety, harms, and protective

safety behaviors. To fill this gap, I ran a large-scale survey of gig workers (n = 451)

and online daters (n = 476). I found that physical and emotional harm are the most

prevalent safety threats; the most prevalent protective behaviors are those that involve

leveraging users’ close contacts and social networks.

Finally, in Chapter 6 I synthesize two key takeaways from my dissertation and

draw on the findings from Chapters 3, 4, and 5 to suggest directions for future work.

1.2 Dissertation Contributions

This dissertation contributes the following

• I present the first study of the career goals and challenges of crowdworkers on

Amazon Mechanical Turk. I found that platform features, workers’ financial need,

and the uneven power dynamics between workers and requesters create financial

and autonomy-related harms. In particular, they are unable to progress towards
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Figure 1.1: Overview of dissertation.

their career goals and the long-term financial security and overall well-being these

would provide.

• I introduce the term gender agnostic to describe the ways in which the design of gig

platforms that enable ridesharing, food delivery, and domestic tasks (e.g., clean-

ing, organizing, handiwork) further perpetuate socially-grounded harm against

women workers. Through gender-agnostic design, gig platforms fail to acknowl-

edge women’s contributions, reinforce gender stereotypes, and fail to protect them

against the harms they experience. This creates additional safety-related vulner-

abilities for women workers and limits their ability to respond to, and mitigate,

such harm.

• I introduce the concept of digitally-mediated offline introductions (DMOIs) to

describe interactions that initiate via an online matching marketplace and have
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a non-trivial offline component users engage in soon after. Using this framing I

synthesized prior work on the harms and protective safety behaviors of groups

that engage in DMOIs, including online daters, gig workers, and sex workers.

Focusing on gig workers and online daters, I conducted a large-scale survey to

measure the prevalence of the harms and protective behaviors in the taxonomy.

This prevalence data fills a gap in prior work; namely large-scale data related to

safety in online matching markets.

Figure 1.1 summarizes the three projects in my dissertation and how they

relate to one another.

7



Chapter 2

Related Work

2.1 Social Computing Systems That Support Matching

Markets

Prior work has studied social computing systems that support matching mar-

kets, but has not considered the notion of safety I focus on in this thesis. Lampinen

and Brown argued that markets are social systems and therefore, that we can draw on

work in economics on market design as a lens for designing more effective peer-to-peer

exchange platforms and socio-technical systems in HCI [260]. They applied five con-

cepts from market design to two case studies. One of these concepts was safety, where

safety essentially defined as a kind of incentive compatibility (in the economic sense).

Safety reduces to whether or not the system incentivizes truthful behavior. This is

very different from the definition of safety I use. In my work I adopt safety definitions

that characterize it as the absence or limited existence of threats individual’s emotional,
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physical, or social well-being [205, 277].

To my knowledge, Lampinen and Brown’s work is the only existing HCI re-

search studying matching markets in the abstract. However, there is much research on

specific social computing platforms that support matching markets. In the rest of this

section I survey prior work related to the two types of social computing platforms for

matching markets at the core of this dissertation: gig work and online dating platforms.

2.1.1 Gig Work

It is difficult to precisely measure the prevalence of gig work in the population

because different sources have different notions of what constitutes gig work [7, 141].

A survey by the Bureau of Labor Statistics found that 10.1% of American workers in

2017 [336]. In their definition of gig work they included independent contractors, on-

call workers, and temporary help agency workers. A 2022 study on the economic well-

being of US households by the Federal Reserve found that in one month, 16% of adults

performed gig work, where gig work included selling items through online marketplaces,

ridesharing, and jobs where people are paid for specific tasks [335]. Finally, a UC

Berkeley study using California tax data found that 14.4% of tax filers had some income

from independent contracting, and about half had their entire income stem solely from

independent contracting [46].

Even though accurate measures of the prevalence of gig work are limited, gig

workers still make up a nontrivial portion of the population. In this thesis, gig work

refers to the class of jobs in which workers enter into formal agreements with companies
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to provide services to clients [124] through online platforms or apps. Gig work offers

some incentives to workers, such as greater flexibility to choose jobs and hours, the

ability to work from home, and an opportunity to supplement income [124]. They are

attractive because they facilitate finding work, making more types of jobs accessible to

people who may have a hard time working in the more traditional workforce [381, 197].

In this dissertation, I focus on two categories of gig work: crowdwork and in-person gig

work. These have a lower entry barrier than online freelancing jobs (e.g. such as those

found on Upwork) that often require more specialized training [453, 118, 412].

Crowdwork platforms, like Amazon Mechanical Turk (AMT) and Prolific, al-

low workers to engage in microtasks like immage tagging, translation, transcription, and

object classification, and survey completion [297, 382]. These kinds of tasks are often

done as part of training AI systems and/or research studies. Clients, otherwise known

as “requesters” in this context, post tasks on these sites. Crowdworkers see a list of

available tasks, and if they meet any prerequisites for the task they can complete it.

Tasks are fully completed online.

Ridesharing drivers and food delivery workers, (also known as couriers) find

jobs on apps or platforms that use algorithmic management [40] to match workers with

clients and jobs. Workers get hired online through platforms and apps, but complete

tasks offline in the physical world. Gig workers who perform home-based work such as

cleaning, caretaking and handiwork, also get hired online and complete their jobs offline.

However, platforms that enable this kind of work, such as TaskRabbit and Care.com,

operate like a Marketplace rather than a strict matching system; they provide clients
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with a ranked list of workers to hire from.

Gig platforms have been of interest to the HCI community. Prior work has

evaluated some of the systemic challenges workers face, such as power dynamic dif-

ferences between workers and clients [381], worker surveillance and control via algo-

rithmic management systems [398, 230], invisible labor [177, 472], and unfair/unstable

pay [194, 230]. Some recent, but limited, work has also looked at safety in gig work,

particularly physical safety and scams [21, 497, 516]. I cover this related work in grater

depth in Chapter 2.

2.1.2 Online Dating

Online dating is prevalent; over a quarter of adults in the U.S have met a

partner through an online dating app or website [26]. Online dating sites afford users

several opportunities that make them attractive systems. First, they enable individuals

to meet potential partners they might not have met otherwise in their immediate offline

communities [150]. Second, they allow individuals to think carefully about how they

want to present themselves to others prior to meeting [138]. And third, they can be

freeing for those who have difficulty forming interpersonal relationships offline, giving

them more agency in setting the pace of the relationship [263, 315]. Various aspects

of online dating sites and the dynamics of the relationships that form through them

have been of interest to the HCI community in recent years. For example, prior work

has looked at how online daters select potential partners [151], norms of disclosure and

deception [496, 495], and the role of online communities in supporting online daters [299].
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Surprisingly, there is limited work on safety in online dating within HCI. Some prior work

in the field has considered issues around privacy, sexual consent, and harms resulting

from disclosure of sensitive information [100, 111, 496, 495, 494]. Much of this work

builds on a significant body of research on dating violence in psychology and criminology

which I survey in Section 2.3.

2.2 Harm in Gig Work

2.2.1 Safety-Related Harms

2.2.1.1 Physical Safety

The work in this dissertation builds on recent work that has looked at two

components of safety in gig work: physical safety and scams. In particular, I incorpo-

rate this literature into a taxonomy of safety-related harms and protective behaviors

experienced by both gig workers and online daters (Chapter 5) and evaluate the inter-

section between gender and harm in Chapter 4. I also extend the dimensions of safety

that have been previously considered in Chapter 3 by considering career development

and the long-term financial security and stability it provides as a type of safety.

Almoqbel et. al conducted a qualitative study with rideshare drivers in the

U.S to understand their safety concerns and how they address the safety related issues

they face in doing their job. They found that sources of safety concerns stem from

physical harassment from passengers (e.g. sexual harassment and assault), intoxication

of passengers, driver’s own gender, and trust issues [21]. Research conducted by the
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International Labour Organization found evidence that digitally-mediated work can

cause psychological and physical violence. Issues include discrimination, harassment,

cyberbullying, racism, and physical and verbal abuse [323]. This work suggests that

physical safety issues are prevalent in gig work and resemble safety issues in society

at large. Yet, the dynamics of how these safety issues manifest are uniquely tied to

characteristics of digital labor platforms.

Some research suggests that physical safety issues in gig work can be caused by

entitlement and privilege. For instance, in a study conducted by Milkman et. al [318],

female food delivery workers expressed resentment towards male customers who hit on

them, and talked down to them. The participants noted that perhaps the customers’

behavior was due to the way they were raised and not learning to respect women. This

can be worsened by the power dynamics in gig work that favor the client and platforms

over workers’ needs. For instance, Raval and Dourish found that the unequal effects of

rating systems in ridesharing apps pressure workers to tolerate rude behavior, inappro-

priate comments, and offensive remarks from passengers for fear of low ratings [363].

Similar results were reported among beauty workers (e.g. workers who perform mani-

cure, pedicure, hair services, and massages within clients’ homes) in India [28]. In this

particular study, policies beauty work platforms were found to be biased in favor of the

customer, which made it difficult for beauty workers to set boundaries (e.g. refusing

to service individuals for safety reasons). Other work has suggested that safety issues

can be traced back to the social isolation inherent in this type of work. Researchers

noted that the isolated nature of delivery work endangers workers, especially when they
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are incentivized to make deliveries at night and in secluded locations [413]. Similarly,

Moore found that working in intimate spaces and private homes, in addition to lack of

labor laws and social protection, breeds safety issues for gig workers [323].

Prior work suggests that gig workers rely on platforms and apps to keep them

safe, yet when that fails, they turn to each other for support or to personal safety

strategies. Anwar et. al found that women beauty workers in India working on digital

platforms relied on platform policies for protection against misbehaving clients. Yet,

platforms did not have any strong protections in place for protecting women against

negative experiences like harassment [28]. Ticona describes how some gig workers believe

they are secure because the platform monitors their conversations with clients and stores

information about the client [464]. Other researchers found that delivery workers end up

turning to each other to maintain a sense of safety due to lack of platform protections

and mistrust of police/government [413]. For instance, workers create networks for

emergency support through WhatsApp, and have informal “buddy systems” for late-

night deliveries. Gig workers who go to clients’ homes, such as babysitters hired on

Care.com, will send client’s information (e.g. name, address) to friends, family, and/or

other workers with instructions to check in on them [464]. Other research has reported

gig workers using a myriad of personal non-tech strategies to ensure their safety such

as video recording [21], carrying lethal and non-lethal weapons [21], and being selective

of the job’s time and location [21, 222, 458].
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2.2.1.2 Scams

Scams are another safety issue faced by gig workers. These are prevalent

among both workers who perform tasks exclusively online, like crowdwork, and those

who perform tasks offline, like carework [465]. A majority of prior work has focused

on scam-related safety risks among crowdworkers. Xia et. al conducted a survey study

with 435 AMT crowdworkers to understand their privacy concerns, losses, and expecta-

tions. They found that crowdworkers’ privacy concerns and experiences centered around

targeted ads, phishing, malware, scams, profiling, secondary use of collected data, and

stalking [516]. Sannon and Cosely investigated how AMT crowdworkers navigate these

privacy risks and the challenges they face in doing so [397, 398]. They found that one

of the main challenges crowdworkers face in navigating privacy concerns is not being

able to evaluate the risks associated with a particular task upfront. Workers cannot

determine whether a task is safe/secure until after they’ve invested time in it. At this

point, returning tasks would mean loss of time and effort, which translates into lost

earnings. Some participants also reported providing inaccurate personal information on

tasks to protect their privacy. They classify privacy navigation in crowdwork as a form

of invisible labor that is worsened by the uneven power dynamics on the site [397].

Recent research has also looked at scam attacks among ridesharing drivers

and how they discuss those experiences in an online forum [497]. Watkins found that

ridesharing drivers experience multiple types of scams: those perpetrated by riders

attempting to get a lower-cost ride by manipulating the app, and those targeting the
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driver’s money by impersonating the company. Watkins also found that when stories of

scam attacks are shared in an online forum, they are often met with derision from other

workers, and rarely empathy or respect [497]. This is interesting given the dependence

on collaboration among workers for mitigating physical safety risks. This result brings

up the question of whether there may be differences in how gig workers are able to

navigate different safety and security issues.

2.2.2 Platform Design & Algorithmic Management Issues

2.2.2.1 Worker Powerlessness, Information Asymmetry, and Invisibility

Some workers are initially drawn into gig work because it promises flexibility

and autonomy [104, 222, 230, 269]. However, workers’ experiences often do not live

up to these ideals. Rather, workers find that more power is put into the hands of

platforms and clients than their own [381]. Much of this power imbalance is manifested

through algorithmic management systems [267]. Features of these systems such as

rating-based reputation mechanisms are unforgiving and determine which jobs a worker

has access to [267]. Platforms also give more power to clients than workers, siding

with the former when disputes arise [297, 313]. For example, clients sometimes engage

in unfair labor practices, like rejecting completed work without paying workers and

leaving false reviews [313, 398]. Yet, platforms rarely involve themselves in resolving

these issues, leaving little recourse for workers in these situations [313].

Despite the importance of mechanisms like ratings and reviews for workers’

success, platforms provide little transparency and guidance on how to interpret ratings,
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improve their work, and how exactly platforms use ratings to match workers to jobs

and clients [285]. This information asymmetry means workers end up having to invest

invisible, unpaid, and emotional labor trying to make sense of the algorithms that man-

age their work [177]. A lot of this work is done in worker-operated online communities

where workers engage in algorithmic imaginaries and meaning-making to make sense of

platforms and their algorithms [81, 243]. In some of these communities workers spend

considerable time finding information about a client’s reputation [224] and learning

how to use worker-created browser extensions to search for tasks more effectively [297].

Other work has found that in ridesharing, workers feel pressure to go beyond what is

required of them to please passengers; they’ll offer refreshments and personal stories to

connect with passengers on a more personal level in an effort to increase their ratings,

especially when they are not sure how to improve their reviews otherwise [363].

Researchers have designed and built systems to support gig workers in mitigat-

ing the effects of powerlessness and invisible labor. Ma et. al used Stakeholder Theory

to inform the design of more ethical ridesharing, and suggest ideas for improving how

ratings are given to drivers, and how drivers get assigned rides by Uber [158]. Irani and

Silberman created an activist system that enables crowdworkers to collectively organize

and build solidarity around the issues that affect them [224]. In a later study, Salehi

et al. built upon Turkopticon by studying crowdworkers’ unique barriers to collective

action beyond the limitations imposed by the AMT platform [389]. These insights were

used to co-create a system with workers that supports them in forming publics around

issues and mobilizing towards change. Finally, Whiting et al. introduce a system,
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crowd guilds, that better organizes a decentralized workforce by creating crowdworker

collectives in which crowdworkers can provide feedback to each other [504].

In Chapters 3 and 4 I build on this work to evaluate how worker powerlessness

and invisibility influence gig workers’ protective safety behaviors. Understanding this is

crucial for informing the design and development of systems to support workers’ safety.

2.2.2.2 Unfair and Unstable Pay

Gig platforms are notorious for underpaying workers. For example, a 2018

study recorded 2,676 workers performing 3.8 million tasks on Amazon Mechanical Turk

and found that workers earned a median hourly wage of only $2/hr and only 4% earned

more than $7.25/hr [194]. Another study found that app-based gig workers such as

rideshare drivers and food couriers typically lose 20-30% of their earnings in commission

fees to the apps [381]. Workers are also responsible for paying costs associated with their

work, such as car maintenance, with no support from the app itself [381]. Finally work

assignments are volatile; workers do not necessary know when the next job will be

available or how much they will earn [61]. Platforms do not provide a way for workers

to view hourly wages for tasks, or support on how to determine how much they should

work in a given day to make a goal amount of earnings [80].

The precariousness surrounding pay in platform-based gig work is augmented

for individuals from underrepresented and marginalized groups. For instance, one study

found that on AMT there are certain tasks that pay less than others, such as image

labeling [194]. Yet, these tasks are typically the ones that are most accessible to in-
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dividuals with disabilities, who turn to crowdwork when they are excluded from the

traditional labor market [528]. There is also a significant gender pay gap in gig work. A

study by the Stanford Graduate School of Business found that on Uber men earn about

7% more per hour than women on average [104]. They concluded that this pay gap is

due to differences in men and women’s work practices. For instance, they found that

male Uber drivers are more willing than women to drive in areas with higher crime and

more drinking establishments, which are typically lucrative.

In Chapter 3 I build on this work to evaluate how the pay structures in crowd-

work and workers’ financial need influence their decisions around autonomy-related and

long-term financial safety.

2.3 Harm in Online Dating

2.3.1 Privacy and Consent

Prior work in HCI has looked at issues of privacy and consent in online dating.

One thread of work has considered how online daters’ safety concerns, especially around

privacy, inform their self-disclosure decisions. Cobb and Kohno found that online daters’

primary privacy concerns include unanticipated disclosure, stalking, cyberstalking, in-

appropriate messages, physical violence, and scams [100]. Online daters are particularly

prone to catfishing and other deceptive romance scams that prey on their desire for com-

patibility and emotional connection [421, 100]. Simmons and Lee found that being a

catfishing victim not only affects people’s future use of online dating platforms, but also
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their behavior on other social computing platforms, like social networking sites [421].

A related thread of work has considered harms that could occur when sensitive

personal information is disclosed, especially among marginalized groups. Warner et. al.

investigated the effect of undisclosed sensitive information (e.g. HIV status) on how

people perceive dating profiles among men who have sex with men [495]. They found

that undisclosed information can negatively affect how profiles are evaluated, which

can harm those from minority groups. For example, in the absence of HIV status

information, people may use other profile features such as ethnicity and profile photos

to make inferences about the undisclosed information. In a related study, Warner et. al.

also studied how men who have sex with men manage tensions between health, stigma,

and privacy when deciding what to disclose in online profiles [496]. Cui et. al. studied

how sexual-minority women in China develop practices on dating apps that allow them

to disclose their sexual orientation online while avoiding such a disclosure offline [111].

Other work has evaluated how the harm that occurs on dating apps, includ-

ing XR-enabled dating apps, can shape people’s understanding of appropriate sexual

behavior such as consent [414, 532]. Building on this work, Zytko and Furlo looked at

how to design computer-mediated sexual consent technologies in the context of online

dating [531]; Zytko and Chan evaluated how to design for consent in the emerging VR

dating apps [530].

HCI researchers have also considered how to design technologies that help

mitigate online dating harms. For instance, Datey et. al. studied how AI risk assessment

models could help women avoid online dating violence by augmenting their existing
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prevention strategies, such as profile vetting [114]. Bull et. al. conducted a participatory

design study to examine how the design of opportunistic matching systems, like those

of online dating sites, can prioritize women’s safety [69]. They found that participants

want matching systems to monitor them during an offline meeting, akin to a “guardian

angel”, and are willing to provide significant amounts of personal data to enable this.

Finally, Zytko et. al designed a messaging system that empowers women to better

determine who they will enjoy and feel safe meeting offline [534].

2.3.2 Violence

Dating violence is a term stemming from psychology and criminology to refer

to threatening communication, verbal abuse, or physical aggression in the context of

courtship and romantic relationships [278]. Within these two disciplines, researchers

have drawn on dating violence literature to study online dating violence, especially

among teens [341, 324] and college students [58, 143]. A variety of safety-related harms

have been considered in the online dating violence literature. These include, sexual

violence and abuse [149, 93, 169], harassment [441], stalking [95], emotional harms

(e.g. lies and deceit) [107, 470], and health-related harms such as sexually transmitted

diseases) [107].

The online dating violence literature illuminates how digital platforms expand

the risks and harms associated with dating [311]. Borrajo et. al. [58] found that more

than half of surveyed college students in a romantic relationship had experienced harm

through social messaging applications (e.g. WhatsApp). In their extended literature
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review of online dating violence, Phan et. al. [349] noted that online dating is a sig-

nificant source of technology-facilitated sexual violence because of the increased access

to potential targets and people’s increased predisposition to quickly trust and share

personal information with the people they meet online.

Some work has investigated how online dating risks may be influenced by

certain demographic factors, with an emphasis on gender differences [349, 149, 167].

Prior work suggests that women experience online dating violence at a higher prevalence

than men [503]. A survey by Pew Research found that women under 35 years of age face

the highest prevalence of harassment: 60% of women daters 18-34 years old surveyed said

someone on an online dating site undesirably continued contacting them after an initial

offline meeting and 57% were sent unwanted sexual or explicit images [26]. Gillet [170]

evaluated women’s experiences with intimate intrusions in online dating, defined as

“behaviors women themselves perceive and/or experience as intimidating, threatening,

coercive or violent”. Reed et. al., [373] found that among teenagers the consequences

of online dating violence are especially detrimental for women.
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Chapter 3

The Impact of Power Dynamics and

Financial Need on Safety in Crowdwork

In this chapter I studied the career goals and related challenges of crowdwork-

ers.

While at first it may seem odd to include career development in a study of

safety, career development has been viewed as a kind of safety for a long time. Maslow’s

hierarchy of needs defines safety as including job and economic security, social stability,

control over one’s future, and health/well-being [314, 301]. Prior work from career and

organizational studies suggests that career development allows individuals to achieve

many of these; this work finds that career development allows individuals to pursue work

that aligns with their values and interests (thus promoting mental well-being) [409, 291],

provides greater financial security [76], and enables them to exercise independence and

agency [378, 499].
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We surveyed 20 Amazon Mechanical Turk (AMT) crowdworkers and inter-

viewed six of them (recruitment details in Section 3.3.2). We asked questions to un-

derstand what long-term career goals they have, what challenges they face in pursuing

them, and the role the platform plays for them in working towards those goals. Overall,

we sought to evaluate how features of crowdwork platforms such as uneven power dy-

namics, unpredictability of task availability, lack of mentorship, and low pay, coalesce

with workers’ financial need to impact their safety in the form of career development.

We found that crowdworkers have ambitious career goals and see crowdwork

as a stepping stone towards their goals. In particular, many join AMT in an attempt

to alleviate some of the challenges they face in pursuing those goals, such as financial

constraints. However, the opportunities for success on AMT are limited; the pay is

low and the lack of collaborative work and opportunities for situated learning make it

difficult for workers to overcome both financial challenges and other career progression

barriers including obtaining career mentors and engaging in adaptive career behaviors

such as learning and planning. We see an unfortunate dynamic: finding themselves on

a platform that does not ensure their immediate financial security, workers focus on

providing this security themselves through hyper-focused attention to the platform and

irregular work hours. In this process, they sacrifice their long-term goals and the safety

(e.g. future financial security, well-being, and stability) that achieving those goals would

provide.

The work in this chapter was done in collaboration with Dr. David T. Lee,

published in the Proceedings of the ACM on Human-Computer Interaction in 2021, and
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presented at CSCW 2021 [377].

3.1 Introduction

Career development is an important part of employees’ happiness and well-being [232,

139], and a significant factor in employers’ business success [309, 227], since happy em-

ployees are more productive. For these reasons, employers typically invest in providing

structures and resources, such as career ladders and mentorship programs, that support

employees’ career goals within the organization. For employees, these benefits are not

only important for moving up in their current organization, but also for moving across

organizations and sectors [400] and for maintaining relevance in a rapidly changing econ-

omy shaped by technological progress [65]. Jobs are becoming increasingly polarized

into lower-skilled and higher-skilled jobs [208, 115], and workers are realizing that learn-

ing and retraining need to happen continuously if they are to avoid getting pushed into

lower paid and lower-skilled occupations [65, 208, 159].

Along with the changing dynamics of career development is a change in how

work is conducted. Tech innovation is expected to restructure 38% of jobs within the

next ten years [177]. This includes a shift to tasks that can be performed on-demand

and on a piece-work basis, like most of the jobs in the gig economy [431]. In 2016 at

least 20 million adults in the U.S earned money by working on online on-demand tasks

like those found on Amazon Mechanical Turk (AMT), a number that is expected to rise

with the growth of AI [177]. On-demand work platforms offer some benefits, such as
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flexible work hours and the ability to work remotely, but are plagued with poor working

conditions. Workers on platforms like AMT face issues such as low pay, lack of basic

worker protections, and power imbalances [209, 225, 420, 297]. With more and more

people expected to form part of this workforce, it becomes even more important to

consider how to create a “future crowd workplace in which we would want our children

to participate” [248].

The majority of research around crowdworker well-being has focused on di-

minishing some of the precariousness associated with this kind of work. This in-

cludes research on facilitating workers’ reviews of requesters [224], strengthening worker-

requester relationships [297], supporting organization for collective action [390], and

developing guidelines for a worker-centric peer economy [20]. However, there has been

little research on supporting career development in crowdwork.

Supporting career development in crowdwork is important for two reasons.

First, enabling crowdworkers to pursue their career goals is another way to support their

well-being and safety [208, 270, 33, 101, 301, 314]. Second, changes in the structure of

work are making it imperative for all workers, including crowdworkers, to easily retrain

and change jobs across industries [208, 65, 361]. Since crowdwork is a relatively new

form of work, it is important to understand the types of careers crowdworkers may want

to pursue, and what challenges they may face in retraining and working towards their

career goals. In this paper we explore these ideas by addressing the following research

questions:
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• RQ1: What are crowdworkers’ long-term career goals?

• RQ2: What challenges do crowdworkers face in working towards their career goals?

• RQ3: How do environmental factors within crowdwork platforms support or in-

hibit their learning and pursuit of their career goals?

To answer these questions we conducted a qualitative study consisting of an

open-ended survey with 20 workers on AMT and semi-structured interviews with six

of those 20 workers. We found that many crowdworkers have long-term career goals

they would like to accomplish that require them to transition out of AMT. They join

the platform as a precursor to pursuing those goals. However, they struggle to make

progress towards their goals while working on AMT due to lack of career guidance and

limited time and financial resources. Since tasks on AMT pay so little and good-paying

work is hard to come by, time is of the essence for these workers, especially for those

who consider it to be their main source of income. Furthermore, they need to constantly

be “on”, ready to work on the next decently-paying task in order to meet their goal

earnings for the day or week. Many workers also have additional constraints such as

office jobs and children to look after. When these responsibilities are coupled with the

unpredictable nature of tasks on AMT, it becomes difficult to find spare time to develop

the skills they want to, and need to, learn to transition out of crowdwork.

This study extends existing research on crowdworker well-being by offering a

new perspective of career support as a form of well-being. Our contributions to CSCW

are two-fold. First we, contribute insight into crowdworkers’ career goals and the chal-
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lenges they face in pursuing them. Second, we build on our findings to recommend

design and research directions for better supporting crowdworkers in pursuing their

career goals outside AMT. Our hope is that these contributions can spark new conver-

sations on how the safety and well-being of crowdworkers still falls significantly behind

what we expect for workers in traditional work environments.

3.2 Background: Factors that Support Career Develop-

ment in Traditional Forms of Work

Knowing the importance of career development on workers’ safety and well-

being, how do we go about understanding and supporting career development in gig

work? We draw on the research in career and organization studies to ground our study

of career development in crowdwork. In this section I describe the factors that support

career development in traditional work. We use these to inform the data collection and

analysis in our own work.

3.2.1 Strong Interpersonal Relationships

Interpersonal relationships can have a significant, positive impact on an in-

dividuals’ career development, especially career mobility. For example, family and

friends can help by suggesting jobs that align with that individual’s values, interests,

and skills [310]. Past co-workers can serve as role models [41, 71] supporting their

career decision-making processes [168, 331, 358], and can boost an individual’s self-
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efficacy [137, 358, 404]. Close connections can provide emotional support leading to

greater confidence in overcoming career obstacles to pursue goals [206] rather than

settling for less interesting career paths that are easily attainable [272]. And finally,

professional connections can help open doors by providing information about job op-

portunities, facilitating meetings with influential people, or sharing the norms of a par-

ticular industry [515], ultimately increasing the options an individual is able to obtain

when changing careers [206].

3.2.2 Appropriate Financial Resources

The availability of financial resources also strongly influences how an individual

copes with a career change [270, 136]. The retraining necessary for changing careers is

expensive. This is why studies show that financial pressure is the most important factor

for individuals in deciding whether or not to pursue further education and training,

choosing temporary work between jobs, and determining how they feel about their

overall career change prospects [136]. “No contextual factor appeared more striking in

its impact on an individual’s ability to cope with the transition than did finances” [136].

3.2.3 Ability to Engage in Adaptive Career Behaviors

One of the reasons social support and financial resources are so crucial to ca-

reer mobility is that they influence the ability of individuals to engage in adaptive career

behaviors, i.e. self-regulatory behaviors such as planning [401, 455, 270], career explo-

ration, and goal-setting that have been shown to increase the likelihood for obtaining
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satisfying career outcomes [270]. For example, the ability to picture the details of a

potential future career move and to proactively take steps towards those goals, e.g. by

learning new skill sets, helps workers determine whether decisions they make will ben-

efit them in the long run and to make informed decisions quickly when needed [136].

The ability to use temporary employment purposefully was also critical for keeping the

need to generate income from becoming a barrier to career change [136]. We chose to

focus on social support and financial resources because these factors best align with the

tensions that crowdworkers are known to experience (see Section 2.2.2). Therefore, we

hypothesized that these challenges may have a higher likelihood of connecting to the

structure and design of gig platforms.

3.3 Methods

We conducted a study of the career goals of AMT workers and the challenges

they experience in pursuing their goals. This consisted of open-ended surveys with 20

AMT workers and interviews with 6 of those workers. Our goal was to gain insight into

their career goals and the challenges they have faced in pursuing those goals. In this

section we begin by describing a small pilot study that motivated the research in this

paper. We follow by describing our process and methodology for studying the career

goals and career-related challenges of AMT workers.
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3.3.1 Pilot Study

Prior to carrying out this research, we conducted a small pilot study to help

understand whether crowdworkers have unmet career goals and if this space warrants

further study. The pilot study consisted of two surveys (N=50 for the first, N=6 for the

second) and three tasks (N=4) that required workers to learn basic data analysis and

apply those skills to a large dataset. This pilot study was carried out as a class project

for UCSC CMPM 243 Social Computing Research: Design, Algorithms, and Incentives.

The purpose of the surveys in the pilot study was to explore workers’ career

goals and how they see their work on AMT as contributing to those goals. The tasks

scaffolded the process of conducting basic data analysis of a large dataset on Google

Sheets, with each subsequent task building on prior ones. In each task workers learned

a particular concept through provided written tutorials and videos, and immediately

applied the concept to the provided dataset. The purpose of the skill-building tasks

was to prompt workers to think more deeply about their ability and interest to perform

more complex work than typically available on AMT. Both the surveys and skill-building

tasks were posted as HITs on AMT and compensated workers at a $15/hour rate. The

only recruitment criteria for the first survey was that workers had to be located in the

US.

The first survey, which received responses from 50 workers, was used to explore

workers’ motivations for being on AMT and screen participants for later parts of the

pilot study. We asked workers to provide their age range, primary occupation, how long
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they work on average per day on AMT, and how long they have been working on the

platform. We also asked open-ended questions such as what motivated them to become

workers on AMT, what they like and dislike about working on the platform, and what

are some things that they would change about the platform. This helped provide some

context about their experiences on AMT to frame their career goals and perspectives

around complex tasks. From those 50 participants, six were invited to complete a

followup survey and the three skill-building tasks. We chose workers who provided

thoughtful responses to the open-ended questions in the initial survey and included

both workers who consider AMT their primary occupation and those who consider it a

side job in order to have a variety of perspectives represented in our participant pool.

We limited this part of the study to just six workers so that we would be able to answer

questions workers might have as they worked through the more involved skill-building

tasks.

All six workers completed the follow-up survey, which asked them what their

long-term career goals are, whether they feel they can learn new things from the tasks

they do on AMT, and how they see the relationship between their career goals and

the work they do on AMT. Four workers completed all three skill-building tasks and

post-task surveys where they described how valuable they found the tasks, whether they

learned skills that they might use in other contexts, and how much they enjoyed these

tasks relative to the ones they typically work on in AMT.

The results of the pilot study revealed that some workers on AMT have career

aspirations, such as climbing the career ladder in an organization to get a better position,
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Name Gender Age Time on AMT Hours/Week Education Career Goal
Alvin M 25-34 1-3 yrs 63-84 Bachelor’s Make a good living
Renee F 35-44 4-6 yrs 35-56 High School (GED) Freelance programmer
Christina F 25-34 1-6 months 25-40 Bachelor’s Obtain pharmacy degree
Anne F 25-34 1-3 yrs 54-72 some college, no degree Find what she’s passionate about
Kristi F 35-44 1-3 yrs 140 High School (GED) Visual merchandising executive
Lola F 25-34 4-6 yrs 15 some college, no degree Registered dietitian; get degree
Ben** M 35-44 1-6 months 21 Bachelor’s Data analyst; get degree
Jana F 35-44 4-6 yrs 60 some college, no degree Social worker; get degree
Brenda F 35-44 4-6 yrs 21 Master’s Database administrator
Earnest M 25-34 7-10 yrs 90 Bachelor’s Career in broadcasting
Eleanor** F 25-34 1-3 yrs 10 Master’s Data Analyst
Perry M 25-34 1-3 yrs 14 Associate’s Network systems administrator
Tasha** F 25-34 1-6 months 30 some college, no degree Government teacher; get degree
Derrick M 25-34 1-3 yrs 20 Bachelor’s Ebay reseller; avoid desk job
Hope** F 45-54 4-6 yrs 56 Associate’s Own art gallery
Lindsay F 25-34 1-3 yrs 16 Master’s Professor and writer; get PhD
Viola** F 25-34 1-3 yrs 112 Bachelor’s Find what she’s passionate about
Lorena F 25-34 4-6 yrs 30 Associate’s Computer programmer
Charlotte** F 45-54 1-3 yrs 30 Bachelor’s Social worker; get Master’s
Francisco M 35-44 1-6 months 36 Bachelor’s Own an online business

Table 3.1: Characteristics of AMT worker participants who completed the open-ended
survey. 11 participants out of 20 indicated that AMT is their primary occupation and
source of income. All names are pseudonyms. ** denotes individuals who participated
in an interview, in addition to completing the surveys

and learning new, complex, skills like computer programming. We also noticed that the

workers involved in our pilot study were excited about the opportunity to work on

tasks that were more involved than those typically found on AMT. They expressed

excitement about the three skill-building tasks we presented them with, explaining

that “it is nice to do something that is really productive and not the same old stuff

that Mturk has”. Participants noted that the skill-building tasks were fun, and made

them feel like they actually learned something useful, in stark contrast to the tasks

they usually complete on AMT. Some participants even messaged me to express their

gratitude for the opportunity to work on these tasks, and expressed their interest to

continue working on similar tasks in the future. These results and interactions suggested

to us that workers on AMT value learning and career development, and that our research

questions were worth pursuing.
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3.3.2 Open-Response Survey & Interview Study

We conducted open-ended surveys with 20 Amazon Mechanical Turk work-

ers, and semi-structured interviews with six of those workers. All participants were

U.S workers. Questions were based on factors that have been found to support career

mobility in traditional work. For example, we included several questions around the

strength and nature of interpersonal relationships.

3.3.2.1 Participants and Data Collection

We began with a screening survey to select workers for the main portion of

the study and obtain background information to contextualize their responses. The

screening survey contained 8 demographic multiple-choice questions and two open-ended

questions concerning workers’ long-term career goals, and whether their work on AMT

supports these goals. We received 112 responses to the screening survey. These responses

are not part of the analyzed data. 25 of these participants were invited to complete a

follow-up survey with 11 open-ended questions about their experiences on AMT, why

they joined, and their current efforts working towards their long-term goals. These

participants were chosen based on the following criteria: 1) AMT being their primary

occupation or spending at least 10 hours per week working on the platform, and 2)

the quality of their responses to the two open-ended questions in the screening survey;

specifically, whether they wrote at least as many sentences as the instructions requested,

the readability of their responses, and the overall perceived effort of their responses.

Of the 25 workers we invited to participate in the follow-up survey, 20 com-
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pleted the survey. These 20 responses are part of the analyzed data. From those 20

workers we then filtered out five who indicated they did not want to be contacted for

an interview and five more whose responses did not meet the instructions’ length cri-

teria. We invited the remaining 10 workers to participate in an interview and received

responses from six. For the two surveys and the interview, AMT workers were compen-

sated at a $15/hour rate.

Our semi-structured interviews with the six AMT workers were 20-35 minutes

long and conducted over the phone. I performed all interviews. Interview questions built

on the open-ended survey responses, focusing on understanding workers career goals in

greater depth, the challenges they have faced in working towards those goals, and the

barriers they anticipated facing in the future. We also focused on understanding their

lived experiences as crowdworkers on AMT and how their work on AMT affects their

day-to-day life. We were particularly interested in evaluating whether AMT workers

might benefit from some of the same resources that have been found to support career

development of workers in traditional work environments.

3.3.2.2 Data Analysis

We generated interview transcripts using automatic transcription software and

checked them for accuracy and I made corrections as necessary. The open-ended sur-

vey responses were analyzed primarily by myself, with support from two undergraduate

research assistants. The interview transcripts were all analyzed by myself. All codes

and emerging themes across data sources were documented in a spreadsheet and dis-
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Code Category Relevance to Research Ques-
tion

High-Level Themes
(Round 1)

(1) What led crowd-
workers to join AMT
in the first place and
what has kept them
there.

Understand the relationship be-
tween AMT and participants’ ca-
reer goals (e.g. are they using
AMT as a stepping stone into
their dream career, what is the
role of AMT in the greater con-
text of their career goals)

Financial hardship
Desire to be self-
sufficient
Job constraints

(2) What do AMT
workers look for when
choosing tasks.

Evaluate whether workers are
choosing tasks that might help
them in pursuing their career
goals (e.g.picking tasks that are
somehow related to their inter-
ests or could help develop certain
skills)

Maximize hourly wage
Interest in task con-
tent

(3) What are AMT
workers’ experiences
like on the platform.

Understand the lived experiences
of our participants to contextual-
ize their career-related challenges
(e.g. how might their experi-
ences on AMT affect how they
think about and pursue their ca-
reer goals).

Need to always be
“on”
Self-directed learning
Power imbalance

(4) What are AMT
workers’ career goals,
career plans, and
career-related chal-
lenges.

Understand AMT workers’ ca-
reer goals, how they plan to
work towards those goals, and
the challenges they are facing or
anticipate facing along the way.
Directly helps us answer RQ1
and RQ2.

Uncertainty & feeling
stuck
Financial constraints
Time constraints
Desire for career out-
side AMT

Table 3.2: Categories used in first round of analysis, description of how each category
relates to our research questions, and list of high-level themes identified for each category
in first round of analysis.
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cussed regularly with the David Lee. All data was analyzed using thematic analysis

and deductive coding [60], focusing on the four categories below, which were derived

from our interviews and surveys. Details about how the categories relate to our research

questions can be found in Table 3.2.

1. What led crowdworkers to join AMT in the first place, and what has kept them

there.

2. What do AMT workers look for when choosing tasks.

3. What are AMT workers’ experiences like on the platform.

4. What are AMT workers’ career goals, career plans, and career-related challenges.

We analyzed the data through multiple rounds of coding. In the first round we conducted

open coding around each of the four categories and clustered the resulting codes together

into twelve high-level themes (Table 3.2). We then performed a second round of coding

to identify sub-themes for the twelve high-level themes. We focused this analysis on

the underlying what, why and how behind each of the themes identified in the previous

round. A total of thirty sub-themes emerged, many of which pertain to multiple high-

level themes from the first round of analysis. The patterns from themes and sub-themes

identified for the fourth category were directly used to answer RQ1 and RQ2. To

answer RQ3 we conducted a third round of analysis, looking for patterns resulting from

the intersection of sub-themes emerging out of the first three categories with those

emerging out of the fourth category. In the findings section we include quotes from
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interviews and open-ended survey responses that are both evocative and representative

of the main findings across the dataset. In section 3.6 we discuss the limitations of our

methodology.

3.4 Findings

We found that participants want to transition out of crowdwork to pursue a

career that can deliver greater job security and fulfillment. For some, these goals stem

from lifelong dreams they want to see realized. Others have less concrete goals, but

know that crowdwork is not the end goal. They join AMT as a means to an end,

yet face challenges in taking the first steps out of crowdwork and towards their career

goals due to lack of career guidance, financial hardship, and time pressure. On AMT

participants find themselves needing to prioritize their longevity as crowdworkers over

working towards their career goals.

We begin by offering a description of the career goals and motivations of our

participants, focusing both on those who are still figuring out their career identity and

those who have a clear vision and laid out plan towards their goals. We then describe

the three challenges we saw participants face in pursuing their career goals and conclude

by describing the ways in which participants creatively try to learn and grow through

their work on AMT, and how they ultimately end up having to prioritize their efficiency

on the platform over anything else.
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3.4.1 Seeking Greater Job Security and Fulfillment of a Lifelong Dream

Participants expressed wanting to pursue a career outside of crowdwork in

order to obtain greater job satisfaction and security than that offered by crowdwork,

and to fulfill lifelong goals. Many participants shared they want a job that will allow

them to be financially independent.

“I would love to be a Network Systems Administrator to experience a lively
adulthood. It’s where I see myself able to garner enough funds for a home
of my own with no one else in it and a flourishing career.” -Perry

Participants seek a fulfilling career and do not want to settle for crowdwork. Tasha

explained, “it [AMT] is not rewarding enough work that I could stomach it for a long-

term career type thing.” Likewise, Earnest said, “With time, I’ll probably phase it [AMT]

out to find something more fulfilling. It’s a decent line of work but it’s not the endgame

for me.”

Some participants shared they have career goals they have wanted to pursue for

a long time, often times stemming from life-long interests. For instance, Hope dreams

of owning an art gallery and explained, “photography has been a hobby of mine ever

since I was a little girl...I love photography, it’s my biggest passion and if I could do that

full time, I would”. Similarly, Tasha shared that she wants to get a degree in education

and aspires to teach high school government and politics classes because she has been

interested in politics ever since she was young.

“I decided when I was four I was going to be the first female president of the
United States. I think I’m going to miss that though. But I mean, it’s been
a lifelong interest of mine where I was following politics. I got my picture
in our local paper from getting a letter from the white house when I was in
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first grade cause I kept writing. This has gone on forever. I was voted most
likely to be president in high school. So politics has always kind of been my
thing.” -Tasha

Although participants expressed wanting to pursue a career outside AMT, their

level of clarity around the specifics of their goals vary. While some participants might

know they want a fulfilling job that offers financial security, many do not have a specific

career direction in mind and want to explore potential career options and interests first.

“I’m not sure [what I want to do], and this is the biggest conundrum to
me. I have interests that branch out to all different types, but nothing strong
enough to make me want to commit to it for the rest of my life.” -Anne

In the meantime as they figure out their career plan these participants joined AMT to

make money to either overcome financial hardship, or to be productive in their spare

time. Many of them plan to continue working on AMT until they can figure out what

they want to do career-wise. When asked how much longer she expects to continue

working on AMT, Jennifer replied,“If things don’t pan out, probably for a while until I

figure out what I’m good at and can apply for other jobs that fit my skill set.”

Other participants know exactly what job they want, what skills they will need

to develop, and have envisioned a path for getting to their goal. Many of them plan

to attend school and obtain a degree as part of their retraining process. For instance

Jason has laid out a clear plan for pursuing a career as a data analyst:

“For now, the first thing I want to do is pay off my student loan debt. After
that, I want to make sure I have enough money to relocate to a new area
and land a job. After I settle in with a job and a place to live, I’ll probably
attend college, trying to avoid student loans, and eventually get my bachelor’s
degree. At that point, I’ll try to find an entry level data analysis job.” -Jason
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However, obtaining a degree is costly, and many of these participants face financial

obstacles, such as outstanding debt, that make it difficult for them to move forward

with their career plan. They join AMT hoping that they will be able to make enough

money to both pay off existing debt and save money to pay for school.

“I lost my online business and I had an mTurk account from years ago. I
needed to make money quickly before figuring out my next career...I would
ultimately like to become a computer programmer. I want to work as a
freelancer or with a reputable company, ideally remotely. I hope to become
successful with that. I also eventually want to go to school and mTurk will
play a big role in paying for that.” -Lorena

Regardless of how clear their career goals are, all participants indicated that

their goals lie outside AMT. They joined AMT as an initial step, hoping that eventually

they may be able to move on and transition out of crowdwork. However, they find it

challenging to make progress.

“I have [begun to work towards career goals], but I feel like I don’t get any-
where, so I stay stagnant for a while and just settle for mTurk.” -Anne

We found that participants’ challenges pursuing their career goals outside crowdwork

stem from lack of appropriate career guidance, minimal financial resources, and limited

time to dedicate to learning.

3.4.2 Challenge: Lack of Career Guidance

Trying to pave one’s career path without appropriate guidance and mentorship

is difficult and confusing. Many participants feel lost in thinking about their careers

and expressed difficulty figuring out their next steps.

41



“I really don’t know what exactly I would like to do. I don’t really have a
dream job because I haven’t really found something I’m passionate in...I was
thinking something related to computers because I use them frequently, and
obviously programming is a huge job market, so I was leaning towards that,
but I’m not really sure...If I had more confidence that I was actually good
at programming and would want to do it full time I would probably be much
more willing to jump into it.” -Alvin

Alvin thinks he might be interested in computer programming. But with no prior first-

hand exposure to the field, and no guidance from someone who knows the area, he is

hesitant to pursue this interest further. Alvin does not know what being a computer

programmer entails, and whether it is a career that might suit him.

Other participants expressed related challenges entering a new industry. For

instance, Viola shared that she is interested in a job that would enable her to help

people, but she is unsure how to turn her interests into a career. From speaking to her

we learned that before joining AMT she worked for several years as a QA chemist. Now

she wants to transition into a completely different industry she had no prior exposure

to throughout her scientific career. Her lack of experience and knowledge in her area of

interest make it difficult to even know where to begin.

“I have also been really thinking about doing something that I enjoy and
helping people with support groups or some sort of non-profit organization,
but I don’t know where to start...I’m slowly figuring that out as I go.” -Viola

Eleanor also expressed she has faced difficulties trying to break into data analysis due

to her inexperience, specifically her lack of related work experience and industry con-

nections.

“Because there’s not that much of a need for that in the market unless you’ve
got good experience, good connections, et cetera. I haven’t been able to break
into that [data analysis] yet, but I’m working on it.” -Eleanor
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Several of our participants expressed that while they have emotional support

from friends and family members who want to see them succeed, they lamented not

having adequate mentors who could help them navigate their career direction. Having

a mentor could help them overcome challenges defining their career goals and finding

relevant work experience in their areas of interest.

“I wish I had a mentor. I wish I had someone that I could have at least had
advice that knows how to like, navigate this whole mess. But no, I’ve never
actually had anyone that actually could do that, I’ve never had anyone that
was like, hey, this is a university you should actually consider these majors
or what’s so important about it or why it’s important to have a job in the
first place. I didn’t really have that type of mentorship or person that’s older
or experienced to help me get through a lot of things in my life.” -Viola

Viola further shared that her biggest challenge in pursuing her career goals stems from

her lack of the “connections and experiences from working a real job”, insinuating that

she is unable to develop the career-oriented relationships and contextual skills she needs

just through working on AMT. She feels she needs to work a “real job” in order to

develop those kinds of relationships and skills.

Overall, participants expressed wanting to pursue a more stable and fulfilling

career outside crowdwork, but struggle to work towards those goals because they lack a

mentor who could guide them in the right direction. They joined AMT as they try to

figure out their interests and how to pursue them, yet these challenges persist as AMT

fails to cultivate the kind of mentoring relationships that might help workers and that

career studies suggests are instrumental to career development and successful career

change.
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3.4.3 Challenge: Financial Strain

While some participants face challenges developing their careers due to un-

certainty and lack of career guidance, others face significant financial barriers. Several

participants joined AMT hoping that it might be able to help assuage financial road-

blocks and allow them to build up their savings for future educational pursuits, but they

find that the income they earn on AMT is insufficient to make steady progress towards

their goals.

Many participants who have a specific job they want to pursue and a laid out a

career plan envision getting a degree through formal schooling to acquire the skills they

will need. For instance, Tasha wants to go back to school to get a degree in education

so that she can be a high school government and politics teacher. Charlotte wants to

obtain a master’s degree in social work to be able to provide counseling to students

and their families. Hope aspires to go back to school to earn a bachelor’s degree in

something related to art or photography, and obtain more business training to open up

her art gallery. Christina wants to apply to pharmacy school. Ben wants to move to

his closest major city and enroll in an applied math degree program. And Lorena aims

to pursue a degree in computer science to become a computer programmer.

However, formal education is expensive, and many participants also face finan-

cial hardship from unemployment, medical debt, and prior school loans that they need

to overcome before they can move forward with their plan to put money into a degree.

“Right now I am in crisis mode. I have too much debt to do anything else...I
have to pay off my debt first. I have to be online all [day] to work and can’t
do other things right now.” -Hope
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For many participants, pre-existing financial barriers are the biggest challenge they face

in trying to pursue their career goals.

“That’s [financial debt’s] really the challenge. I mean, I can make everything
else work, but on the inside, you know if it weren’t for that, I really think
that this is something I probably already would be teaching if it weren’t for
the hangup of the loan and, you know, always hitting some roadblock in the
way of getting back on a repayment plan with the loan that I can actually
follow. That’s really what’s getting in the way.” -Tasha

Several participants joined AMT to help pay off outstanding debt and save money for

their career goals. AMT was an enticing option because it enabled them to work from

home, and thus, manage the other constraints in their lives such as needing to take

care of young children, health issues, and being in a location with limited employment

opportunities. However, participants end up struggling to put their plan into action

because pay on AMT is so low that they can barely make ends meet, much less be able

to save money for retraining and learning. For instance, Charlotte explained that her

first step towards pursuing her goal of being a social worker is to get a master’s degree

in social work. However, her family is “so cash strapped” that relying on AMT is not

enough for her to complete her degree.

Interviewer: So do you think that mTurk will be able to help you be finan-
cially secure enough to get your master’s?

Charlotte: No. I don’t think that I’m going to be, let me word it this way,
one cannot base their income on mechanical Turk because that is, that’s a
disaster waiting to happen. So if a person is relying on mechanical Turk
to pay their monthly bills, it’s not going to happen. It’s just not possible.
Um, while there are some that do thrive, the majority of individuals will be
very lucky if they pulled 20, maybe $30 a week. So no I can’t solely rely on
Amazon to meet my needs.

In some cases, the financial challenges are so great that participants need to find ad-
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ditional income sources. For example, Ben shared that he needed to obtain another

job at a retail store in addition to working on AMT in order to make any significant

progress paying off his existing student loan debt, so that he can more quickly relocate

and pursue his bachelor’s degree in applied math.

3.4.4 Challenge: Time Strain

Some participants shared that they struggle to find time they can devote to

self-directed learning and planning towards their future career. The challenges they face

around time are oftentimes compounded by needing to work long hours and irregular

schedules on AMT in trying to meet their financial needs.

Many participants, especially those who heavily depend on AMT as a source of

income, experience difficulty balancing work and caretaking responsibilities with making

time for learning and retraining. For instance, Renee described how one of her biggest

deterrents in pursuing her goal of being a freelance software developer is being able to

self-study programming at home.

“My biggest challenge is time. When I’m free during the day, I’m usually
working on mturk and can’t focus solely on learning. During the weekends,
my kids are home and it’s hard to get a distraction-free area just to absorb
the information.” -Renee

Lorena faces a similar problem. She said, “A big challenge I face is having enough time

to work, take care of my son, take care of the house, and learn programming”. Both

Lorena and Renee face financial challenges that make it so that they need to prioritize

their financial stability by working as much as they can on AMT in order to maximize
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their earnings. In addition, both of them face care taking responsibilities, which further

cut into the time they might have available to focus on learning and retraining. Likewise,

Viola explained that she is still trying to figure out exactly what she wants to do career-

wise, but it is difficult for her to make progress because in addition to not having career

guidance, she lacks the time to think about her goals because she is always taking care

of others and putting their needs before her own.

“I never had the time to like pursue what I need to do and, and just self
improve myself. I never had the time...I basically had to work all the time.”
-Viola

Viola further explained that she does not have time to think about what she is interested

in or what career she might want because she is the sole breadwinner of her household

and needs to work long hours on AMT to be able to maintain both herself and her

husband.

The nature of crowdwork makes it so that the participants who have the great-

est financial need have to not only work long hours, but also maintain irregular and

unpredictable schedules. Many participants described how their schedule is set by how

much money they need to make that week, and how much they are able to progress

towards their goal earnings each day.

“I basically work until 8-9PM...but sometimes if I see things happening I’ll
go until midnight. Last Friday night was really crazy and I didn’t go to sleep
until 2:30AM so I plan on stopping myself much earlier. The weekends are
more laid back, I sleep in and don’t start until 7 or 8AM and it ends alot
earlier like 9PM.” -Viola

Similarly, Lindsay explained that she often finds herself needing to work on AMT during

the weekend when she has not met her goal earnings for the week, on top of working a
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full-time job offline. She said that the hardest thing for her in trying to pursue her goal

of being a professional writer is not having the time to further her education.

“The challenge is always time. There does not seem to be enough time in
the day. This is why it is particularly important to prioritize tasks on mturk.
I need more time and money each day to work toward my goals. There are
not enough days in the week.” -Lindsay

For many participants working on AMT is not a 9-5 job, so it is difficult for

them to dedicate time to pursuing their career goals during “after work hours” because

there is not a clear notion of after work hours. Work hours revolve around how much

an individual needs to make that day and how long it takes them to reach their goal

earnings. Additionally, beyond needing to work long hours and irregular schedules many

workers need to continuously look for tasks and be ready to go when good work (fair-

paying work) is available. For instance, Hope described how she needs to spend a lot

of time each morning just looking for tasks on AMT in order to have them all lined up

and ready to go.

“A lot of time I have spent hunting for work because unfortunately it’s not
like a regular job where you just log in and you know exactly what you have to
do and then you go home and the job is done. You have to be very proactive
and multitask in looking for the work. Like right now I have three studies
that I’m going to do. As soon as I’m done with this phone call, I already
have them queued up in my queue ready to go. So you have to constantly
be looking for work, stop, focus on the work, and then immediately go back
again.” -Hope

Similarly, Renee explained that whenever she is home she is within earshot of the com-

puter and ready to work whenever a good task comes up. She described working on

AMT as being “on-call”. This experience of always being on not only makes it difficult

for workers to plan their schedules consistently, but is also draining. Alvin explained, “I

48



often feel pretty unmotivated to study programming after a full day of completing HITs,

so I’m kind of at a stand still.”

3.4.5 Learning Through the Cracks and The Tension Between Learn-

ing and Earning

Despite the barriers they face to learning and developing their careers, partici-

pants displayed a strong desire to learn and oftentimes try to find creative ways to do so

as they work on AMT. For instance, Charlotte shared that she learns a lot from reading

the study descriptions that are included in the surveys she completes. She likes to take

her time completing surveys rather than just “fly[ing] through those surveys checking

whatever boxes” to really think about the questions. They encourage her to do some

“soul-searching”. Likewise, Tasha explained that she enjoys participating in surveys

and studies related to politics and seeing what questions are asked. She said that she

will oftentimes email the requesters of those surveys asking for a link to the findings

of the project so that she can read about them. She explained that being exposed to

surveys related to politics and current events helps her think about potential curriculum

she may want to use someday as a teacher.

“...it [the survey] really made me think more about the things that I learned,
the things that I studied, you know, and, also just how to present current
events, and also poll taking and how it works. Um, relevant to the things
we see on TV versus how being on this side and taking polls and surveys
and doing studies for work might affect or skew the results. Um, and that’s
definitely something that I didn’t think about too much and that I’m thinking
about now. That could definitely be something that I could work with and
incorporate.” -Tasha
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Yet, Tasha further explained that these kinds of tasks are difficult to find because most

tasks on AMT are “vague and broad”. She said that “overall there’s not a ton because

a lot of it is mindless busy work essentially, but there are a few gems that you can dig

out of the dirt.”

But even though participants expressed a desire to learn and improve them-

selves, they need to balance ingenious workarounds to learning with practicality. For

instance, Charlotte shared that because she likes to take her time and think deeply

about survey questions, she will often run out of time on tasks. She then needs to

reach out to requesters to see if they will pay her for her work. This both puts her at

risk of not getting paid for those tasks and reduces her time efficiency. When choosing

tasks participants usually opt for the safe route. They end up prioritizing those that

have the highest pay rate and are the most time-efficient over tasks with interesting

subject-matter or those they might be able to learn something from, even if it is less

enjoyable.

“Pay. It’s always pay. If something has a good hourly, it’s green in MTurk
suite etc, that gets priority. This isn’t really fun for me, it’s about trying
to scrape what I can by the end of the day. So I have to always prioritize
the things that are worth the most and are most fair for the time. Or,
alternatively, give an opportunity for higher pay - like this one, where there
was an opportunity to do this follow-up, which is worth the time and effort.”
-Tasha

At the end of the day, participants want to make sure they are coming as close as

possible to meeting their goal earnings on AMT. For similar reasons, participants also

look for work from requesters they trust either because they have worked with those

requesters in the past or because those requesters have received good reviews from other
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workers.

“Lastly, how is the specific requestor treating the workers? In recent years
there have been a number of new requestors who put work out and either
do not want to reimburse for time and effort or they simply reject and keep
the data. If you are not a worker you do not understand that for every 1
rejection it takes 200 approved hits or assignments to offset.” -Charlotte

In some cases, participants might try to learn a skill for the purpose of being

more efficient on AMT and maximizing their earnings. For example, Hope was encour-

aged to learn a bit of JavaScript so that she could be self-sufficient and not have to rely

on requesters every time a task was broken because the requester had used the API

incorrectly.

“I’ve also done my own research, um, my own education through like the
Khan Academy or Udemy. And those definitely helped cause it’s definitely,
they helped me with macros and they help you a lot. For me, the thing that
helped me the most is if something doesn’t work in a survey or a batch, I
know why. I can tell the requesters, Hey, your parameters aren’t set correctly
for this frame and you need to change it cause I really want to do those hits,
let’s go.” -Hope

Even though Hope does not see herself needing to know computer programming for her

goal of running an art gallery, investing some time to learn JavaScript has helped boost

her productivity on AMT so it is worth doing.

3.5 Discussion

Our findings show that many AMT workers do want to transition out of crowd-

work and that they join the platform as an initial step to figure out their career identity

or to work towards concrete goals. Unfortunately, their lack of mentorship, tight finan-
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cial constraints, and tight time constraints force them to prioritize work on AMT and

prevent them from making progress towards their educational and career pursuits.

In this section, we reflect on these findings in relation to what is known about

career mobility in traditional work and the affordances of crowdwork platforms. We

identify three ways in which crowdwork platforms fail to support career mobility: the

lack of sustained collaboration means that crowdworkers can’t form the professional

relationships they need; the consuming nature of crowdwork means that crowdworkers

are unable to balance the tension of learning and working to dedicate needed time to

career goals; and the lack of complex project-based work limits the situated learning

that workers can obtain and their ability to accumulate a portfolio of work. These

challenges are similar to those observed in low-wage service sector work. However,

because crowdwork is digitally-mediated, there may be more opportunities to design

platforms and tools that support career development. These are the opportunities we

describe in the following section. Since we found that participants’ career goals involve

transitioning out of AMT, we focus our discussion of design implications on supporting

that kind of career change.

3.5.1 Towards Professional Networking on Crowdwork Platforms

We have already discussed the importance of interpersonal relationships to

successful career development in traditional work (see Section 3.2.1).

And despite the limited affordances for interpersonal interaction within crowd

platforms, research shows that crowdworkers do still find ways to support one another
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to reduce transaction costs, get work done, and recreate the social side of work [177].

Workers tap into their social network for guidance navigating confusing tasks, to work

around the platform’s technological shortcomings, to be more efficient in completing

tasks, and to commiserate with others who can understand what being a crowdworker

is like [177].

However, there are two different types of interpersonal relationships that sup-

port career development in different ways. Psychosocial support is akin to emotional

support, and enables individuals to feel capable of overcoming challenges, while instru-

mental career support provides coaching on career-related issues, exposure and visibility

in new industries, and job leads [206]. The problem is that while crowdworkers have been

able to provide psychosocial support to one another, they are much more limited in their

ability to provide instrumental career support.

In some forms of traditional work, individuals often work together in teams

over an extended period of time. They learn about each others’ strengths and interests,

and over time, look to each other for guidance, networking, and help identifying career

advancement opportunities [252]. In contrast, crowdwork is socially decontextualized,

which inhibits the development of professional relationships. AMT crowdworkers do

communicate with each other, but the work itself is almost always done individually.

In the rare tasks that involve collaboration, crowdworkers are anonymous to each other

and only work together for a single task. There is no long-term interdependent work.

Prior work in HCI and CSCW has focused on supporting collective action to

combat abuse within crowdwork platforms [390, 224, 223]. We see an opportunity to
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consider how to support crowdworkers in going beyond survival within platforms to

thriving outside of them. In Ghost Work, Gray and Suri call for new mechanisms to

help crowdworkers support one another: “We all stand to benefit from learning how

to align the range of motivations animating on-demand workers with the equipment to

help them help one another as they make their way through this demanding work” [177].

Our findings show that crowdworkers on AMT have career goals beyond crowdwork (see

Section 3.4.1), and would benefit from more instrumental career support (see Section

3.4.2).

One approach to achieving this is to design for sustained collaboration and

professional networking among crowdworkers. We see potential in extending research

on teams for complex crowdwork and online collaboration [483, 375, 391, 388, 523]

as a way to support these facets of career development. How might we design tasks,

teams, and platform interfaces to support the formation of mentoring and networking

relationships among crowdworkers beyond simple guidance on how to be a crowdworker?

And how might we introduce mechanisms that enable and encourage workers to sustain

these relationships over a long period of time?

Another direction involves understanding the role of knowledge sharing and

how professional networking may arise. In [296], Margaryan suggests enabling crowd-

workers to create profiles and portfolios highlighting qualifications to support their learn-

ing and career development. We might imagine how this would allow crowdworkers to

showcase their skills to other workers and learn about their peers’ strengths as well.

Taking this a step further, we could incorporate profile features for workers to share
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their career goals. It would be interesting to study how these different profile elements

may help crowdworkers connect with others who share similar goals, or with those who

could help them learn desired skills. However, one of the limitations of this idea that it

has the potential to create more unpaid work for workers.

3.5.2 Towards Enabling Greater Allocation of Time to Pursuits Out-

side Crowdwork

A second problem is that crowdworkers are unable to allocate the time they

need to engage in the adaptive career behaviors needed to pursue longer-term goals. We

already discussed the importance of adaptive career behaviors for career development

(see Section 3.2.3), and it isn’t hard to see that you need significant time and attention

to plan, search, apply, and obtain any necessary reskilling.

Yet, dedicating the time and attention required for a career change is chal-

lenging as a crowdworker. AMT workers operate in a low information environment

which requires intense focus. Workers are responsible for finding tasks themselves. But

since tasks are limited in quantity; vary widely in pay rate, requester fairness, and task

content; and have idiosyncratic posting times, workers need to always be ready if they

want to nab high-quality tasks. Workers do not know at the start of their day or week

how much money they will be able to make. Working on AMT is like participating in

a real-time first-come first-serve auction on items whose value is unclear. These many

unknowns force workers to devote their attention to monitoring the platform to avoid

significant loss to their earning potential. Workers end up working long or atypical
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hours just to find tasks [45], making it very difficult to spend any time at all thinking

about their career goals. These realities were echoed in the experiences shared by our

participants (see Section 3.4.4). They explained the need to constantly look for work

and to switch between doing work and queuing up tasks. One participant described the

experience like being “on-call”.

This is further exacerbated by the low wages and power imbalances that make

it hard to accumulate money on AMT to pursue a new career (see Section 2.2.2),

and the fact that many crowdworkers live in a precarious financial situation where their

household income is not enough to cover basic needs [45]. This was reflected in the

experiences of the workers we interviewed (see Section 3.4.4): they reported that they

sometimes had to seek additional work to supplement their income and were unable pay

for degrees or other programs relevant to their career goals. As you will recall, financial

resources are also critical for successful career development (see Section 3.2.2).

These challenges coalesce in a vicious cycle where workers need to put more

and more time into the platform to try to meet financial needs at the cost of having

less time to learn or work towards their career goals. Participants struggle to balance

learning and earning because the opportunity cost of not finding good work is too high

(see Section 3.4.5). They prioritize tasks that pay well, can be done quickly, and are

put out by fair requesters, over actively looking for tasks they can learn from. We see

two opportunities for alleviating the tension between learning and earning: 1) making

the value of tasks more clear and 2) reducing the burden of needing to look for work.

In prior work researchers have begun to address the issue of transparency on
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AMT by developing tools and forums to help crowdworkers obtain more information

about requesters and task payment [224, 399, 191]. Much of this work, such as [399],

focuses on helping crowdworkers earn higher wages. We see an opportunity to extend

this literature by exploring how greater transparency into the value of tasks relative

to time can help crowdworkers gain more control over their time and help them better

direct their attention.

A second direction is to develop methods that support crowdworkers in main-

taining a more regular schedule and in reducing the burden of finding work. The wealth

of research on scheduling, bidding, and mechanism design in the AI and algorithmic

game theory communities [383, 333, 79] could be a starting point. Some workers al-

ready use automated scripts to assist them in selecting tasks1. However, while these do

support task search, they do not mitigate the problem of schedule irregularities. How

might we automate task scheduling for crowdworkers based on the number of hours

they want to work each day, the time blocks they would like to work, and their goals for

earnings? Can this help give them more control over their schedule without excessively

limiting the kind of work they have access to?

3.5.3 Towards Situated Learning in Crowdwork Tasks

There are two principal benefits that individuals obtain from experience with

large, multifaceted projects for career mobility. First, it facilitates the situated learning

of professional and technical skills that can be transferred across work settings; these

1For more information on scripts for supporting AMT crowdworkers, see
https://turkerview.com/mturk-scripts/
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include communication skills, project management skills, and domain-specific expertise.

Second, the projects themselves can serve as a credential that encourages employers to

trust a prospective employee, especially if the prospective employee can articulate con-

crete contributions. Such credentials would be particularly valuable for AMT workers

because their job itself may be a poor credential. For instance, recent evidence suggests

that driving gigs maybe not be a substitute for traditional employment on resumes for

low-skilled workers [279] and that many workers on AMT choose to not list their crowd-

work experience on their resume; they worry that crowdwork would not be respected

and feel that it is not relevant to their careers goals [241].

The problem is that crowdworkers do not have access to complex project-based

work. Crowdwork platforms like AMT largely contain fine-grained and intellectually

decontextualized tasks that prevent workers from gaining a bigger picture view of their

work or from describing their contributions to larger projects. Recent work has indicated

that crowdworkers do learn some skills in their work [125, 48, 454]. Our study confirmed

this, finding that participants learn facts from the studies they participate in, and even

reflect on how they relate to their lives and society at large. However, it also revealed

that many tensions still remain between learning and earning (see Section 3.4.5).

This simple form of learning is just not a substitute for the professional skills and career

development provided by project-based work.

We call on the research community to consider how to design crowdwork expe-

riences in which lower-skill crowdworkers can contribute to large projects. We envision

that platforms will be the ones to implement these, either restructuring existing plat-
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forms or when developing new gig work structures in the future. As such, one of the

primary challenges of this work will be to value-align crowdwork tasks with platforms’

goals. Some steps have already been taken to do this in the context of education, where

researchers have considered how learners can develop new skills while getting paid and

obtaining real-world work experiences [253, 90]. For example, in a recent HCI paper

on scaling apprenticeship learning, researchers introduced a new form of coordination

called micro-role hierarchies to help short-term novices contribute to complex projects

as they develop new skills [266]. They demonstrated its ability to coordinate learn-

ers to build static web pages for refugee resettlement agencies. How might we extend

HCI research focused on supporting online learners to begin designing new coordination

schemes that make crowdwork more meaningful and educational?

Another promising path we see is to find ways to help low-skill crowdworkers

transition to high-skill crowdwork on sites like Upwork, which can in turn be a pathway

to promoting project-based work. This is especially promising given the new struc-

tures being developed for organizing high-skill crowdworkers to collaborate on large

projects [483], and research showing that high-skill crowdwork enables career explo-

ration through project-based work [50].

3.6 Limitations

We acknowledge the methodological limitations of our study. First, our mech-

anism for recruiting participants introduces potential biases. One of our criteria for
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selecting participants to move on in the study was whether they provided thoughtful,

detailed responses to the open-ended questions in our surveys. While this helped us

select participants who might be open to sharing more, it is possible that we were

also unknowingly selecting more educated individuals (those who could write more elo-

quently), or those who are more extroverted and vocal within the community. Our

study is also limited by the amount of detail we are able to provide about participants,

such as limited information related to their additional jobs outside AMT.

Additionally, our study did not include workers who have been able to transi-

tion out of crowdwork successfully. In the future we may want to consider how to recruit

ex-crowdworkers who are no longer active on the platform to understand the challenges

they faced in pursuing their careers and how they overcame them. Furthermore, while

our findings indicate that crowdworkers want to transition out of AMT, there may be

exist crowdworkers who do want to make a career on the platform. Future work could

consider whether such a population exists and how to support them. Even though our

findings only focus on the experiences of a small percentage of AMT crowdworkers, we

believe that learning about their career goals and the challenges they face can inform

new research agendas on crowdworker well-being and the future of work.

3.7 Conclusion

In this chapter I considered career development as a lens into safety. I studied

the career goals and related challenges of crowdworkers on AMT. I found that crowd-
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workers have career goals they want to pursue and see crowdwork as an initial step.

However, once on the platform, they are forced to choose immediate financial gain on

the platform over their long-term goals and the safety that achieving those goals could

provide. In particular, workers’ inability to pursue their career goals contributes to

financial and autonomy-related harms. The tension we see echos the phenomenon pre-

sented in Maslow’s hierarchy of needs: that individuals are not able to meet growth

needs, such as safety, until basic deficiency needs for survival (e.g. food, sleep, shelter)

are met [314, 301]. I presented design opportunities to lessen this tension including tools

that support peer mentoring among workers, tasks that allow workers to contribute to

large projects with situated learning, and gig work ecosystems that allow workers to

transfer skills across platforms (e.g. crowdwork to online freelancing).

The study presented in this chapter focused on harm in interactions where

there is a strong financial motive for the interaction and an uneven balance of power be-

tween workers and requesters (clients). These increase workers’ vulnerability for harms

caused by the platform. Workers may also be more susceptible to certain harms when

interactions occur offline. In crowdwork interactions occur strictly online. Therefore,

in my next study I focused on harm related to bias and harassment among rideshare

drivers, food couriers, and workers who perform domestic work. These are all inter-

actions that not only feature a strong financial motive and uneven power dynamics,

but where there is also a non-trivial offline component following initial contact on a

matching market platform. This study is detailed in Chapter 4.
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Chapter 4

Women Gig Workers’ Experiences with

Safety

In this chapter I studied women gig workers’ experiences with bias and harass-

ment and how they attempt to mitigate and respond to these harms.

We conducted semi-structured interviews with 20 women gig workers across

ridesharing, food delivery, and domestic work (e.g. carework, cleaning, organizing,

handiwork). We sought to understand in what situations they experience bias and

harassment, how they respond to these situations, and the protective safety behaviors

they engage in to mitigate future occurrences of harm. We evaluated how platforms

contribute to the bias and harassment women gig workers experience and affect their

protective safety behaviors.

We found that gig platforms are gender agnostic: they do not acknowledge

women’s greater risk for harm or the value they provide to the platform, especially in
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the form of carework. Additionally, they reward qualities socially perceived as mascu-

line (e.g. physical strength) through increased financial and physical security on the

platform. By being gender agnostic, platforms fail to implement and enforce policies

that reduce women workers’ vulnerability to harm. Furthermore, platforms limit how

workers can respond to such negative experiences and protect themselves. In particular,

women workers report “brushing off” harassment, fearing they may loose access to work

if they were to speak up.

I co-led the work in this chapter with Dr. Ning Ma. All data collection, analy-

sis, and writing, was split evenly between the two of us and we actively worked together

throughout this process. Dr. Dongwook Yoon and Zheng Yao were also collaborators.

This work was published and presented at CHI 2022 [284].

4.1 Introduction

Millions of people have joined gig platforms as their primary or secondary work

in the last decade [2, 524]. Platforms facilitate a large scale of service exchanges through

algorithmically mediated dispatching and recommendation mechanisms [267, 189], and

manage workers using automated peer evaluation systems [380]. Gig platforms’ low en-

try barrier and perceived flexibility in scheduling and work locations [381] may provide

opportunities for some. Yet, there are drawbacks. Platforms do not recognize workers’

varied social contexts in making management decisions [282, 229, 297], and workers face

information and power asymmetries [381]. These factors contribute to workers’ expe-
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riences and challenges. Furthermore, workers’ social contexts are invisible to platform

mechanisms that manage work, resulting in marginalization of workers [177].

Across gig industries such as ride-hailing (e.g., Uber), food delivery (e.g., Do-

orDash), and home services (e.g., TaskRabbit), women make up approximately half of

the gig workforce in North America [2, 524]. In human-computer interaction (HCI),

women gig workers’ experiences have often been studied under the guise of workers,

without specifically attending to a particular gender. Women have historically been

marginalized in social interactions, where they are targeted for harassment in public

places [274, 165], face gender stereotypes [254, 134, 135], and are perceived to be physi-

cally vulnerable [140, 165]. In offline organizations, women face a gender pay gap [121],

workplace harassment [366], and lack of career growth opportunities [47] among other

challenges. At the same time, gig platforms seem to provide an alternative for women

to gain access to work that has a low entry barrier, and flexible schedules that allow

them to accommodate their other responsibilities, such as care taking [239, 222]. Yet,

it is uncertain how women gig workers navigate these opportunities and potential risks

in interactions.

Despite the high participation of women in gig work, few studies have exclu-

sively focused on women’s experiences in gig platforms that support ride-hailing, food

delivery, and home services. Prior research centered around these gig platforms has

highlighted how algorithmic management results in bias [189], harassment [190] and

safety [21] issues for workers. These issues are all pertinent to women, although they

have been studied in a gender neutral manner. Our work looks into women’s unique
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challenges experiencing these issues, and how they cope with them given their unique

social contexts and gender implications.

Recently, research on gig platforms has studied women’s working conditions,

focusing on the pay gap in ride-hailing [104] and online freelancing [154]. However, due

to the quantitative nature of this work in identifying the cause of the pay gap, there is

limited knowledge on women’s perspectives, or their side of the story, regarding these

challenges. For instance, Cook et al. concluded that the gender pay gap in ride-hailing

is largely caused by women’s preferences in driving speed and location, which eventually

results in less “experience on the platform (working-by-doing)” than men [104]. This

seems to suggest that the pay gap is caused by women themselves. Our work aims to

present reasons that lead to women’s work practices and the factors that contribute to

their experiences.

With these considerations, we set out to investigate what are women’s unique

experiences and challenges in gig platforms? We interviewed 20 self-identified women

gig workers who work in ride-hailing, food delivery, and home service platforms in North

America. We selected these three platforms because they collectively represent varied

levels of interaction between workers and clients, and differences in terms of who owns

the space in which the interaction occurs. For example, in ridesharing and home service

work there is a high level of interaction between workers and clients, relative to in

food delivery. In ridesharing, the worker owns the space (e.g. the vehicle) in which

the interaction takes place; in home service work the interactions tend to occur in the

clients’ homes. We analyzed our interviews through the lens of critical [338, 40] and
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gender theories [72], and feminist methodologies in HCI [39].

We found that gig platforms leave women workers vulnerable to bias and

harassment by not attending to their gendered experiences. By not enforcing anti-

harassment policies in design, gig platforms leave women workers vulnerable to bias

and harassment. Due to the lack of support for immediate actions and in fear of losing

access to work, women workers “brush off” harassment. In addition, the platforms’ dis-

patching and recommendation mechanisms do not acknowledge women’s contributions

in perceived safety and social support for customers and peer workers. As a result,

women feel unsupported in gaining access to work and at a financial disadvantage.

From this, we argue that gig platforms are gender-agnostic, meaning that

platforms’ designs treat men workers’ experiences as the norm and are blind to women’s

realities. Even though gig platforms may not actively discriminate gender, by being

gender-agnostic they are insensitive towards existing gender inequities in socio-technical

infrastructure. This leads to designs that marginalize women by perpetuating bias and

harassment.

When algorithms exercise management decisions (e.g., dispatching) in a plat-

form that does not recognize women’s realities, they create unfair outcomes for women.

We discuss in detail why gender-agnostic platform design is problematic through women’s

perspective, and draw comparisons between women in gig platforms and those in tra-

ditional organizations. Our work adds to existing discussions of how platforms fail to

attend to workers’ interests [381, 230].

We do this by highlighting the disproportionate risk women face as a conse-
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quence of gender-agnostic platforms, and how such platforms marginalize women.

4.2 Methods

4.2.1 Participants

We conducted semi-structured interviews with 20 women gig workers across

ride-hailing (Uber, Lyft), food delivery (DoorDash, GrubHub, UberEats, Postmates),

and home-service platforms (TaskRabbit)1. These gig platforms were selected because

their worker pool significantly consists of men [104, 2, 524], such as in ride-hailing

and food delivery, or because they are gender-segregated [96], such as in home service

work, where we suspect that women’s experiences may be marginalized. At the time

of analysis, we dropped one participant due to credibility concerns. Specifically, this

participant had participated in one of our previous studies and provided information that

was inconsistent with the information provided previously. The 20 participants included

in the analysis were 19 - 61+ years of age and had spent 9 months - 6 years working on

the platform at the time of the interview. They reported working 8 - 80+ total hours

per week across all platforms they are on. Twelve participants self-identified as white,

four as Black/African-American, one as Asian/Pacific Islander, and two preferred not

to disclose their race. Five participants worked as drivers, six as couriers, and seven as

taskers. Two participants worked as both a driver and courier. All participants worked

for gig platforms in either the United States or Canada. Participant information is

1Throughout this paper we refer to food delivery workers as couriers and home service workers as
taskers.
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Name Gig Type Age Race Hours/Week Experience

Alison Driver & Courier 31-45 Black/African-American 36 3 yrs
Amelia Tasker 19-30 White 10 1 yr
Angela Courier 31-45 N/A 20-60 3 yrs
Annette Driver 31-45 White 20 3 yrs
Ashley Driver 61+ White quit 5 yrs
Cindy Driver & Courier 46-60 White 80+ 6 yrs
Constance Tasker 19-30 Asian/Pacific Islander 16 9 mos
Eileen Courier 19-30 White 30-40 1.5 yrs
Ella Tasker 46-60 White 15 3.5 yrs
Emma Tasker 31-45 Black/African-American 30 2 yrs
Hope Courier 31-45 N/A 20-30 3-4 yrs
Jennifer Driver 31-45 Black/African-American 20 4 yrs
Jody Courier 19-30 White 35 1.5 yrs
Kayla Tasker 46-60 White 8 5 yrs
Natasha Courier 19-30 White 10-20 1.5 yrs
Penny Driver 46-60 White 45 6 yrs
Sheryl Courier 61+ White 40 2 yrs
Tiffany Driver 46-60 White 25+ 6 yrs
Vivian Tasker 19-30 White 20 1.5 yrs
Yvonne Tasker 31-45 Black/African-American 15 4 yrs

Table 4.1: Self-Reported participant demographics for the 20 participants included in
our analysis. All names are pseudonyms.

provided in Table 4.1.

4.2.2 Data Collection and Analysis

4.2.2.1 Recruitment and Data Collection

We recruited ride-hailing and food delivery participants by advertising our

study on various social media groups for these workers. Home service workers were hired

through TaskRabbit. We invited taskers who work on a range of task types including

delivery, cleaning, personal assistant, furniture assembly, and home repair. Participants

were first asked to complete a short survey to obtain demographic information (presented

in Table 4.1). From that data we invited participants to an interview. For the interviews

we prioritized workers who have a longer working history and have completed more total
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transactions on the platforms they are on. Since we were interested in understanding

how workers respond to and cope with bias and harassment, we expected that workers

with more experience on the platforms may have experienced more bias and harassment.

The two investigators conducted interviews via Zoom between April 2021 and

July 2021. Interviews focused on understanding workers’ unique experiences as women,

how their gender identity shapes their experiences working in gig platforms, and how

they respond to and cope with bias and harassment. We included questions that asked

about workers’ experiences with safety, bias and harassment, customer interactions, and

how these experiences shape their work practices. Each interview lasted between 35 -

95 minutes. To thank participants for their time, we paid them $25 - $50 USD or the

equivalent amount in CAD for those based in Canada. All interviews were recorded by

Zoom and manually transcribed by the two investigators.

In this process, we deductively excluded some extraneous content that did

not speak to our research questions such as time stamps, rapport building, and logistics

(introductions of ourselves and collecting payment information, etc.). The total number

of sentences that were excluded from our transcripts is less than 10% of our data.

4.2.2.2 Analysis

We analyzed the interviews using inductive and deductive thematic analysis

[60]. Our analysis is also informed by feminist theories on sociotechnical systems [38] and

critical gender theories [72, 338]. We developed the initial round of codes using open
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coding [88]. These codes were migrated to an online collaborative whiteboard2 and

were coded into different categories using axial coding [88]. Based on these categories,

we developed second level codes by grouping initial codes into higher level categories.

For instance, some of the initial codes were “ night shifts”, “dress code”, “flexibility is

important”. These codes were later merged into higher level categories such as “platform

masculinity” and “impression management”. While merging codes to the next level

inductively, we also deductively excluded some codes that did not relate to other themes

(e.g., college student). The data collection and analysis was done in batches of 9, 8 and

4 participants. We ended up with 396 independent codes and 16 categories (which we

developed into 8 themes) as they grew stable in the first 16 participants’ interviews. In

the last 4 interviews, only 11 new codes emerged. We fit these codes in the existing

categories, but new themes did not arise. Throughout this process, the leading authors

met several times each week between May 2021 and July 2021 to discuss the codes and

developing themes. All authors also met weekly to discuss the appropriateness of the

developed themes. Based on these discussions, we iteratively wrote several memos [88]

which eventually developed into the key insights in our findings. Our study protocol

was approved by our institution’s ethics review board.

4.2.3 Positionality Statement

When presenting the findings and interpreting the data, we acknowledge our

own gender, social privilege, and cultural background as potential areas of bias. This

2miro.com
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includes when interpreting participants’ experience that are intersectional, we focused

on the implications rooted from being a woman, and may not have adequately ac-

knowledged their racial background. Even though all authors are non-white, this may

have introduced biases where gender was seen as the primary cause of contention over

race. Similarly, we omitted findings where women reported being marginalized by other

women, such as experiencing more false reports and prejudice from women customers.

From our own experience, we think this could stem from women workers’ own gender

bias against women. For instance, customers of all genders may view women as easy tar-

gets. As such, we did not report sufficiently on gender biases exercised among women,

partly due to the majority of authors being women and our own level of sensitivity to

bias among women. Lastly, we believe there are physical differences between men and

women. This may have contributed to our perspectives on masculine qualities and how

they benefit some workers.

4.3 Findings

Our interviews show that gig platforms are gender-agnostic to women’s expe-

riences. As a result, women are left vulnerable to bias and harassment. Facing these

challenges, women “brush off” and de-escalate the situation, instead of using the panic

buttons built into in the platform. We also found that women workers provide unique

value to gig platforms, such as perceived safety and emotional support for customers

and other workers. Yet, these contributions go unrecognized by platforms and are not
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taken into account in existing dispatching and recommendation mechanisms. These

contribute to women feeling unsupported and being at a financial disadvantage. Inter-

estingly, we also found that masculine qualities, such as physical strength, are rewarded

with increased financial and physical security.

4.3.1 Lack of Gendered Design Leaves Women Vulnerable to Harass-

ment

We found that the lack of gender specific designs in platform policy and work

infrastructure leaves women workers vulnerable to bias and harassment when interacting

with customers. Women workers’ experiences with bias and harassment, and their abil-

ity to react to such situations, are also mediated existing platform power asymmetries

between customers and workers [381].

4.3.1.1 ”Nothing. Absolutely nothing!”: Lack of gendered policy and in-

frastructure leaves women vulnerable

Previous work has reported rampant bias [189, 190], harassment [288], and

safety [21] incidents experienced by gig workers. Yet, platforms have done little to

address these issues. One example is lack of workplace standards. Even though this

affects all workers, women find lack of workplace standards particularly precarious. In

service interactions, gender stereotypes such as women being physically non-threatening

and having risk adverse tendencies make customers believe they are less professional,

and easy to challenge and target (Annette, Penny). As a result, women workers face
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disorderly customer behaviors such as false cheating accusations. Tiffany shared how

she was treated as an easy target and her professionalism questioned by customers due

to being a woman.

“With older guys basically when you [as a passenger] get in the car and
you’re a female you don’t jerk around with them the same way, because you
know they’re kind of serious and they know what’s what. But if you’re a
female driver, they[passengers] just figured that they can get away with more
either bad behavior or saying that somehow you cheated, and they can get
their credit that they could get money that’s a big thing that they all try to
do.” (Tiffany, driver)

Women delivery workers suspect that safety and harassment related incidents happen

to them more often than men. For instance, Eileen gave an example of how she thinks

that harassment incidents have happened to her because of her nonthreatening nature

as a woman.

“People have been following me to my house to yell at me for my poor driving
now that I am a female. And I believe that is because I am regarded as no
threat. ... Would someone ever do this if I was a guy? I don’t think so.”
(Eileen, courier)

The current management mechanisms of gig platforms are agnostic to women’s

needs to work in a safe environment and be treated fairly by customers. This is caused by

assuming that workers do not require designs that acknowledge their gendered realities.

Several women (Tiffany, Penny), said that platforms do not take effective measures to

ensure their safety. When customers show signs of being a physical threat or exhibit

other disorderly behaviors, women have to deal with them on their own.

“They don’t teach you how to use the APP they don’t teach you customer
service they don’t teach you about laws on the road. They don’t teach you
about safe practices or best practices, nothing, absolutely nothing, so you
wing it.” (Penny, driver)
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To clarify, this quote should not be misinterpreted as if Penny needs more training for

doing her job well; she has been a ride-hailing driver since 2015 and works about 45

hours per week. Rather, she needs a “written law” to refer to when defending herself

in customer interactions. Without such a guideline she is defenseless when customers

question her decisions as a woman. This is particularly the case with her notion of “cus-

tomer service.” It is unclear when it is okay to cancel a ride, or ask someone to step out

of the car. When women form practices of their own to defend themselves in customer

interactions, without platform endorsement, their decisions are often challenged by cus-

tomers. From our data, we learned that women are in dire need of guidelines to protect

themselves from a range of situations that arise when interacting with customers. Com-

paring ride-hailing to the taxi industry, the taxi industry usually has relatively better

guidelines for workers to refer to, and procedures to follow when a customer is perceived

as a threat. Workers can lean on such guidelines when making judgements and taking

actions. In many cases, this may prevent situations from escalating.

4.3.1.2 Women “brush off” harassment as platforms fail to support imme-

diate actions

Due to the lack of gendered policy and infrastructure in gig platforms, women

workers find it difficult to stand up for themselves when facing bias and harassment

in interactions with customers. Previous work in HCI has studied women’s safety in

public spaces and the efficacy of panic buttons for women in public space [237]. As an

attempt to aid workers’ and customers’ safety, several platforms also introduced their
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own versions of panic buttons [1, 98]. However, similar to the reception of panic buttons

for women in public space [237], women gig workers do not feel panic buttons attend to

their needs effectively when they experience harassment.

When interacting with potential risks in gig workplaces, women need to be

alert and quick to recognize upcoming harassment. Their goal is to de-escalate the

situation quickly, instead of reacting after the fact.

“...[hitting the panic button] that’s not where my mind goes. My mind goes,
get out now. Maybe after the fact once I’ve found myself in a safe situation
I would think of it [panic button], but not in the heat of the moment, no.”
(Jody, courier)

By the time hitting the panic button takes effect and a police officer arrives, the damage

has most likely already happened. In these cases, the panic button is akin to an error

report option, not a harassment prevention mechanism. This explains why Jody’s first

thought when facing harassment would not be to use the panic button.

In reality, when women gig workers experience harassment, they often have

to de-escalate the situation by brushing off unwanted attention, playing along, or de-

ciding to“joke it off”(Cindy). Annette, an Uber driver, referred to these de-escalation

mechanisms as “delay and deflect”.

“I had a guy refuse to exit my vehicle unless I kissed him...I delayed and
deflect[ed]. I was dropping him off at another bar so I told him that after
I was done with my shift I’d meet up with him and he agreed to that. Of
course I never went freaking back. But he agreed to that so he exited the
vehicle and I was able to leave.” (Annette, driver)

In this situation Annette played along with the customer to get him to leave her vehicle.

Although the situation may merit a stronger reaction, Annette did not force him to leave

75



her vehicle or actively fight his unwanted advances. Instead she made the decision to

“delay and deflect” to avoid further endangerment of her safety, knowing that there are

no other possible actions supported by the platform. Similarly, Jennifer described how

she feels forced to put up with bias and harassment in her interactions with passengers

because she would not feel safe speaking up as a woman.

“is it worth it? Is it worth your life to speak up right now? And most of the
time it’s not, so you just don’t.” (Jennifer, driver)

For women like Annette and Jennifer, oftentimes de-escalating ongoing harassment is

the only viable strategy to stay safe.

4.3.1.3 Women’s protective safety behaviors are compromised by rating-

based assignment mechanisms

The women we spoke with emphasized that brushing off bias and harassment

is not how they would ideally handle these situations in the “real world” outside gig

platforms. This suggests that their identity as workers on gig platforms plays a big

part in how they react. While working in gig platforms, women need to prioritize their

goal to generate income by maintaining a good standing in the platform’s evaluation

mechanism. This requires them to keep the customers happy.

“At the end of the day you are dealing with something that you might not
necessarily do in the real world ... as long as you still give a five-star, there’s
compensation that comes with it. ... certain situations it’s just not worth
standing up for yourself because if you do, and they give you a bad rating, it’s
not like Uber reaches out to you to get clarification on the issue.” (Jennifer,
driver)

76



The rating-based work assignment mechanisms [267, 190] compromise women’s

ability to stand up to bias and harassment. Additionally, several women mentioned that

the lack of recourse following deactivation forces them to shoulder the consequence of

an abusive interaction. For instance, Annette described how her livelihood with Uber

was affected after she decided to say something to a male passenger who kept touching

her.

“I told him if you do it again you are going to get out here. ...unfortunately
that person ended up giving me a low rating which affects any promotions I
can get and even my standing with Uber. They can take me off the platform
because of that. And there is little to no rebuttal that I have.” (Annette,
driver)

From these testimonies, we see women’s fear of losing access to work leading their

inaction/passive resentment of harassment and safety risks. At the same time, when

they do speak up for themselves, they risk losing access to work as the platform’s

algorithm would punish them with lower ratings.

Lost access to work does not only come from platform deactivation, but also

from time spent recovering after a traumatic experience, such as harassment. Any

human being would be emotionally affected in the hours or days following such an

incident. When a worker decides to take time off to gather themselves before facing

a customer again, they are financially responsible for the lost work time. There is no

platform support for this aspect of workers’ well-being. Women who depend on gig

platforms for a living may have to keep working in distress with no time to recover.

“It bothers me, yes. I have a choice of losing it and getting angry and taking
time to gather myself to the point where I can work again or I can take it
in a different route and just realize okay, you got this person here for five
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minutes and then they’re getting out of your car and you will never see them
again ...” (Penny, driver)

Admittedly, not all women would continue working after a harassment incident. We

see that such decisions are made based on women’s financial dependency [282, 407]

on the platform. Platforms’ reward mechanism forces women to trade their safety

and emotional wellbeing for an opportunity to make money. While women who are less

financially dependent on the platform might be able to afford to stand up for themselves

(Ashley) and willingly stop working after certain hours to avoid safety risks (Natasha,

Sheryl), more financially-dependent women (Cindy, Jennifer, Annette, and Tiffany)

have had to make decisions similar to Penny’s at various points of their gig career.

In this subsection, we discussed the ways in which women gig workers are

marginalized by gender-agnostic platform designs. This is reflected in the lack of gen-

dered policy and infrastructure that leave women vulnerable to harassment and unfair

treatment from customers. Without effective guidelines and platform mechanisms to

support women in defending themselves, women have to brush off harassment and de-

escalate the situation to protect themselves from further endangerment and maintain

access to work.

4.3.2 Dispatching & Recommendation Algorithms Do Not Acknowl-

edge Women’s Value & Contributions

We found that women gig workers bring unique value to service interactions

with customers and the gig worker community, but platforms do not acknowledge the
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value of their contributions. Women engage in activities that platforms do not consider

work. Therefore, platforms’ algorithms do not reward women for this labor with greater

access to work, or work with higher earning potential.

4.3.2.1 Women provide perceived safety for customers and social support

for other workers

Women workers shared stories of how they are able to cater to certain cus-

tomers by providing a sense of comfort and safety. They explained that for various

reasons, some customers prefer to interact with women workers. In these situations

they may have an advantage over men workers. For example, some ride-hailing drivers

(Tiffany) explained that women passengers often feel uncomfortable riding with men

drivers, and express relief when their driver is another woman. We heard similar stories

from taskers, especially those who perform male-dominant tasks such as handy work.

For instance, Ella described that 90-95% of the people who hire her are women. Spec-

ulating on why her service is preferred over men’s, she explained that she gets hired

by

“...women who live alone, women who don’t like creepy men coming to their
apartments, women who can’t get their husbands to do anything, and women
who want to support other women.” (Ella, tasker)

These experiences suggest there is a preference for women gig workers among a certain

group of customers, oftentimes other women.

Women also provide social support in online worker communities such as fo-

rums, subreddits and Facebook worker groups. Due to the lack of training and support
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from the platforms, online worker communities are an essential part of how workers

learn and form their own practices, and seek social support [285, 267]. However, online

worker communities do not always provide a supportive environment, as negativity and

aggressive behavior are common in these spaces [518]. As a result, women workers feel

discouraged to speak in online worker communities. They see these spaces as negative,

apathetic, toxic, and led by men workers. They believe a ‘women only’ platform would

be much more positive and supportive.

“women are more tuned to be talking about the human aspect than men...and
it would be great if there were enough women who are delivery drivers to
actually have a forum like that. There wouldn’t be so much complaining
over things that you have no control over...gig work as a whole has a very
patriarchal, masculinity feel.” (Jody, courier)

Several women expressed that they do not speak in online forums to avoid the negativity.

Instead they are just long term ‘lurkers’ (Natasha) of the space.

However, they do feel obligated to speak when they see a fellow woman gig

worker is in need of either informational or emotional support.

“I once saw someone who identified as a woman actually posting that can
they use a fake name, and tons of people were commenting if you’re too
scared to use your real name you shouldn’t use this platform and just all of
this kind of really dismissive responses. That’s like an example that I really
felt like obligated to share with them that, yeah you can use a fake name i’ve
done it no problem and it’s fine just do it.” (Natasha, courier)

Even when women do not actively participate in online discussions, they will step up

when they feel it is necessary. Natasha also shared that one of the few instances when

she spoke up was to make another woman worker feel validated when the others in the

community were not being supportive.
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4.3.2.2 Gender-agnostic management mechanisms harm women workers

Gig platforms’ gender-agnostic management mechanisms do not acknowledge

and value the impact of women’s contributions. In addition, they cause physical and

financial harm to women workers.

As discussed in 4.3.1 platforms provide little to no support for women work-

ers’ safety, despite women workers’ significant contributions to customers’ safety. In

the aforementioned section, we noted two concrete ways in which gig platforms fail

to acknowledge safety concerns among women drivers and couriers: lack of gendered

guidelines, and lack of efficacy of emergency alert features such as panic buttons.

We found that the threat of harassment extends to online spaces as well, where

women workers face risk of online harassment when they speak up to support other

workers. They often face backlash from workers who disagree with their beliefs or do

not want them to speak for the community. For instance, Penny is an active member

of a worker union and feels strongly about advocating for workers’ rights. In speaking

up about workers’ issues on social media, she was verbally attacked by a male worker

for being a white woman.

“The first one that comes to mind is because I was not a brown man. Okay, it
was a brown man who attacked me in a threatening message through Facebook
messenger and it was paragraphs long disparaging me for speaking up because
I don’t represent the majority of uber drivers.” (Penny, driver)

Examples such as this one suggest why some women may be reluctant to be

involved in online worker communities. Yet women’s involvement benefits online worker

communities, and gig work as a whole. Prior work has shown evidence that online worker
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communities play an important role in formulating workers’ collective knowledge and

work standards [389, 224]. Women take on the responsibility of supporting other workers

and creating a safe workplace environment. Yet their contributions are unacknowledged

by platforms, potentially not even being considered work. In traditional workplaces,

human resource professionals perform this type of work, backed by allocated budgets.

Finally, platforms do not support women workers in financially capitalizing on

their position in the gig marketplace. For instance, even though Ella often gets hired

by other women who feel more comfortable with a woman worker in their homes, she

feels that overall she does not get as many job requests as her male worker friends. Ella

said that despite her years of experience doing TaskRabbit jobs and being a worker with

“elite” status, she never appears on the first page of workers displayed to customers.

She feels it would be beneficial to her and other women workers if customers could

search for workers by gender, a feature that is currently unavailable on TaskRabbit’s

platform.

“I wrote to TaskRabbit a couple times and said, what’s going on? How
come I’m not getting anything?...There are a lot of problems with the apps,
you never know if you are showing up...I asked them [TaskRabbit] if they
could have an option that would allow people to search for women because
everybody’s like, oh a woman! I’m so glad to meet you! This is so exciting
that you are a woman. What, like if they had that option they would be sexist
against men or something? I don’t think anybody has a hard time finding a
guy.” (Ella, Tasker)

Women workers feel that their work is unacknowledged and wish that the plat-

form would recognize their contributions with increased financial support. On TaskRab-

bit, we saw gender-agnostic management mechanisms taken one step further, verging
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on being discriminatory. Despite women workers’ care work contributing to the comfort

and safety of customers and other workers, TaskRabbit devalues women’s work in how

it decides to allocate bonuses. One worker who does personal assistant jobs and orga-

nization tasks explained that TaskRabbit will sometimes offer bonuses to workers for

completing a pre-specified number of tasks that month. She expressed frustration that

it is always people doing the male-dominant roles such as fixing furniture and moving

heavy items that get the reward. The reward is not offered for the types of tasks she

does.

“One thing that is against women is they have these things where in a week
if you do a certain amount of tasks you get an extra $80-$160. I’ve only seen
it be specifically for men-done tasks like moving, heavy lifting. Women can
do these tasks, but it’s predominantly men. It’s never offered for delivery or
organizational tasks. I feel like I’m missing out on the opportunity to make
the extra money. They should be including women on that. The societal
standards and norms are being brought in.” (Vivian, Tasker)

Overall, failing to acknowledge and support women workers’ contributions neg-

atively affects their safety and financial well-being. This may further contribute to

gender inequalities in gig workplaces. Past research has shown that women earn less

than men in various types of gig work including ridesharing [104] and online freelancing

[154]. By taking women workers’ contributions for granted, platforms are reinforcing

these gender dynamics around care work and the value of women’s labor in the gig

economy. Additionally, platforms do not seem to understand what features, tools, and

resources women need to feel supported and valued for their contributions to the entire

ecosystem.
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4.3.3 Masculine Qualities are Rewarded Through Increased Financial

and Physical Security in Gig Work

In a quote in 4.3.2.2 Vivian observed that societal norms and standards are

brought into the gig ecosystem. We saw this pattern in the advantages of physical

strength and masculine traits. Women who have had experience in male dominant

environments and are confident in their physical abilities may have an advantage over

other women on gig platforms. This finding was especially prevalent among Taskers,

where we could note this distinction between tasks that are more dominated by women

(e.g. cleaning, personal assistant, organization), and those more dominated by men

(e.g. furniture assembly, heavy lifting, handy work). Experience in male dominant

environments outside gig work gave women a sense of confidence to take on “men”

tasks, which are also often the ones that pay the most.

“I was in the military so I was kind of forced to have to talk to people, so
I’m comfortable kind of anywhere ... I was a tomboy growing up, played all
the sports, growing up with by brothers, my cousins, my uncles, I was always
around guys ... once I got into the military that was a continuation of my
childhood...this [the military] was not anything weird to me, whereas a lot of
girls struggled...they thought they could get ahead or get noticed by playing
the woman card against all these men...even getting into TaskRabbit and not
intentionally being like I’ll pick furniture assembly because I know a lot of
girls don’t do it, it’s just what I know .” (Yvonne, tasker)

In this case, the sense of “I know how to handle myself around guys” goes a long

way for taskers when deciding which job to take. Workers who are confident in their

physical abilities may be more likely to choose the tasks that pay the highest wages. On

the contrary those who are less confident in their physical strength may refrain from

completing those types of jobs even if they wish they could do them. For instance,
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Emma completes primarily house cleaning and personal assistant tasks on TaskRabbit.

She wants to sign up for handy work, but lacks confidence in her physical abilities to

get the job done.

“There are some tasks on there that I would like to sign up for. Ikea as-
sembly, furniture assembly, mounting things, and house chore... But I just
worry as a female like sometimes that stuff is heavy so I don’t want to get
there and then I can’t move this, can’t move that. And you have to think
about putting a strain on your body. So I never really signed up for those.
But those are like the number one skills, and people make so much money
doing furniture assembly, moving, and maintenance stuff around the house.
Men get paid a lot.” (Emma, tasker)

Confidence in male dominant environments also gives some workers greater

ability to stand up for themselves when they are harassed or disrespected by customers.

Many of the women we spoke with have faced uncomfortable encounters with customers

that are borderline harassment or situations where they felt pressured by their conduct.

Yet, Constance, an ex-rugby player, is reassured by her physical strength and prior

experience in handling these situations.

“I was working in this apartment that was pretty small and he just happened
to be standing very close to me, which made me very very uncomfortable.
I didn’t necessarily feel unsafe because I know I could handle myself,...In
college I played rugby for four years and I’ve tackled some pretty large and
tall people so I definitely could manage myself so I have no doubt that I could
get myself out of that situation or at least try which makes me feel safer ...but
if I didn’t have the background that I have, if I were a smaller woman, it
would have been very uncomfortable to have a man six inches away from me
the entire time while I was working.” (Constance, tasker)

When faced with a potentially threatening situation, Constance knew the risk and

planned for the worst. She knew that if needed, she could get into a physical altercation

with the customer to defend herself. But not every woman has the same confidence as
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Yvonne and Constance, as most are not ex-military or ex-rugby players. These examples

suggest that for a woman worker to succeed or reach their income goals, they have to

identify with strong confidence in their physical abilities in both doing the work and

ensuring their safety.

In this section, we have shown that gig platforms are gender-agnostic through

their lack of gendered policy [reference] misunderstanding of the safety needs of women

[reference], and devaluing of women workers’ contributions [reference]. In particular, the

safety and care work that women provide to customers and gig worker communities go

unacknowledged, but masculine qualities such as physical strength are rewarded through

increased financial and physical security. In the discussion section that follows, we will

outline directions to guide various stakeholders in making gig work better for women

workers.

Our findings reveal stories of women workers who perceive platforms as com-

plicit in marginalizing their experiences, due to the lack of designs to enforce gendered

policies to protect them from bias and harassment. When faced with harassment and

safety risks, women bush off harassment to avoid further endangerment and maintain

access to work, as platforms fail to take immediate actions. At the same time, gig

platforms do not acknowledge women’s unique value in providing perceived safety to

customers and social support to peer workers. Gig platforms reward masculine qual-

ities, such as physical strength. This may encourage women to adopt such identities

to be rewarded financially by platform management mechanisms. As such, we argue

that these platform mechanisms are gender-agnostic; they do not attend to women’s
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value and vulnerabilities when making management decisions. We incorporate femi-

nist methodologies [39, 264] to discuss how women’s stories inspire the design of gig

platforms that attend to gendered experiences.

4.3.4 How are Women’s Experiences in Gig Platforms Different from

those of Traditional Organizations?

Women are expected to perform a sheer amount of invisible labor that bene-

fits gig platforms, such as helping customers feel safe, and creating a welcoming online

worker community. Research has discussed the detriment of invisible labor to gig work-

ers in ride-hailing [363] and micro-tasking [177, 519] platforms, largely as a result of

algorithmic management [267]. This research problematizes the nature of invisible work

and how platforms’ value mechanisms are blind to these activities, which are essential to

service transactions [363, 177, 519]. Our work presents the unique ways in which women

perform invisible work to cope with bias and harassment, provide emotional support

to customers and peer workers, and attend to their gender in order to succeed. These

realities extend the current understanding of invisible labor, and articulate nuances that

could help further explain other challenges such as the gender pay gap in gig platforms

[104]. Our findings suggest that the less women incorporate feminine notions of gender

identity in their work, the more likely it is for platform algorithms to reward them with

more work (Yvonne), better paying work (Emma), and better interactions with cus-

tomers (Constance). This is similar to women’s experiences in traditional organizations

[276]. So, how do gig platforms disenfranchise women differently than more standard

87



workplaces?

Through algorithmic management, platforms enable a systematic way of not

acknowledging the challenges and disadvantages that are disproportionately experienced

by women. This is different than being managed by a human. A human manager may

discriminate a woman worker, but such discrimination is often case by case, and could

be disputed more robustly. When platforms normalize the lack of protection or de-

signs for women, they signal to customers that women workers are easy targets for

exploitation. This emboldens some customers to exploit women workers by harassing

them and issuing false reports. Additionally, platforms do not consider these added

risks for women when evaluating their ratings or resolving disputes. This disadvantages

women by limiting their access to quality work. Women who depend on the platform

for a living are more likely to conform to this exploitation by compromising in service

exchanges and brushing off harassment. Platforms then perpetuate these biases and

harms, pushing disproportionate risk onto women that eventually compromises their

ability to obtain equal treatment and pay. Safety is a prime example where platforms

benefit from women’s labor. Women provide perceived customer safety. Yet platforms

do not adequately provide workers the same sense of safety or acknowledge their value.

These realities, although not exclusive to women, are experienced by women dispropor-

tionately due to stereotypes of women’s roles in social interactions (e.g., being more

communal and having less agency) [135, 134]. The platform enforces unwritten require-

ments for social interactions, without designing mechanisms that acknowledge them.

88



4.3.4.1 A pluralistic way of acknowledging women’s unique value and chal-

lenges

We provide several recommendations for platform designs to acknowledge women’s

unique value and the challenges they face in gig platforms. Platforms’ design should

acknowledge value beyond transaction and productivity focused mechanisms by includ-

ing social values derived from worker-customer interactions [39]. Platforms already have

mechanisms to document social values. For instance, drivers and couriers receive badges

or keyword feedback from customers to augment star ratings. However, this documen-

tation of workers’ performance does not effectively translate to acknowledgements from

the platform; there is no current feature where platforms use this documentation to im-

prove workers’ ability to access work or make money. Platforms could use these badges

and positive feedback to support women’s physical safety. For instance, ride-hailing and

food delivery platforms could use them to give women some priority for the day, time,

hours, and locations they want to work when they have accumulated more badges and

positive feedback from customers. This could enable women to have priority in selecting

the work environment that would make them feel safest.

To acknowledge the risks women face, and to better care for women workers

during a safety incident, platforms should implement mechanisms to document workers’

physical and emotional wellness [520], and prompt women to take breaks as necessary.

For instance, platforms should normalize paid sick leaves ranging from short breaks to

days off work, when women report an incident that has affected their physical or mental
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state. This social sensing mechanism could act as a tool to legitimize women’s request

for paid leaves (e.g., showing higher than usual heart rates, during menstruation).

Given that women’s voices are often marginalized in worker communities [518],

platforms, worker organizations, and online community leaders should make sure that

women’s experiences are acknowledged when making design decisions. For instance,

when conducting user studies, platform researchers should pay attention to the number

of women participants they recruit, and in certain studies, prioritize women workers to

capture more marginalized experiences. Worker organizations and unions should invest

in helping women’s voices be heard in both women and men worker communities. For

instance, they may consider electing women leaders, and educating men gig workers

how to support women colleagues as allies. HCI researchers could design tools with

community moderators to audit conversations in worker communities that are insensitive

towards women’s experience.

Last but not least, platforms cannot change their value mechanism without

departing from the profit driven, shareholder-centric business model [285, 430]. Our data

showed that some women gig workers channeled confidence from their past experiences in

the military (Yvonne) and playing rugby (Constance) for their work. Future platforms,

non-profit organizations, and researchers should expand the definition of “work” in gig

platforms to acknowledge what women bring to the table, instead of suggesting they

conform to masculine standards. This requires algorithms to work with human managers

to carry out transactions, while considering individual experiences and their impact on

work. Future work should consider the effect of humans working collaboratively with
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algorithms to facilitate work assignments and recommendations, allowing social contexts

to make adjustments to algorithms.

4.3.5 The Problem With Gender-Agnostic Platform Designs

Our work highlights the challenges women face due to gender-agnostic platform

designs and algorithmic management mechanisms. This results in further marginaliza-

tion of women. Prior work described how gig platforms employ algorithmic management

[267] to match workers and customers. As a result of algorithmic management, workers

face large amounts of bias, harassment, and safety issues [190, 458, 21], as well as invis-

ible labor [363]. Our work adds women’s first-hand experiences and perspectives of the

harassment and safety issues they’ve faced to these discussions. Additionally, our work

presents new findings related to how women are undervalued despite their contributions

to gig work. When platforms do not support women in managing gendered experiences

such as harassment, women end up having reduced work hours, lower customer rat-

ings, and are forced to avoid working in certain locations. Because of sociodemographic

power dynamics, these consequences may be more dire for women workers than for men

workers. These practices become the determinants for platforms’ algorithms to provide

women with less and lower quality work, and deactivate them unfairly. The coalesc-

ing of platform designs, women’s experiences, and algorithmic management acts as a

downward cycle to marginalize women within the platform. Therefore, platforms are

not “gender-agnostic” by explicitly discriminating gender in their algorithms, but by ig-

noring the social interactions that contribute to gendered experiences. These gendered
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experiences are then fed to platforms’ underlying algorithms, resulting in marginaliza-

tion.

However, we are not suggesting platforms should simply identify workers’ gen-

der and instate gender mechanisms to elevate women based on their identity. Feminist

HCI suggests that platform designs should abandon the single, totalizing, and universal

way [38] of measuring work. This includes both sides of the spectrum: disregarding

gender in platform design and gender-based algorithmic decision making. Alternatively,

platforms should focus on the service interactions women experience, and adopt more

diverse perspectives that acknowledge women’s efforts in maintaining the workplace. In

particular, platforms should draw on women’s lived experiences to design mechanisms to

support them in preventing and reacting to abusive situations. These designs would ac-

knowledge women workers’ unique value and contribution in the evaluation mechanism.

In other words, platforms should not design for a specific gender, but for gendered real-

ities. To understand these issues from a full gender perspective, future work should run

additional studies to evaluate the correlation between gender and harmful experiences,

making sure to include a range of gender identities.

In the following paragraphs, we discuss the ways in which gender-agnostic

platforms marginalize women workers, and how we propose to tackle these design flaws.

4.3.5.1 Platform mechanisms to enforce safety guidelines

We identify several areas for platform designs to enforce policies that address

women’s experiences around harassment and marginalization, and acknowledge their
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contributions to the gig economy. Firstly, platforms lack clear standards in defining the

boundaries of service relationships and how workers should be treated by customers.

Such lack of standards and worker training results in customers treating women workers

differently than men workers. Further, platforms do not provide guidelines for workers

who experience harassment in service interactions. Although such guidelines do not have

to be specifically for women, our findings show more structure could support women

workers in significant ways. Currently, platforms only provide “tips” related to safety,

bias and harassment [4, 3, 5]. Yet, women may likely still have a hard time enforcing

them when they are not taken seriously by customers (Tiffany, Annette, Penny).

Platforms should take a more proactive stance and design mechanisms to en-

force these guidelines. For instance, granting women the right to stop providing service

and equipping them with tools to document and report incidents. Currently in ride-

hailing, documenting and reporting is done manually and requires workers to submit

camera footage and initiate a case review [5]. This process unjustly holds women workers

responsible for their experiences. Platforms should take the responsibility of auditing

interactions. When providing tools and clear guidelines, platforms can delegate women

workers to chaperon this responsibility with clear ways to compensate and reward them.

For instance, platforms can hold sexual offenders accountable by including customer

“behavior rating” prompts such as “makes workers feel comfortable and safe”, or in

contrast, “makes workers feel uncomfortable”, and “jeopardizes workers’ safety”. These

badges should appear in customers’ profile and be shown to workers when they decide

to accept/decline the job, giving women more opportunity to assess the risk. Customers
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that have been given multiple warning badges or negative reviews by different workers

should be auto-banned from the platform. Such a punitive design will not only alleviate

repeated offense to an extent, but also balance the current power asymmetries [381] be-

tween customers and workers. For example, these could help moderate negative reviews

from customers. At minimum, when a harassment incident is reported, platforms should

be able to lawfully fine the perpetrator and use this to provide some kind of restitution

payment to the victim. This will allow women workers to recover from emotional and

physical injury without worrying about financial loss. Consequently, this may prevent

distressed workers on the job, who could compromise service quality or become a public

safety hazard for others.

4.3.5.2 Women need support for safety in public spaces

Women’s safety in public spaces affects their mobility and results in marginal-

ized financial outcomes [237]. As gig workers, safety in public spaces can further affect

women’s decision in selecting work locations [21]. Finding safe areas to work and rest

during breaks is important for women to be able to provide consistent service and gen-

erate income. We saw that one challenge women face is being able to find a safe area to

rest (Cindy). To address this, cities and towns should work with HCI researchers and ur-

ban planners to support women in finding safe gathering places in between work, where

they can rest, use the restroom, and take meal breaks. For instance, it would be optimal

to have designated areas for women gig workers in parks, local department stores, and

parking lots. Especially in suburbs, where there is limited public infrastructure, women
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should be able to identify women worker friendly gas stations and re-charging areas.

States’ policies could also negotiate with local businesses, incentivizing them to provide

service to gig workers in exchange for tax deduction.

On the other hand, many women choose to avoid working in certain areas

or during certain times of the day to stay safe. Prior work has critically highlighted

the redlining phenomenon in ride-hailing [458], which results in workers discriminating

certain neighborhoods. We also saw this as a common practice among women gig

workers (Sheryl, Natasha) with safety concerns. However, some women were hesitant

to discriminate neighborhoods, even when they knew the risks posed (Cindy). We urge

researchers and policy makers to provide solutions for this difficult situation. Women

gig workers should not be responsible for choosing between staying safe and contributing

to redlining.

4.4 Limitations

Our findings are based on a limited set of participants located in North Amer-

ica. Their experiences and perspectives are based on the social experiences of women

in a male dominant, multi-cultural background. The women we interviewed are from

African-American, Asian, and European backgrounds. Their perspectives overlap, but

cannot capture the experiences of women outside of North America. For instance, we

believe that the harassment and safety related experiences our participants have faced

may resonate with women in India [237, 28], but our work does not capture the social
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factors that affect women gig workers’ experiences in India. Another limitation of our

study is our lack of access to women who are no longer active in gig platforms. There-

fore, our findings could be compromised by survivorship bias, which may limit us in

capturing women’s hardship to its full extent.

Our work identified the mechanisms by which platforms fail to acknowledge

women’s experiences, suggesting one way in which women gig workers are marginalized.

We came across stories where women shared experiences that may have been mediated

by other demographic factors such as race and socioeconomic status. We encourage

future work to investigate the impact of intersectional identities on gig workers’ ex-

periences. Future studies should also look into the social mechanisms that leads to

marginalization of women gig workers in more diverse social and political contexts, such

as in Muslim countries and among immigrant workers.

4.5 Conclusion

In this Chapter (4) I considered two types of harm, bias and harassment,

among women gig workers who perform their work offline. I conducted interviews with

20 women gig workers across ride-hailing, food delivery, and domestic work platforms

to investigate the question: what are women’s unique experiences and challenges in gig

platforms? Informed by feminist theories on sociotechnical systems and critical gen-

der theories I found gig platforms are gender-agnostic by not acknowledging women’s

increased vulnerability for socially-grounded harm and their contributions to the plat-
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form. As such, they contribute to women workers’ experiences of bias and harassment.

Lacking immediate platform support and fearing loss of access to work, women workers

“brush off” harassment. Drawing on our participants’ stories, I provided design impli-

cations to guide platforms and policy makers in designing gig platforms and regulation

that attend to gendered experiences of harm.

Both Chapter 3 and 4 focused on how harm is caused by the structure and

design of the platform enabling a match. By considering interactions that include a non-

trivial offline component (Chapter 4) I noticed that while the platform may facilitate

and further perpetuate harm, it is the individuals a person matches with that physically

carry it out. This led me to wonder: who are all the actors that cause harm in matching

market platforms, how do they relate to each other, what harm(s) do they cause, and

how do users protect themselves from these harms? In Chapter 5 I investigate these

questions in the broader context of interactions that initiate online via a matching

market platform and have a non-trivial offline component. In this work I extend beyond

interactions that occur for work; I specifically focus on online dating and home-based

gig work (e.g. cleaning, caretaking, handiwork).
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Chapter 5

A Taxonomy of Harms and Protective

Behaviors Among Online Daters and

Gig Workers

In this chapter I studied the harms and protective behaviors of two groups who

engage in interactions that initiate online via a matching market platform and have a

non-trivial offline component. Within this chapter, I refer to this class of behaviors as

digitally-mediated offline introductions (DMOIs).

In addition to contributing to the HCI literature, this chapter also intends

to speak to the security and privacy (S&P) community. (S&P) has a long-standing

tradition of studying and mitigating online threats that might harm users. These include

issues such as phishing [156, 210], spam [204, 370], online hate and harassment [459],

and fake news [327]. Prior work in this space has also looked at users’ security and
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privacy behaviors, such as their adoption of two-factor authentication [372], password

creation [482], and factors that influence the adoption of particular behaviors [113, 359].

We think there are ample opportunities to leverage techniques and ideas from (S&P)

in the context of DMOIs and hope the work in this chapter can foster discussion and

collaboration.

We systematized 113 papers on the harms and and related protective safety

behaviors of three groups that engage in DMOIs: online daters, gig workers, and sex

workers. We found that there are five harms and ten protective behaviors shared across

the three groups, which we systematize into a taxonomy. From the literature we also

also developed a threat model to depict how the five harms are caused by four actors.

We identified a gap in prior work: the lack of any statistics to suggest which

harms people are most concerned about and which protective behaviors are most preva-

lent. To fill this gap we conducted a large-scale survey of gig workers (n = 451) and

online daters (n = 476). Our questions drew from our taxonomy and threat model. We

found that physical and emotional harm are the most prevalent safety concerns and that

the most prevalent protective behaviors are those that involve leveraging users’ close

contacts and social networks.

The work in this chapter was done in collaboration with Dr. Daricia Wilkinson,

Aurelia Augusta, Sophie Li, Dr. Elissa Redmiles, and Dr. Angelika Strohmayer. The

version presented in this dissertation underwent peer review at USENIX Security 2023

and is currently being revised for resubmission at a security and privacy venue1.

1A preprint of the previously submitted article can be found here: https://www.dropbox.com/s/

eoc1va2q2kz53vb/PostDigitalSafety_Riveraetal_DRAFT.pdf?dl=
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5.1 Introduction

Seemingly every aspect of life is digitally mediated. People find romantic part-

ners through online dating apps, household service providers (e.g., to repair household

items or care for children) through online gig-work platforms, and housing through

online marketplaces [484]. Coles-Kemp and colleagues argue that with this post-digital

enmeshing of our digital and non-digital worlds requires a transfiguration of our security

practices [103]. In a post-digital world, threats to security and privacy are no longer

bound by space or contained in separated “online” and “offline” locales [443]. Instead,

such threats – and defenses against them – cross between the digital and physical realms

to affect people’s overall sense of safety [443, 369]. Trauma we experience digitally also

impacts our physical bodies, likewise, violence we experience physically – e.g. jobs that

are digitally-mediated – will impact our relation to the digital platform that mediated

this harm.

This concept of post-digital safety builds on decades of research across security

as well as criminology, social sciences, and legal studies that attempts to both complicate

and clarify what we mean by ’safety’: from Maslow’s hierarchy of needs, to human

rights frameworks, to security frameworks for online content, at-risk groups, and in-

game interactions [459, 406, 301, 244, 308, 493]. Broadly, safety is understood as a

basic human need, which requires us to live in environments that are free of violence,

threats, harms, and other intolerable risks which may be self-directed, interpersonal, or

collective [277]. Building on this literature, post-digital safety encompasses the existence
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of safety threats that manifest in interactions intended to be exclusively online (e.g.,

stalking, doxxing) as well as those that reside in the contexts away-from-keyboard [385]

during digitally-mediated offline introductions (DMOIs) for e.g., dating, relationships,

or labor.

Because threats to people’s safety that cross the online-offline boundary can-

not be easily classified as strictly-digital or strictly-physical violence, they are under-

addressed in existing considerations of safety because neither security nor criminology

considers such threats to be strictly within their domain. Yet, as in-person interactions

are increasingly mediated and/or preceded by digital interactions, the security and pri-

vacy (S&P) community has a growing role to play in protecting end-users in physical

as well as digital spaces.

Recent S&P work has considered a growing set of topics that fit under the

umbrella of post-digital safety in the context of intentionally-online interactions [460,

186, 312, 459, 406]. While the goal in intentionally-online-only interactions is to avoid

post-digital spill-over of threats such as stalking and doxxing, the goal in DMOIs is to in-

teract in person. Thus, the relevant threat models and protective behaviors appropriate

for this context significantly differ from those appropriate for intentionally-online inter-

actions. Investigations of post-digital safety for specific populations engaged in DMOIs

have been conducted (e.g., focusing on sex workers [308, 84, 350, 394], activists [14],

and those facing intimate partner violence [477, 526, 476, 89]). However, a general

systematization of post-digital safety threats and protective behaviors in the context

of DMOIs is missing. This work aims to fill this gap by defining a post-digital safety
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taxonomy and threat model for DMOIs to guide security researchers in re-imagining

defensive tools to protect safety in such interactions.

To develop a robust, empirically-validated taxonomy of post-digital safety for

DMOIs that systematizes both the harms that threaten safety (Section 5.3) and the

strategies used to protect against them (Section 5.4), we systematize existing literature

and engage in empirical data collection and analysis. Our taxonomy details five safety

threats – financial, emotional, physical, data privacy, autonomy – and aligns these

threats with ten protective behaviors used to defend against them. Further, we measure

the prevalence of each component of our taxonomy – threats and behavior adoption –

among two representative user populations: online daters (n = 476) and gig workers

who perform strictly in-person jobs where they interact with clients (n = 451). We

conclude with directions for future research and design in Section 5.5.

5.2 Methods

To build a taxonomy we systematically collect and analyze literature in this

domain, as summarized in Section 5.2.1. To validate, expand, and take first steps

toward quantifying key concepts in this taxonomy (e.g., use of particular behaviors) we

deploy a quantitative survey informed by literature. We use similar approaches to those

of [493, 459] to collect and systematize the literature, and use the results of our survey

to supplement gaps in prior work. Our methodology is summarized in Section 5.2.2.

We conclude with a summary of our work’s limitations in Section 5.2.3.
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As our contribution centers on providing a taxonomy of post-digital safety in

DMOIs, we take a somewhat non-traditional approach to structuring our paper. Rather

than presenting a ‘Related Work’ or ‘Results’ section, we present a structured taxon-

omy of the harms experienced and protective behaviors used in DMOIs then leverage

our analysis of both related work and our survey results to justify and quantify the

components of this taxonomy.

5.2.1 Literature Review

We conducted an electronic search of academic literature to identify post-

digital harms and protective behaviors. Due to the interdisciplinary nature of this work,

our search was conducted in databases spanning computer and social sciences such as

Google Scholar, ACM Digital Library, ScienceDirect, Springer Link, and IEEE Xplore

Digital Library. We considered articles available in English but adopted no restrictions

on publication dates or venues. Relevant keywords included strings that were appended

by the relevant interaction across the digital-physical boundary and “safety,” “harm,”

or “scams” (e.g. ”online dating safety” or ”gig work scams”). We found additional

literature by reviewing the related work section of each paper in our dataset. We

specifically sought papers that discussed the safety concerns, safety definitions, and/or

protective behaviors of people engaged DMOIs such as online daters, gig workers, and

sex workers.

Data Abstraction. For all papers, we reviewed the titles, abstracts, and

concluding arguments for relevance. Ultimately, we reviewed 113 papers and abstracted
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data related to (1) harms and (2) protective behaviors. In identifying harms, we ex-

amined mechanisms of harm (e.g., How are the harms caused? Who or what creates

these harms?). We likewise sought to understand what protective behaviors are used

to protect against these harms. This consideration included identifying (a) the phase

in which the behavior is used (e.g., What behaviors are used before, during, or after

an offline interaction?), (b) the harm mitigated by the behavior; and (c) the protec-

tive mechanism (e.g., How is this behavior executed? What online or offline tools and

resources are required?)

We performed affinity diagramming [211] to understand the relationship be-

tween harms, protective behaviors, and the phases in which they occur. Through this

iterative process, we also uncovered key differences in different groups’ experiences with

safety and gaps in the body of work we reviewed.

5.2.2 Survey

The prior work in this area is highly partitioned: the majority focuses on the

experiences of a single population (e.g., online daters) and/or a single aspect of safety

(e.g., data privacy). Further, the vast majority of prior work uses qualitative methods

to examine safety in DMOIs; quantification of the threats and behaviors encountered

in DMOIs is limited. To offer a larger-scale validation of the threats and protective

behaviors detailed in prior work and fill in gaps of knowledge on these threats and

behaviors across multiple populations we surveyed two representative populations who

engage in DMOIs: online daters (n = 476) and gig workers (n = 451). These two
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groups were selected because they cover two different classes of interactions (romantic

and labor) common to DMOIs.

Survey Questionnaire. To validate our systematization of the forms of

harm relevant to DMOIs, we asked respondents to explain what safety means to them

in the context of the interactions they engage in. Additionally, we asked questions to

assess the role of safety in deciding to engage in DMOIs and the prevalence of unsafe

experiences. To understand the prevalence of protective safety behaviors, we asked

respondents several questions regarding whether they engage in the protective behaviors

identified from the literature. The answer choices for these questions reference the

mechanisms, strategies, or resources a person may use to carry out a behavior. We

wanted to obtain a comprehensive understanding of how different behaviors are used

in different contexts. Therefore, both our participant populations answered the same

questions, except for minor wording changes. We ensured the questions and responses

were applicable to the different contexts and interactions. We also included one attention

check question in each survey, following best practice in survey methodology [368].

We discarded responses from those who did not answer the attention check question

correctly. The exact wording of our survey questions are in Appendix C.2.

Data Collection. We recruited our sample of online daters using Prolific, a

crowdworking platform (n = 372), and Lucid, a marketplace for survey panels (n = 104).

We recruited our sample of gig workers (n = 451) only from Prolific. Our surveys ran

for 4 months, from August to December 2021. We recruited respondents who met the

following criteria: (1) were located in the US, (2) had used a dating or gig app within
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the past two years, respectively, and (3) had met in-person with someone they met on a

dating or gig app. We aimed to recruit samples with demographics roughly representing

the U.S. For complete demographic information, see Appendix C.3.

For participants on Prolific, we first ran a short screening survey to identify

participants who met these criteria; respondents were paid $0.15 for a 1 minute survey

($9/hour). Qualified respondents were sent our main survey and compensated $2.85

($10.05/hour). For respondents recruited by Lucid, we are not privy to Lucid’s com-

pensation structure; we paid Lucid $5.50 per survey completed.

When analyzing our results, we noticed there were two questions we did not

ask gig workers but should have, and a few questions whose answer choices could have

been misinterpreted due to wording. To strengthen our analysis, we decided to re-field

these questions in September 2022 to the Prolific respondents from our prior survey.

We re-fielded a total of three questions to daters, and five questions to gig workers

(included in the survey questionnaire in Appendix C.2). To incentivize respondents to

complete the survey, we paid at a slightly higher rate than for the original survey: $1

for a 3 minute survey ($20/hr). We received responses from 140 daters (38% of original

sample) and 217 gig workers (48% of original sample) over a two week period.

Analysis. We used a mixed methods approach to analyze our data. First,

we used deductive thematic analysis [60] to analyze respondents’ responses to the open-

ended question, “What does safety mean to you in the context of [online dating/in-

person gig work?]” The research team agreed upon an initial set of codes based on the

literature that described potential safety concerns. Using the codebook, one researcher
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independently coded all responses from the dating survey, and a different researcher

independently coded all responses from the gig work survey. The two researchers then

reviewed a random sample of 100 responses in the survey data they did not code and

evaluated inter-rater reliability, achieving an average Cohen’s Kappa of 0.656 (substan-

tial) across codes.

We then conducted descriptive analyses with statistical comparisons to analyze

respondents’ responses to about the impact of safety, negative experiences, and use of

protective safety behaviors. We calculated the proportion of people in each sample who

selected each answer choice with exceptions for totals corresponding to ”prefer not to

answer”. We make comparisons between the two samples’ proportions using χ2 tests,

where p ≤ 0.05 indicates a significant difference. We applied Bonferroni-Holm correction

to the resulting p-values to reduce the Type I error rate. In Appendix C.1, we provide

all proportions and comparisons, while in the main text we primarily report proportions

for readability.

5.2.3 Limitations

We carefully implemented safeguards in our research, but acknowledge its lim-

itations. Our literature review may have missed work related to DMOIs that did not

surface from our search terms. Therefore, there may be experiences and definitions of

safety that are not represented in our results, affecting the validity of our taxonomy.

We encourage future work examining additional relevant post-digital safety experiences

and conceptions in DMOIs.
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Our work also faces limitations inherent to many survey studies, such as social

desirability bias, under-reporting, and recall bias. To reduce the former we carefully

worded questions to avoid suggesting there are right or wrong answers, instead asking

respondents to answer the questions based on their personal experiences. To mitigate

potential under-reporting and recall bias, we limited our survey to those who had en-

gaged in digitally-mediated offline interactions within the last two years, and frequently

asked respondents to recall specific situations they may have encountered in the past.

We also presented the questions strategically, making sure to ask all questions about a

particular behavior together.

Finally, while we tested the survey with other members of our research group

prior to collecting data and received expert reviews of the survey, there were some

questions we forgot to include answer choices that could have been better worded. We

did not notice these limitations until we began analyzing data. We re-fielded only to the

existing survey respondents and took care to remind them of the context of the survey.

However, collecting additional data 9-12 months later may have increased the chance for

recall bias, and respondents’ safety-related behaviors, experiences, and attitudes may

have changed. To evaluate the potential of such biases, we compared questions that

were asked in both the original and re-fielded surveys finding no statistically significant

differences. However, for transparency, we indicate with (†) when we report re-fielded

data.
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5.3 Harms Threatening Safety in DMOI

In this section, we detail the five types of harm our analysis identifies as the

primary sources of threat in DMOIs: financial harm, which threatens an individual’s

financial assets or livelihood; physical harm, which threatens an individual’s body; data

privacy harm, such as unfair data collection and use; harm to autonomy, or an imped-

iment to an individual’s ability to make decisions about their interactions with others

and how they use digital platforms to mediate those interactions; and emotional harm,

threatening an individual’s mental health and well-being. For nearly all of those we sur-

veyed (96.6% D (daters); 97.6% G (gig workers)), safety affects their decision to meet

someone offline. Furthermore, 59.4% of daters and 51.9% of gig workers report having

had an experience that made them feel unsafe while meeting someone offline. Thus, it

is critical to consider the harms that make them feel unsafe.

As we describe in this section, these harms may be perpetrated by several

different actors: platforms that enable DMOIs; Meets, those who an individual intends

to meet offline; and scammers and aggressors who pose as Meets to intentionally cause

harm. Some of these attackers exist strictly in digital space, yet digital attackers may

cause non-digital, or offline, harm, and harms that appear strictly digital (e.g., data

privacy harm) may propagate other harms (e.g., financial, emotional) that cross the

digital-physical boundary.

Building on the tradition of threat modeling to understand security risks in

software and technical systems [418, 438] and socio-technical systems [443, 425, 157,
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Figure 5.1: DMOI threat model that shows how harms cross the online-offline boundary
and who perpetrates them.

322, 148], we present in Figure 5.1 a DMOI threat model that illustrates how attackers

may perpetrate each of the harms detailed in this section.

5.3.1 Financial harm

Internet users face a variety of financially- and emotionally-costly scams [62].

Those engaged in DMOIs additionally face financial harm from (1) scams that take

place on the platform and (2) physical robbery. Scams on platforms include those

tailored to the user’s specific use case, such as scammers posing as a potential date or

client [468, 497, 334, 440, 100]. As one respondent notes, “A lot of online dating apps

have a lot of scams and bots that will initiate a conversation with you and eventually try

and get money. Or blackmail. Safety from these people [is] a must.” –D225. Platform

scams may also exploit the vulnerabilities that lead the user to be engaging in DMOIs
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such as financial precarity or curiosity and loneliness [365, 465, 497]. For example, prior

work studying the risks of online dating notes: “a Tinder user wrote in their bio: ‘Send

me $5, see what happens’ [and] manag[ed] to raise a significant amount of money” [440].

People may also be the targets of digitally-mediated physical robbery from

aggressors they meet through the platform and others they interact with in the physical

environment [34, 522, 413, 222]. Attackers may leverage knowledge of how platforms

work, or of how people use the platforms, to create harm. For example, attackers may

congregate in areas where they know gig platforms route their drivers [133]; similarly

sex workers may be targeted for robbery as a result of needing to carry cash because

they are deplatformed from digital payment sites [308]. One respondent in our study

said, “[Safety means] that I do not get harmed or robbed while being out and doing gig

work” –W376.

Platforms may consider financial harms outside their scope, despite the fact

that they were the intermediary that led their user to connecting with a thief [465, 34].

As a result, platforms expect users to take on the safety work [360, 199] needed to

avoid scams and robbery, to remove themselves from a financially harmful situation,

and to report these back to the platform [465]. Victims of financial harm, and their

families and friends, are consequently left responsible for managing the losses, emotional

trauma, medical bills, and in extreme cases funeral costs that often result from scams

and physical robbery [66].
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5.3.2 Physical harm

Physical harm includes assault and/or abuse (sexual and otherwise) [93, 169,

170, 384, 288, 529, 308], injury and/or death [34, 66, 429, 14], health concerns [94, 106],

and other forms of violence.

Physical harm may be (1) premeditated, (2) opportunistic, or (3) situational [444].

Premeditated physical harm arises when the Meet purposefully seeks to assault and uses

digital platforms to find targets. Opportunistic physical harm occurs when the Meet

becomes belligerent or violent, without initially intending to cause harm. This may

occur if they become angry or upset, and compounded by other factors such as ex-

cessive alcohol consumption. An online dater well-described their concerns with these

two forms of physical harm: “For me, [safety] means not getting in a toxic (psycholog-

ically) relationship or a relationship where the woman can become physically dangerous

in unconventional ways (ex. stalking, stealth attacking with a knife/gun). For others,

it would be preventing physical/sexual violence, alcoholic coercion into sex, or abusive

relationships” –D184.

In the case of gig work, the nature of the work may also pose situational

physical harm risks: for example, exposure to harsh cleaning chemicals [468, 473] or

transporting packages on bikes [468]. Gig workers commonly described health and

injury concerns arising from the spread of COVID-19. “Safety means adhering to basic

social distancing, sanitation, and mask protocols in order to minimize the spread of

covid-19 for me and my client” –W199.
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5.3.3 Data-privacy harm

Platforms that support DMOIs require the collection and distribution of per-

sonal details about users to effectively generate matches for romantic relationships, la-

bor, and more. Platforms may require users to share social media profiles, government

identification, device permissions for location tracking, and other personal information

as part of their profiles or the sign-up process [467, 308, 398]. While people using these

platforms sometimes use this collected information for safety purposes (further discussed

in Section 5.4), prior work and our empirical data also show that people are concerned

about the misuse and abuse of this information to cause the other harms discussed in

this section [221, 100, 522]. Expressing this tension well, an online dater in our study

defined safety as “having enough information to learn about a person, but not enough

to be able to locate and potentially interfere with someone’s life unless they choose to

specifically share that. Any personally identifying information that someone provides to

a dating service should be very secure from intrusion”–D188.

5.3.4 Autonomy-related harm

Autonomy-related harm may stem from either the platform or Meet. Such

harm can occur in either digital spaces (platforms and algorithms that control what users

can and cannot do) or physical spaces (an individual may exert control over another by

limiting access to their digital devices and accounts), or across an enmeshing of both.

Platforms may limit individuals’ autonomy through algorithmic management

[28, 94] or deplatforming [43, 51, 52, 64, 13]. Algorithms may prioritize profiles based on
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features such as photo quality or the amount of personal information shared [467]. This

pressures users to share more information than they would prefer, eliciting concerns

around data privacy [287], and the increased amount of information a potential Meet

will have access to [167]. On labor platforms, such management may also depend on

clients’ numeric ratings of workers; as a result workers feel pressured to maintain good

reviews at the expense of safety [267, 522]. Workers often hesitate to stand up to or

report a belligerent client for fear of receiving a low rating and reduced access to work

opportunities [28, 284].

Individuals may limit another person’s autonomy by controlling access to their

devices, a common threat in intimate partner violence [459, 89]. In these situations an

abuser may limit a target’s access to resources (e.g., banking information), or try to

prevent them from being able to document their experiences to report later [459, 302].

While this form of control usually occurs in digital space, the consequences can be

experienced in the physical world [459].

Finally, autonomy may be harmed by lack of knowledge about the physical

space of interaction. One commonly reported concern among our survey respondents

was wanting to be familiar with locations where they meet an individual so they can

be self-sufficient in reacting to unsafe situations. For instance, several gig workers said

that they want to know where the nearest emergency room is located so they can get

help if they are injured on the job: “Safety means I know where my working location is

and where I can access emergency services close by” –W244. Some online daters in our

sample described wanting to feel that they can safely exit a space: “It’s important to
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always have an escape plan and ensure you don’t get stuck”–D112.

5.3.5 Emotional harm

People who engage in DMOIs may suffer emotional harm as a result of hate

and harassment, manipulation and deceit, and fears over the prospect of experiencing

harm. In most cases these harms are caused by Meets. However, platforms may also

cause emotional harm by pushing people towards behaviors and interactions that are

harmful to their mental health or relational goals [473, 522, 94, 67], or by creating

feelings of isolation, exploitation, or competition [473, 522, 413, 173, 186, 284, 363].

Emotional harm can occur even before a person engages with a Meet offline, via

disparaging and disrespectful messages [299]. This form of online hate and harassment

has offline effects; it may cause hesitation, distrust, and fear in future offline interactions

even with a different person [459]. Similar harm occurs offline via insulting comments on

physical appearance, or expressions of entitlement related to social class and gender [318,

18, 522]. One gig worker expressed their desire to engage with Meets who will be kind

and supportive: “[Safety means] Making sure that I, my client, anyone else around and

the work space is clear, supportive, kind, loving, professional, and can work together to

find a common goal” –W186.

Meets may distort the truth via strategic manipulation and deceit, which can

devastate the person believing the false reality [87]. Interacting with a Meet who

has distorted the truth can lead a person to have unfavorable feelings towards future

Meets [344]. For example, it may lead to self-other asymmetry – a bias where one be-
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Figure 5.2: Prevalence of the concerns our survey respondents reported in their defini-
tions of safety

lieves that others are more likely to engage in deceptive behaviors than they would [415].

Among respondents, both gig workers and daters underlined the importance of avoiding

deceitful Meets: “Safety means making sure the person you are meeting is who they

say they are, and can be trusted... If anything feels off, it’s a sign to move on” –D343.

Similarly, just the prospect of experiencing harm can cause emotional harm [506, 342].

One gig worker explained, “I’m scared of being set up and it being someone who just

wants to hurt or assault me and not a job” –W196.

5.3.6 Prevalence of Safety Concerns

We summarize the prevalence of each harm mentioned by respondents in their

definitions of safety in Figure 5.2. We noticed differences between the concerns our

respondents most commonly expressed in their definitions of safety, and what prior
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work has focused on. Despite significant attention to financial scams in prior work for

both groups, they were not the primary focus of our respondents’ definitions: fewer

than 1% of daters (0.84%) and 10% gig workers (7.76%) mentioned avoiding financial

harm in their definition of safety. Instead, respondents most commonly defined safety

in terms of physical and emotional harm. Among gig workers, physical harm was the

most prevalent concern reported in their safety definitions (52.3%). Among daters, the

most prevalent concern reported in their safety definitions was emotional harm (57.4%).

Interestingly, we also saw that very few gig workers defined safety as related

to data privacy harm (0.89%) compared to daters (26.2%). The low percentage of

gig workers reporting data privacy concerns reflects the literature and the type of gig

work our respondents engage in; prior work has found data privacy concerns among

crowdworkers, gig workers who perform strictly online work [396, 397, 398]. Yet there

are no reports that we know of describing data privacy concerns among gig workers who

perform in-person labor.

Similarly, there is little to no prior work looking at daters’ experiences with

autonomy-related harm. Much of the literature that we describe in section 5.3.4 comes

from research on various forms of gig work. Yet close to a quarter (23.90%) of daters in

our sample described autonomy-related harm when defining safety, compared to 16.0%

of gig workers.
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Figure 5.3: Prevalence of safety behaviors our respondents engage in to mitigate the
harms described in Section 5.3

.

5.4 DMOI Safety Strategies

Here we detail how our respondents and those in prior work protect themselves

from these harms. Figure 5.3 summarizes the prevalence of our respondents’ protective

behaviors, and Table 5.1 summarizes the connection between these behaviors and the

harms in Section 5.3.

We systematize these protective behaviors according to the phase during which

they are implemented: (1) pre meet, (2) during meet, and (3) post meet. Pre-meeting

safety methods encompass all strategies that occur before meeting offline; including

deciding whether to interact with potential Meet offline and while communicating with

them online. Methods for ensuring safety in the during-meet – while meeting offline–

phase can be set up beforehand, such as texting a friend about the meeting location or
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intended duration. They can also be triggered during the meeting, such as by using an

emergency button on an alarm app or wearable device. Post-meeting safety strategies

occur after an offline meeting has concluded.

In this section, an asterisk (∗) indicates a significant difference between the

two populations (alpha = 0.05), while a dagger (†) indicates re-fielded data.

5.4.1 Pre-Meeting Safety Strategies

Prior to meeting in-person, people use a variety of digital behaviors in an ef-

fort to ensure they are safe when ultimately engaging in offline interactions. These

behaviors include screening (using a variety of decision heuristics to evaluate the infor-

mation presented by a digital platform about the person they are considering meeting);

self-disclosure (intentionally revealing information about themselves in hopes that the

other person will use it to screen them); vetting (seeking out additional information

about a potential meet); and obfuscation (hiding information about themselves from

the platform or person they may meet).

5.4.1.1 Screening

While deciding whether they want to meet with the person presented in a plat-

form profile, people use certain heuristics, which we term decision heuristics, to evaluate

the potential Meet’s profile [222, 318, 355, 334, 16, 532, 356, 468]. Screening is used to

avoid entering into situations that can cause any of the harms described in Section 5.3.

For example, a person might want to avoid someone who seems likely to cause emotional
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harm through racial or religious discrimination. Others may look for “red flags” that

indicate potential for harassing, discriminatory or other unwanted behavior that could

cause emotional or physical harm [16, 355, 171]. Nearly all respondents in both groups

report screening Meets (99.8% D; 99.1% G) 2. Factors used to screen Meets in DMOIs

include the availability of a profile photo [106] (80.0% D; 57.1% G)∗† and the presence

of enough information on their profile to search for them online [355] (34.3% D; 53.9%

G)∗†. Screening heuristics may be context-dependent. For example, gig workers often

decide whether to engage with a Meet offline if the job they will perform pays above a

certain threshold, or is similar to other jobs they have done in the past [329] (74.2%)†

(see Table C.1).

Further, prior work suggests that in digital environments, emotional safety in

particular is maintained by an iterative process of boundary regulation where lines “are

drawn in relation to a shared set of affective and relational knowledge” [356]. Inter-

actions are more likely to be perceived as emotionally beneficial when a connection is

made by a party who respects and maintains established boundaries. Thus, people may

look for details that indicate ethical alignment between themselves and a potential meet

such as the presence of reassuring information or actions (e.g., use of the gender-inclusive

term “cis-man” in a profile), the absence of concerning information or actions (e.g., no

weapons or concerning objects in profile photos), or a lack of or the indeterminacy of

information (e.g., inability to determine a client’s gender as either positive or negative

signals to inform their decision heuristics [356, 490, 182, 28, 355] (79.3% D; 27.6% G)∗†.

2Among our re-fielded sample 98.0% of daters and 97.7% of gig workers screen Meets
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Screening is done using information that people can gather or observe easily

and therefore requires that platforms obtain and make such information available in user

profiles. However, some platforms do not provide enough information about a potential

Meet for people to screen them; this is particularly common among gig platforms, which

provide clients with more information about workers than vice versa [176]. When people

are not able to screen a potential Meet with the information provided to them, they turn

to trusted networks, social media groups and the internet to obtain more information

about the other party [221]. In some cases they may seek information about a potential

Meet’s reputation within those communities [308] (4.3% D; 53.5% G)∗†. We detail this

process, called vetting, in Section 5.4.1.4.

5.4.1.2 Self-Disclosure

Some people purposefully choose to disclose aspects of their identity while using

online platforms to meet others. In some cases self-disclosure may be for purposes other

than safety, such as when trying to appear more attractive to a potential Meet [467, 334].

63.2% of daters and 36.9%† of gig workers said they self-disclose information prior to

meeting someone offline for safety reasons (statistically significant difference). In these

cases, people self-disclose when they believe the information they are revealing would

put them at risk of harm if it was discovered offline (e.g., LGBTQIA+ identity or

race/ethnicity) [167, 86, 131]. People hope that by sharing this information, Meets will

screen them and only agree to engage if they are accepting of their identity [494].

People self-disclose information on their profile (35.1% D; 22.6% G†)∗, or

122



within private online and offline communication [167] (40.4% D; 15.2% G†)∗. While

self-disclosure commonly occurs prior to an offline meeting, some respondents in our

study reported self-disclosing during a meeting as well (23.9% D; 12.9% G†)∗ (see Ta-

ble C.2).

Individuals must balance self-disclosure with privacy and control over their

personal information. For example, some people share their HIV status on social net-

working and dating apps [494, 496, 495]. However, they express privacy concerns around

platforms having access to this sensitive information [494]. Additionally, self-disclosing

can be emotionally taxing: individuals who share sensitive information may face stigma

in their community [494, 147, 325]. We found no literature that describes self-disclosure

behavior among gig workers, however our survey data† suggests a notable proportion of

gig workers who engage in DMOIs do so.

5.4.1.3 Obfuscation

In contrast to self-disclosure, some people may wish to obfuscate personal in-

formation by omitting [334] or misrepresenting [362, 470] parts of their identity. Related

literature on privacy-preserving strategies among social media users suggests that obfus-

cating is used to protect against physical, autonomy, and data privacy harms [486, 249].

Overall, a small majority (64.6% D; 49.4% G)∗ of our sample reported obfuscating

personal information by either hiding or misrepresenting parts of their identity.

When obfuscating people omit or hide information that they believe may cause

an unsafe encounter with a potential Meet, such as religion, job, and sexual prefer-
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ences [100] (60.0% D; 50.3% G)∗. According to our survey responses, the most common

place where daters omit or hide information is in their profile within the app (42.7%).

Statistically fewer gig workers report doing this (16.6%), perhaps because most gig plat-

forms offer workers little control over their profiles, and opaque matching algorithms

play a much larger role in determining which clients workers are visible to [229, 489].

Instead, gig workers are more likely to omit information in an online or text conversation

with a potential Meet (31.0%) (see Table C.3). Specific strategies used to omit or hide

information include removing online profiles [186, 255] (14.9% D; 12.4% G) and censor-

ing images and personal information (8.7% D; 4.4% G) [221, 470, 469] (see Table C.4).

Some people may also use emojis and specific in-group language in text communication

or profiles [325, 496, 494, 495, 21].

Some people obfuscate by presenting inaccurate information about themselves

to Meets (34.0% D; 28.4% G). Some may simply provide a different name, or lie about

how they look and their qualifications for a job, sometimes referred to as privacy

lies [398, 395]. Others use more involved impression management strategies such as

maintaining differing online personas across multiple platform profiles with different

social media information, photos, and phone numbers or devices [533]. Similar to the

findings for omitting/hiding information, statistically fewer gig workers present inac-

curate information in their profile (6.7%) compared to daters (17.4%). Among both

groups, the most common place where individuals present inaccurate information is in

an online text or conversation (20.2% D; 14.9% G) (see Table C.5). To have these

conversations 19.1% of daters and 31.9% of gig workers report using separate contact
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information and/or communication devices (statistically significant difference).

Obfuscating comes at a cost: potential deplatforming if obfuscation violates

platform rules. Deplatforming leads to loss of income in the case of digitally-mediated

labor [43, 51, 52, 64, 13]. Therefore, individuals must weigh the financial costs they

may incur from obfuscating information against the safety protections it could provide.

5.4.1.4 Vetting

Many people seek to vet (or find additional information about) Meets before

interacting offline. Vetting is used to prevent financial, physical, and emotional harm

by attempting to determine whether someone is who they say they are, or if they

have a criminal record [100, 193]. Vetting is similar to screening in that people use

both to determine whether it is safe to engage with a potential Meet offline however

vetting requires actively and externally seeking more information about the potential

Meet beyond what is available on the platform profile. More than three quarters of our

survey respondents in both groups engaged in vetting (85.3% D; 79.8% G) 3. People

vet a potential Meet by: 1) using search tools, 2) consulting whisper networks, and 3)

asking the person directly, and evaluate the validity of the information by using multiple

methods and sources and looking for consistency [521, 334, 355, 221, 16].

When vetting, people may search the internet [167, 100] (72.1% D; 88% G)∗

and social networking sites [100, 517] (70.6% D; 41.8%G)∗, or consult background check

services and court records [275, 100, 317, 330] (13.8% D; 12.8% G) for personal informa-

3Among our re-fielded sample 84.3% of daters and 79.3% of gig workers vet Meets
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tion about a potential Meet (See Table C.6). Among respondents in our survey, daters

looked primarily for additional online profiles, photos, and videos of their potential date

(78.0% D; 47.7% G)∗†. Gig workers looked primarily for the potential client’s reputation

(e.g., criminal history and reputation among other workers in online forums) (20.3% D;

59.9% G)∗†. When vetting Meets, people look for personal information (e.g., their full

name or phone number) (36.4% D; 29.1% G)† and information about the Meet’s loca-

tion (e.g., home and work location) (33.1% D; 34.9% G)†. People may also try to infer

personality traits from information like political affiliation (33.1% D; 22.7% G)† (see

Table C.7).

However, the information needed to search online resources and court records

is not always readily available; platforms may not require an individual to provide

their full legal name on their profile, verify the individual’s authenticity, or prevent

individuals from displaying fake information [182, 21, 284]. Additionally, some of the

information sought is not typically displayed on platform profiles, such as the Meet’s

reputation within similar communities (e.g., among other workers or daters). To over-

come this, some people will consult whisper networks for information about a person.

Whisper networks are informal feedback networks that people use to communicate bad

experiences [346]. They reached social prominence in the wake of #MeToo when many

informal networks were created to communicate bad experiences with men, both after

dates and more generally [193, 346, 479]. These networks may exist in the form of “bad

date” or “bad client” lists. They may also exist in the form of less organizationally

work-intensive spaces like online forums, where people share feedback and report neg-

126



ative experiences about those they have interacted with [21, 398, 466, 43, 445, 444].

People search for details about a potential Meet in these lists and forums, and directly

ask others in the community whether they have had any negative experiences with the

person [468, 398, 497]. Among our survey respondents, more gig workers than daters

rely on these online whisper networks when vetting (6.2% D; 12.3% G)∗. Whisper net-

works may also include offline networks, such as friends and family who can provide

advice [466]. Slightly more daters than gig workers rely on offline whisper networks

(28.6% D; 24.2% G).

A third strategy for finding information about a potential Meet is directly

asking the person for the desired information, and explaining what the information will

be used for [334]. Daters use this strategy statistically more often than gig workers

(20.7% D; 13.4% G)∗. Yet, we find that the majority of respondents rarely or never

tell those they vet that they have done so (65.0% D; 82.5% G)∗. Ultimately, even when

they are unable to vet a potential Meet, only 25.6% of daters and 22% of gig workers

would rarely or never engage with the individual offline.

5.4.2 During Meet Safety Strategies

When people interact with Meets offline, they engage in various digital and

non-digital behaviors to protect their safety. These behaviors include environmental pre-

cautions (using techniques to try to protect their autonomy), covering (sharing details

of a meeting with trusted friend or family member), emergency alerts (using technol-

ogy to send a distress signal or call for help), and surveillance/documentation (using
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technology to record interactions).

5.4.2.1 Environmental Precautions

When interacting with a Meet offline for the first time, people take a vari-

ety of precautions to make the interaction and environment safer [334, 462] (96.5% D;

91.4% G)∗. These precautions are typically not digitally-mediated. Instead, they in-

clude behaviors that people believe will help them stay in control of the meeting, thus

avoiding physical, financial, and autonomy-related harm. Environmental precautions in-

clude bringing protective items to the meeting [21, 37, 326, 308], engaging in advanced

planning (e.g., having a planned escape route, getting their own ride to the meeting lo-

cation) [258], selectively choosing the meeting time and location [334, 15, 222, 458, 21],

not going to the meeting alone [413, 221], and avoiding certain personal behaviors that

may increase an individual’s risk of harm (e.g., drinking alcohol) [332] (see Table C.8).

When taking precautions to protect their autonomy, some people will carry

items they feel give them greater control, such as lethal (e.g., guns and firearms) and

non-lethal (e.g., pepper spray and pocket knives) weapons [21, 37], even in situations

where such items are prohibited or illegal [326] (16.5% D; 16.6% G). The items people

believe will protect them are dependent on the type of interaction they will engage in

with a Meet. For example, sex workers and online daters may carry contraceptives, such

as condoms, to protect themselves from health-related physical harm like STDs [308].

Others might try to protect their autonomy by engaging in advanced planning, such as

driving themselves to the meeting location, and having a pre-determined escape route
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to quickly leave in an emergency (18.0% D; 27.5% G)∗.

When meeting someone for the first time, people try to meet them in locations

that feel safe, such as in crowded, well-lit areas; they often meet in a public space, such

as a coffee shop or busy park [334, 15], and avoid late meetings [222] or those in locations

they deem unsafe, such as those in socioeconomically-disadvantaged areas [458] (62.4%

D; 51.4% G)∗. Sometimes people will bring a trusted individual to the meeting [413, 221]

(17.1% D; 20.2% G). Some may also avoid having in-home meetings [18]. Some of these

strategies may be more appropriate in some contexts than others. For example, some

online daters note that meeting in public places is “useless” for those who are seeking

hook-ups or casual sex from dating apps [16]. Gig workers and sex workers often do not

have a choice to meet in a public location, since their jobs require private interactions,

often in people’s homes or private spaces [308].

People sometimes avoid certain personal behaviors such as wearing makeup,

drinking alcohol, and wearing headphones [281] (29.0% D; 19.1% G)∗. These are behav-

iors that individuals may typically engage in outside the context of DMOIs. But in this

context, they believe engaging in the behavior may put them at greater risk of harm.

For example, daters may choose to not drink alcohol to ensure they stay in control of

the meeting. Yet, gig workers are typically not in a context where drinking is part

of their interaction with a Meet. Instead, they may carefully calibrate their gendered

presentation, including avoiding wearing makeup and/or dress in a particular way as

they may perceive these behaviors as protective. These behaviors may be influenced by

victim-blaming culture [513, 142].
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5.4.2.2 Covering

While interacting with Meets offline, people use a protective strategy termed

“covering” to protect against physical harm [308, 83] (81.2% D; 90.2% G)∗. People cover

by (1) having another person present (or close by) during a meeting [221, 413, 308, 307]

(17.1% D; 20.2% G), or (2) sharing details about the Meet and meeting location with

others [106, 150, 308] (77.6% D; 86.9% G)∗. In most cases people share this information

with a trusted, close contact such as a friend (91.4% D; 64.2% G)∗, family member

(18.5% D; 26.0% G)∗, or roommate (30.2% D; 17.3% G)∗ (see Table C.10).

The details people share with trusted contacts include where they are going

(74.5% D; 84.5% G)∗, personal details about the Meet (37.1% D; 48.6% G)∗, and what

time they expect to be back (48.7% D; 63.9% G)∗. They may also give trusted contacts

instructions to check in during the meeting [468, 448, 308] (35.0% D; 30.4% G) (see

Table C.9). About half (52.4% D; 52.6% G) of survey respondents in both groups

said they also make emergency plans with their trusted contacts in case something

goes wrong during the meeting. The most prevalent emergency plan made by both

groups is for someone to call them (83.4% D; 75.9% G) (see Table C.11). An interesting

difference between the two groups is in whether the trusted individual should contact

the police. In gig work literature, particularly work that relates to criminalized and

stigmatized communities, it is often noted that people may be hesitant to contact police

in emergency situations, especially when they believe police may blame or them or

criminalize their work [308, 73, 413, 436]. Our findings seem to support this, but add
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nuance: statistically more gig workers report that they instruct a trusted individual to

contact the police (62.5%) compared to daters (44.9%).

5.4.2.3 Emergency Alerts

When people feel their physical safety is threatened during an offline interaction

they may send emergency alerts to trusted contacts or law enforcement (60.1% D; 71.2%

G)∗. There are two common types of emergency alerts used in unsafe situations, both in

DMOIs and more broadly: (1) sending info to a trusted party [468] (28.9% D; 25.1% G),

and (2) playing an audible alarm [233, 172, 512, 326] (28.9% D; 15.7% G)∗. Sending an

emergency alert enables someone to intervene in the situation. For example, sending info

can support a future investigation and playing an alarm can distract the perpetrator or

attract help. Among our survey respondents, the most prevalent pieces of information

sent to trusted contacts are personal details about the Meet (14.6% D; 10.0% G) and

GPS coordinates/other location details (14.2% D; 17.7% G) (see Table C.12). The

most prevalent type of audible alarm is receiving a fake phone call which can provide

an excuse to leave the situation (27.0% D; 12.9% G)∗ (see Table C.13).

Several apps and wearable technologies exist to enable people to send emer-

gency alerts during unsafe situations. For example, some apps give the user a fake

call [293], contain “panic buttons” that call local law enforcement when triggered [237],

and allow users to quickly share their GPS location with a list of pre-determined con-

tacts [85]. We asked respondents about their familiarity with eight such technologies

(Table C.14), selected through an exhaustive search and our collective knowledge of the
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Figure 5.4: Prevalence of safety app use

area. We find that only a minority of survey respondents in our sample know about and

use such apps. 28.6% of daters and 37.3% of gig workers have heard of at least one of

the apps (statistically significant difference). Of those, only 12.7% of daters and 15.5%

of gig workers know enough about at least one app to explain what it does, and only

4.57% of daters and 2.66% of gig workers personally use at least one app (see Figure

5.4.

5.4.2.4 Surveillance and Documentation

People may also record or live-share elements of their offline interactions with

a Meet to protect against physical harm and gain more autonomy and control over the

interaction [445] (31.2% D; 40.6% G)∗. For example, people may record conversations

and the Meet’s behaviors [21], or their real-time location [21, 398, 355], visibly, or

without the Meet’s knowledge [37, 468]. People who visibly record hope the presence
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of a recording device might deter a Meet’s harmful behavior [468, 21]. For example,

some gig workers working for rideshare apps commonly use dashboard cameras to video

record passengers during the drive [21]. People may choose to record an interaction

without the Meet’s knowledge to obtain evidence for later reporting [468, 21, 398],

especially since many platforms fail to provide adequate documentation and reporting

mechanisms [284].

Interestingly, despite recording interactions being commonly reported strate-

gies in prior work [490, 21, 398, 284], we found that only 2.3% of daters and 6.9% of gig

workers reported using a recording device (statistically significant difference). Perhaps

one of the reasons people may hesitate to record interactions is the high level of legal

risk involved, especially if recording without the Meet’s consent. In many locations,

recording interactions without consent is illegal. This may lead to deplatforming and

legal charges [398]. A greater number of respondents reported live-sharing their loca-

tion with a trusted contact using an app or other technology (30.0% D; 37.9% G)∗ (see

Table C.15).

5.4.3 Post-Meeting Safety Strategies

After an unsafe offline interaction with a Meet, people may discuss this experi-

ence with others or warn others about their experiences with the individual, report their

experiences to platforms, hotlines, and law enforcement, and/or take steps to prevent

the Meet from contacting them again [185, 405, 444, 346, 308]. It is important to note

that these methods cannot rectify the harms an individual has experienced; rather they
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may prevent similar experiences from happening to the same or a different person in

the future.

5.4.3.1 Reporting and Blocking

People report harmful or unpleasant experiences primarily to platforms [284,

21] (29.2% D; 49.3% G)∗; a small percentage report to safety organizations [445] (6.3%

D; 8.5% G) and law enforcement (9.7% D; 10.3% G). However, they are most likely to

describe these experiences to offline (88.4% D; 80.9% G)∗ or online whisper networks [21,

413, 318, 308, 37, 444, 445] (20.7% D; 46.1%)∗†.

People have different goals for reporting to each group: they report to plat-

forms to try to seek repercussions for the offending Meet [284, 21]; they report to

whisper networks to help others avoid similar harm and to share safety information not

provided by the platform [193, 346, 479, 185, 405, 37]. Overall, among the respondents

in our survey, 90.9% of daters and 92.4% of gig workers have reported a Meet†4 (see

Tables C.16, C.17, and C.18).

We did not find prior work suggesting people report negative experiences to

law enforcement and we find that a minority of respondents in our sample report doing

so: 9.7% daters, 10.3% gig workers. The difference between this percentage and the

percentage of those who instruct trusted individuals to contact police on their behalf if

something goes wrong (44.9% D; 62.5% G)∗ (see Section 5.4.2.2) is stark. It may be that

4This proportion includes those who report to platforms, police, organizations, and offline whisper
networks as well as those who report to online whisper networks, a question asked in our re-fielded data;
as not all original respondents answered the question about online whisper networks, this proportion
may be an under-count.
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people mistrust police and other law enforcement agents, but feel reassured when some-

one else can contact those authorities on their behalf. Reporting to law enforcement,

and similarly platforms, requires that individuals have trust in those groups. Prior work

does discuss why some people who engage in DMOIs, such as those from marginalized

groups, may not trust these institutions to support them [413, 308, 398]. For example,

they may have experienced previous violence from these institutions and individuals,

expect discriminatory and stigmatizing treatment, or believe these institutions will not

support them at all [306, 488, 444, 284, 435].

Sometimes people share their negative experiences to take care of themselves

following tech-related harm, as they find that sharing them provides a cathartic emo-

tional release [463, 466, 91]. People share these experiences with some of the same groups

they seek help from when covering, including both online and offline whisper networks.

Within offline networks survey respondents share with their friends most often (83.8%

D; 65.9% G)∗. Some also tell their family (34.1% D; 54.3% G)∗ (see Table C.17).

In addition to reporting, people may also block the offending party from con-

tacting them again [442, 416, 171] (62.4% D; 35.9% G)∗. Daters most commonly block

Meets on social media (44.5% D; 19.1% G)∗, while gig workers most commonly block

Meets from being able to call/text/message them (42.6% D; 25.5% G)∗ (see Table C.19).

Blocking a Meet on the platform may not be an option for gig workers, as it requires

platforms to provide mechanisms that enable users to do so. Features like these are

often not built into gig platforms.
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5.5 Discussion

Creating safer digitally-mediated offline interactions will require interdisci-

plinary work, drawing on expertise in security, human-centered computing, policy, and

social science. Our work captures how people think about safety in this context, and

the behaviors in which they engage to protect themselves from harms that are neither

entirely digital nor non-digital. In this section we draw on our taxonomy to discuss

why we need to change how we think about digital security (Section 5.5.1), potential

ways that technical design can support post-digital safety in DMOIs (Section 5.5.2),

and critical questions to engage with when implementing those designs (Section 5.5.3).

5.5.1 Expanding the focus of digital security

Since harms experienced by people who engage in DMOIs are neither entirely

digital nor non-digital, we must expand our understanding of security to move towards

post-digital notions of safety.

Respondents most commonly defined safety in DMOIs as centering on physi-

cal, emotional, and autonomy-related harms. Yet, prior research has focused primarily

on financial and data-privacy notions of harm, which only a small subset of our respon-

dents mentioned as core to their definition of what it means to be safe in DMOIs (see

Section 5.3).

The relationship between particularly physical and emotional harms and safety

is not new: social science researchers have explored the significance of “safe spaces” in

136



physical settings [277, 105], and defined safety as including aspects of human well-being

such as economic development, social justice, and environmental protection [29, 433]. An

emerging body of work on digital safety has shown that emotional and physical safety is

part of digital safety on social media [369, 459, 406, 184, 54], in online communities [405,

180, 132], and when doing marginalized work [308, 460, 480]. The autonomy-related

harm our respondents described relates to control over their physical bodies in offline

spaces (e.g., the ability to physically leave an unsafe situation). Yet prior work on

autonomy-related harm has focused on digital autonomy harms, such as the ways in

which platforms use opaque algorithms to exert control over users [24]. Our work adds

nuance to the meaning of autonomy-related harm by revealing how people’s priorities

within DMOIs differ from the digital-first focus of existing work. Our findings illustrate

that not only are physical, emotional, and autonomy safety part of digital safety – they

may be among the most important elements, particularly in the context of DMOIs.

In DMOIs abusers may intentionally misappropriate technical systems as in-

struments of harm; but more often abusers cause harm simply by using the systems as

intended, to meet and interact with people in the physical world. Our work suggests the

need to expand our focus to explore this additional mechanism of harm: offline harms

that are encountered as a result of using a technical system as intended vs. as a result

of abusers (mis)using technical systems. With this, we add a post-digital element to

existing security literature.

Offline harms emerging from DMOIs are a security problem; platforms and

apps play a significant role in matching strangers and encouraging their interactions
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with one another, with limited safeguards to protect them. Addressing them will re-

quire understanding the nuances between harms in DMOIs and the ways in which we

currently conceive of digital safety and harm. Previously, security researchers have fo-

cused on studying and addressing harms abusers cause using technology, including both

traditional security considerations such as financial harms from scams and fraud [478, 75,

461], as well as emotional or physical harm via online hate and harassment [459, 460, 123]

and technology-facilitated intimate partner violence [477, 526, 476, 89]. Security de-

fenses against these harms may in some cases center on avoiding post-digital spillover

of threats (e.g., an online abuser causing physical/sexual violence to a target) by reduc-

ing the likelihood for offline interaction. However, in DMOIs such offline interaction is

the goal of using systems, and thus preventing such interaction is not an appropriate

mitigation strategy.

As new technologies and technology-mediated spaces emerge, we will need

to continuously refine what digital security means. In doing so it is imperative to

involve users in co-constructing the meaning of safety in those environments. Our

empirical work is a first step in that direction. We urge future work to actively involve

users in co-creating safer post-digital spaces, taking a broad definition of the scope of

safety. Such work may draw on participatory design methods [69] to create safety-

mitigating technologies, strategies, and policy. It may also involve carefully examining

the abusability of a system following the guidelines presented in [447].
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5.5.2 Designing for post-digital safety in DMOIs

Just like people’s definitions of safety in DMOIs often center around harms

that occur in the physical, offline world, their protective behaviors are also mostly non-

digital. However, since these interactions are digitally mediated and thus exist within

a post-digital framing, there are multiple potential directions through which computer

security research and development may support safety through the broader focus argued

in the prior section.

Reconsider the design of existing safety tech. There have been significant efforts

made to build safety apps to protect people from offline harms, such as physical as-

sault [304]. These include tracking apps to know if someone is in danger [507, 300, 55]

and panic buttons/alarms that alert emergency authorities of an unsafe situation when

triggered by a user [237]. Our research, however, shows that few people are aware of

these apps, and even fewer actually use them.

Research suggests there are limitations to what these technologies can do and

how useful users find them to be in a moment of crisis [304, 237]. For example, many

safety apps are reactive rather than proactive – they can only be used once an unsafe

event has occurred rather than preventing one from happening. Users have expressed

that this support occurs too late to be useful [284, 237]. Likewise, users often find

tracking devices too inaccurate to use effectively [55]. Finally, safety apps that do rely on

tracking may be seen by users as harmful surveillance technologies, rather than helpful

safety apps [435, 280]. Surveillance is not the same as safety, and may cause harm,

139



especially to individuals from marginalized groups who face stigma due to their race,

gender, and sexuality [435]. Our work corroborates these findings and offers additional

insight into why people may hesitate to use existing safety apps to protect their safety.

We use those insights to make design recommendations.

Respondents frequently rely on collective strategies, such as consulting whisper

networks and relying on trusted contacts to intervene when an offline meeting becomes

unsafe. Yet, design of existing safety technologies is highly individualistic and relies

on centralization (e.g., emergency alerts that contact law enforcement). Respondents’

collective strategies do not require the use of specialized technology beyond a device

for communication and accessing online whisper networks. Further, while some people

instruct trusted individuals to contact police on their behalf if a meeting becomes unsafe,

very few choose to report unsafe experiences to police themselves. Thus, future research

and development on safety technologies should carefully consider how to enable collective

action and decentralized protection.

Evaluate how to use defensive security techniques to mitigate harm in DMOIs.

As we outlined in the previous section, existing safety technologies such as safety apps

aim to address DMOI-related harm, but actually have no mechanisms for prevention.

Instead they function as alerts to use during or after the harm has occurred. An area

where computing may be appropriate is in limiting people’s exposure to offline harm

in the first place. Researchers should consider the potential to use existing defensive

security techniques, such as authentication, training to detect potentially malicious in-

teractions (e.g., phishing), and automated detection of malicious accounts/users. For
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example, how may we create collective or social authentication protocols that leverage

the community’s experience with an individual to determine what features, services, or

individuals they have access to on the platform? Similarly, how can we crowdsource

the detection of abusers based on people’s reports of negative experiences with Meets

in bad client/aggressor lists?

Trading off privacy and safety. Platforms that enable DMOIs are notoriously bad

at protecting users’ safety [284]. This leads individuals to feel they must go outside the

platform to protect themselves. For example, our participants reported vetting potential

Meets by looking them up using search tools and social media, and consulting whisper

networks. While this may find more information about a potential Meet to make the

interaction safer, it can also violate the privacy of the Meet. This echos results reported

in [100], where researchers found that safety concerns might lead online daters to behave

in ways that violate their own or others’ privacy.

The results of our survey suggest that even though individuals often look up

others using the information Meets have shared on the platform, they are wary of

sharing their own information and hide personal information in the pre-meet stage.

While participants reported doing this for safety reasons, this behavior makes it difficult

for Meets to protect their safety by vetting them in return. These behaviors create

an interesting design paradox that needs to be considered when thinking about what

safeguards platforms should implement to support safety in DMOIs.

One approach we encourage future research to consider is consensual access to

vetting information. This could alleviate the need to “stalk” Meets outside the platform
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prior to meeting, but raises concerns around information sharing and abuse. These

should be examined through a trust and abusability lens using the toolkit described

in [447]. For instance, future work would need to consider the types of data that are

appropriate and necessary to collect from users for a consensual vetting system. If such a

system is centralized, platforms will serve as consensual vetting brokers (as they already

do to some degree); this requires that users trust the company running the platform,

and believe the company cares about protecting their safety. Therefore, future work

should also explore the degree to which users trust platforms to support their safety,

and how their level of trust influences the information they are willing to share.

Consensual vetting systems will be vulnerable to abuse. Users and/or malicious

actors may take advantage of their access to others’ information to cause a variety of

harms such as coercive control and manipulation. While it will never be possible to

entirely design out this harm [443], engineers and designers will need to examine the

abusability of the system at various stages of its implementation and whether there are

risks of greater harm than those that may be mitigated. Learning from community-

owned and community-run harm reduction tools such as sex workers’ bad client and

aggressor lists [444] and similar fora [308, 37] may be useful here – the work necessary

to build and maintain these trusted, cared for, and community-maintained systems is

built on notions of restorative justice rather than the traditionally punitive systems we

build into security and other digital safety tools.
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5.5.3 Cautious Design

It is clear that DMOIs constitute a complex ecosystem with various actors

(e.g., the platform, users, and bystanders in the offline environment where interactions

occur). Each of these actors has different goals and priorities, which may factor into

their perceptions of and experiences with safety. We urge researchers to consider what

is ethical when researching solutions to safety and security issues. Researchers should

be sure to examine their own privilege and take active steps to mitigate their own biases

in deciding whose safety and well-being to protect and reflecting on the consequences of

those decisions. We encourage researchers to consider a feminist orientation to safety,

following the guidelines described in [443], and to follow recent guidelines on trauma-

informed computing [91].

Further, while our work focuses on individuals’ experiences with safety in offline

interactions broadly, we note that women, non-binary folks, and people of color are at

especially pronounced risk of harm in DMOIs [448, 193, 352]. People of color and

women experience physical harm such as sexual assault, rape, and murder at a higher

rate [34, 193]. Risk of emotional harm related to hate and harassment may be especially

pronounced among marginalized groups [21, 493, 459]. Furthermore, these groups often

have to engage in additional emotionally taxing “safety work” [199, 450, 171] to try

to protect their safety, and manage post-harm trauma. We encourage future work to

both consider how individuals’ identities (e.g., gender, race, education level) influence

protective behaviors and to engage and amplify marginalized voices in the creation of
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safety DMOIs. When we design for those who are most at risk for harm, we are creating

safer spaces not only for them, but for everyone.

Finally, perhaps the most important questions to consider when designing

for post-digital safety in DMOIs are whether people want to use technology at all.

We encourage future work to critically consider when it is appropriate to introduce

technology and when it is most appropriate to abstain. Homewood [212] lays out a

plan about the opportunities that inaction as a design decision brings to a research

space, and Strohmayer et al. [444] argue that vital human interaction that aims to

reduce harms in DMOIs may be digitally mediated, but should not be replaced with

novel digital technologies. Especially when considering safety in our post-digital world,

‘inaction’ on the novel technology-development front becomes an important point of

reflection. This ‘inaction’ can create space of action for the improvement of existing

technologies and, importantly, non-digital services: creating space to empower safety

experts in anti-violence and post-violence support services and/or reallocate funds away

from technology and into violence-reduction work.

5.6 Conclusion

In this chapter I systematized prior work on the harms and protective safety be-

haviors of three groups that engage in digitally-mediated offline introductions (DMOIs):

online daters, gig workers, and sex workers. I developed a robust taxonomy and threat

model from prior work. Through a large-scale survey of online daters and gig workers
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I measured the prevalence of users’ safety threats and protective behaviors, extending

prior work. I found that physical and emotional harm are the most prevalent safety

concerns and that the most prevalent protective behaviors are those that involve lever-

aging users’ close contacts and social networks. We also noticed differences between

user-reported safety threats and the types of harms that have been the focus of prior

work. In particular, despite a strong focus on financial scams for both groups in prior

work, relatively few participants mentioned these in their definitions of safety. Addition-

ally, autonomy-related harms have been alluded to in the context of gig work, but have

received little attention in online dating despite it being a commonly reported safety

threat in our survey. Finally, our preliminary results that users have low adoption of

dedicated safety apps suggests that people primarily appropriate existing and available

technologies (e.g., other users’ profiles on the matching platform) for safety. There-

fore, platforms are in a strong position to help protect users’ safety simply through the

affordances they choose to implement.

In Chapter 6, I consider directions for future work that extends my work into

other matching market platforms and leverages our findings to support users’ safety in

these contexts.
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Chapter 6

Discussion and Future Work

The work in this dissertation provides insight into the harms users experience

when interacting via social computing systems that support matching markets and the

protective behaviors they engage in to mitigate these harms.

To understand how harm occurs in interactions that have a strong financial

motive and feature an uneven balance of power between individuals, I looked at ca-

reer development in crowdwork. The results from this work showed that crowdworkers’

financial need and lack of platform support for career development forces them to priori-

tize immediate financial gain over their long-term goals and the safety those goals could

provide (Chapter 3). I then wanted to understand how financial motives and power

dynamics impact harms and users’ protective behaviors in interactions that feature a

non-trivial offline component. Therefore, I looked at women gig workers’ experiences

with bias and harassment in ridesharing, food delivery, and home-based tasks (Chapter

4). I found that gig platforms are gender agnostic: they further perpetuate socially-
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grounded harms, like bias and harassment, when they do not take into account the

increased risk some groups face. This also limits the protective behaviors women can

engage in when harm occurs. Finally, I developed a cohesive framework of harms and

protective behaviors among groups that engage in digitally-mediated offline introduc-

tions, drawing on prior work. This allowed me to understand the broader categories of

harm, actors involved in perpetuating these through matching market platforms, and

types of protective behaviors users engage in (Chapter 5). I measured the prevalence of

user-defined safety threats and their protective behaviors through a large-scale survey

of online daters and gig workers (Chapter 5).

In this chapter I first discuss the high-level implications of my work, focusing on

the underlying cause of harm in matching market platforms, who has the responsibility

for mitigating harm, and how safety in matching market platforms can be considered in

conversation with existing security and privacy research agendas. Then I outline three

directions for future research that build on the work contained in this thesis.

6.1 Discussion

6.1.1 Further contextualizing the root cause of harm

My work shows that there are various harms users experience when interacting

with one another via matching market platforms, but the underlying root cause of

that harm is less clear. From Figure 5.1 in Chapter 5 we see that even though there

are various actors that cause the five harms included in the framework I presented
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(Chapter 5), the platform is complicit in all those harms; either the platform directly

causes harm, or it provides a vessel by which another actor can cause harm. However,

more work is needed to understand the root cause of harm, especially work that considers

the factors that drive harmful experiences (e.g. how socio-demographics or the type of

job a worker engages in might impact their susceptibility to scams).

From my work, I hypothesize that a primary cause of harm in matching market

platforms is lack of awareness and agreement on what constitutes harm. Oftentimes

platforms will give users general safety tips [6], usually related to physical safety, which

suggests they are considering safety. However, users’ safety concerns, and the harms

they experience, extend beyond physical threats. Furthermore, because many of the

harms that occur in matching market platform interactions occur offline, platforms may

not be sure what role they need to play in protecting users. This lack of awareness,

especially among the designers and engineers developing matching market platforms,

might make it easier for malicious actors to use the platform to cause harm, or for

the platform to inadvertently cause harm. A consequence of lack of awareness around

safety in the construction of matching market platforms is that many of the protective

behaviors platforms sometimes support are reactive in nature; they only take place after

harm has occurred (e.g. reporting) or while harm is ongoing (e.g. panic buttons for

emergency alerts).

In addition to further unpacking how harms occur and how people experience

them differently through more user-centered studies, education may also play an impor-

tant role in shaping safer matching market platform interactions. In particular, incor-
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porating discussions of harm into undergraduate and graduate engineering and design

courses can help students be more cognizant of the safety implications of the technolo-

gies they design in the future. Therefore, courses on ethics in technology and responsible

computing should consider discussions and activities that engage students in unpack-

ing different types of harms that may befall users of social computing systems [423].

Because addressing these harms requires an interdisciplinary perspective [502], these

courses should also aim to provide students with the tools to have conversations about

harm with their future coworkers and promote greater awareness around safety issues.

This includes exposing students to the perspectives and expertise of industry practi-

tioners. I introduced a course for the UC Santa Cruz Human-Computer Interaction

Professional Master’s program that works towards this vision, Ethics and Activism in

Technology and Design. Course materials for the Winter 2023 offering are available on

the course website1.

6.1.2 Considering responsibility for mitigating harm

My work in this dissertation focused on the role platforms play in the harms

users experience and in the protective safety behaviors they engage in. Therefore,

that naturally lends itself to discussions of how platforms should change their structure

through design and engineering to better support safety and mitigate various harms.

However, there are limitations to this, especially since prioritizing safety may not be

aligned with platforms’ financial goals and incentives.

1https://sites.google.com/ucsc.edu/hci220w23/home?pli=1
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Mitigating harm in matching market platform interactions requires an inter-

disciplinary approach from multiple stakeholders including platform designers and en-

gineers, policy experts, and educators. Not only does spreading responsibility across

multiple stakeholders help keep platforms accountable, it also helps address limitations

in each stakeholder’s ability to effect change.

While design and engineering are distinct practices with their own values and

challenges, designers and engineers both contribute to the design of the system (e.g.,

creating and enabling the rules that decide how a system will work). Therefore, I

group them both in suggesting how these two disciplines can work towards promoting a

safer future for interactions via matching market platforms. These two fields should be

working together constantly to devise new structures for interaction via social computing

platforms, using each of their strengths to contribute to the conversation.

Some of the strengths of design are that the field is well-versed in the conception

and creation of new ideas and has a history of drawing from disparate disciplines (e.g.

architecture, social science, art) [110]. As such, designers may be well-equipped to lead

conversations on how safety has been considered in other areas and what computing

should adopt from these. Designers also often have experience working directly with

users. As such, they can help lead interdisciplinary teams in conducting user studies of

new prototypes, or run participatory design sessions to understand open questions, like

those described in Section 6.2.

Engineers, especially in computer science, think about what can be efficiently

automated [119]. Therefore, engineers could play an important role in delineating what’s
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technically feasible in potential digital safety interventions. They are also in a strong

position to think about how existing structures beyond the visible user interface may

change to support safety (e.g., how algorithms that manage workers could be more

safety conscious).

There are of course limitations in what design and engineering are able to

accomplish. Designers and engineers within companies could help design interfaces that

better support users’ protective safety behaviors and new ways of connecting individuals

that reduce harm. However, improving safety in interactions that occur via matching

market platforms will require regulation to hold platforms accountable. For example,

regulation could oversee the percentage of users reporting negative experiences on a

platform and provide that information to users in a website or database.

Many of the interactions (and resulting harms) that occur via matching mar-

ket platforms are similar to those of their non-digital counterparts. This may be helpful

in considering how to construct policies and regulation. For example, in Chapter 3 I

showed how the resources crowdworkers lack in their career progression are the same

that support career development in more traditional, offline, forms of work. Thus, we

might turn to the rules that govern behavior in broader society as examples to in-

form regulation for interactions via matching market platforms. For example, the Fair

Employment and Housing Act in California prohibits discrimination, harassment, and

retaliation and requires that employers take reasonable steps to prevent and correct

wrongful behavior in the workplace, such as harassment and discrimination [78]. Future

work on policy and regulation within matching market platform interactions may think
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about how to extend such a law to include contract-based workers in the context of

gig work. While safety may not align with an organization’s bottom line, regulation

like FEHA in California holds organizations accountable. Therefore, looking at offline

interactions as an example can also help guide how various stakeholders may help pro-

mote safety in matching market platforms even when platforms are not immediately

incentivized to do so.

6.1.3 Broader implications of safety in matching market platforms

The findings in this dissertation contribute to, and build on, notions of harm in

the security and privacy community. Therefore, we can draw on prior work in security

and privacy to help address safety in matching market platform interactions.

One of the ways in which future work on safety in matching market platforms

could build on security and privacy research is in thinking about the role of users. A

lot of recent work on usable security and privacy, especially around phishing, password

strength, and multi-factor authentication, rests on the belief that the technical system

should be designed to protect users [426], rather than blame users for security and

privacy harms. This has led to important work looking at users’ mental models of

phishing [525, 126], what makes users more likely to adopt particular pieces of security

advice (e.g. adoption rates of two-factor authentication) [174], and how to create tools

to support crowdsourced phishing detection within organizations [70]. There are several

parallels between the harms I described in Chapter 5 and the mechanisms of phishing

and security within organizational settings. However, unlike in the security and privacy

152



community, safety in social computing systems is still very much the users’ problem.

If we reframe this to think about how to change systems to support safety, we may

be able to adopt some of the techniques of security and privacy, like crowdsourced

phishing detection, to support users’ protective behaviors (e.g., vetting) in matching

market platform interactions.

To illustrate this idea, let’s consider another example of the technological me-

diation of work. In addition to the forms of gig work I studied in my dissertation, digital

systems are involved in matching individuals to more long-term forms of work within

organizations (e.g. Linkedin). But this also introduces potential for harm; users may

feel pressured to share more information than they are comfortable with for the sake of

obtaining a job, similar to some harms in gig work.

To address potential harms from sharing information on platforms that broker

work-related matching we can look to prior work on cognitive heuristics in privacy

decision-making [451, 452, 9]. In security, users engage in cognitive heuristics when

making decisions about what information they are willing to disclose and how to protect

their online privacy. Similarly, users of work-related matching platforms may engage

in heuristics to decide what to share and make tradeoffs. Future work could look at

how these decisions are made (e.g., what factors influence users’ decisions and how).

Results from this may also inform security and privacy literature. A key difference

between matching market platforms and the contexts in which privacy decision-making

have been studied previously is that in the former, decisions are much more purposeful

than the latter: for example, people must weigh safety considerations against the utility
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value of the match (e.g., job alignment and potential for income). Meanwhile, security

and privacy research on cognitive heuristics has primarily focused on how users make

these decisions in more recreational uses of technologies (e.g., social media, consumer

behavior).

6.2 Future Research Directions

The research agenda I pursued in this dissertation shows that harm is readily

occurring in interactions that occur via matching market platforms. These harms are

dynamic, influenced by a myriad of factors including the design of the platform facili-

tating the interaction (and the power dynamics embedded within these systems), users’

social context, and the motives for the interaction. In the face of a lack of platform

support for safety, users develop protective safety behaviors to mitigate the harms they

experience. However, these are similarly impacted (often constrained) by similar fac-

tors. Moving beyond this dissertation, I hope other researchers and myself can draw on

this work to explore safety in other types of matching market platforms and to design

systems that support users’ preferred protective behaviors. In this section I present

three ideas for this type of future work.

6.2.1 Cooperative safety in the face of conflicting power dynamics

The work in Chapters 3 and 4 in this dissertation looked at the harm expe-

rienced by people in low-power positions (e.g. workers). In the forms of gig work I

studied, a power imbalance in favor of the client is a feature of the platform. There-
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fore, focusing on gig platforms where workers are in low-power positions allowed us to

focus on how workers’ safety and protective behaviors are influenced by this platform

structure.

However, there are some interactions facilitated by matching market platforms

where the client may experience safety concerns as well. An example of these are DMOIs

where an individual invites someone into their home. I considered some of these in

Chapters 4 and 5 from the workers’ perspective: carework and other home-based tasks.

In these interactions, workers are financially in the low-power position, putting them at

risk. However, clients may also experience safety concerns related to leaving a loved one

in the care of a stranger or being home alone with someone they perceive as threatening.

Peer-to-peer accommodation, such as Airbnb, is another example where there may be

similar safety concerns on both sides. In fact, prior work has looked at safety-related

topics on both sides, such as how Airbnb hosts self-disclose information in a way that

makes them appear more trustworthy to potential guests [286] and risk perceptions of

hosts [292].

Given both parties’ interest in preventing harm, it may make sense for individ-

uals on both sides to collaborate in protecting their safety when engaging in these types

of DMOIs. A first step is for people to have accurate mental models of how individuals

on the other side conceptualize safety (e.g. what their concerns are). However, there

has been little prior work looking at how individuals engaging in DMOIs think about

the other parties’ safety needs. Future work should consider doing this through inter-

views and participatory co-design sessions with both parties. For example, a co-design
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session could have parties take turns storyboarding scenarios that would make them

feel unsafe to promote shared understanding of concerns. Another session could have

parties jointly prototype a single system based on each of their storyboards.

6.2.2 Assessing trust in digital safety interventions

Designing tools to support safety in interactions that occur via matching mar-

ket platforms can be approached from various angles. Digital support tools can be

embedded directly within the platform or as standalone tools; they can be managed

by the platform, an industry organization, a government regulator, and/or a nonprofit

organization. Oftentimes, when a design solution is introduced, we focus heavily on its

design and technical implementation and not enough on who will be managing it and

how that affects adoption.

People’s prior experiences with matching market platforms may shape their

trust in particular institutions to protect their safety, especially given the myriad ways

in which platform design choices provoke harm. For example, their level of trust in

the organizations offering a safety support tool may affect their willingness to adopt

that tool. Ultimately, adoption is an important factor in ensuring that these safety

interventions and tools are effective, as has been shown with COVID-19 tracking tech-

nologies [219, 215]. Thus, an important factor in designing tools to support safety in

interactions that occur via matching market platforms is considering who should offer

the tool in the first place.

When developing systems like those discussed in the design implications of
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Chapters 3, 4, and 5, future researchers should consider who users trust to implement

and manage those interventions. Specifically, researchers may consider asking: How

does a person’s previous experiences with safety in this context influence their level of

trust in a particular organization implementing and managing a tool or intervention?

Additionally, researchers may want to consider users’ social contexts and how those

influence which institutions they trust the most. As my work in Chapter 4 showed,

matching market platforms extend societal biases and marginalization. Therefore, fu-

ture work may also consider how a person’s demographic background correlates with

trust in institutions that may implement safety tools.

6.2.3 Implementation of protective safety behaviors in XR

Matching market platforms are increasingly mediating interactions in emerging

technologies. For example, many apps are able to facilitate dates in virtual reality (VR)

and display the profiles of potential dates in augmented reality (AR) [414, 530, 328].

These applications further blur the line between online and offline interactions. Re-

searchers have suggested extended reality (XR), including VR and AR, may exacerbate

harm given what we know about unsafe interactions in social VR environments, such as

virtual harassment and groping of VR avatars [44]. We have been able to apply previous

research on online hate and harassment to this new context, considering potential XR

dating harms before the prevalence of these systems increases further.

We know less about how XR dating will shape users’ protective safety be-

haviors. However, future work can draw on the survey results presented in Chapter 5
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to evaluate how the most prevalent protective behaviors may be supported in a new

environment. For example, I found that “covering” – informing a trusted contact (a

guardian [19]) of a meeting so that they can assist if the meeting becomes unsafe – is one

of the most prevalent protective safety behaviors in online dating. In some cases, the

guardian waits at or near the meeting, so that they can physically intervene if needed

(e.g., waiting in the car while a worker visits a client’s home). Ultimately, covering

requires a guardian to be ready to intervene immediately when a situation becomes

unsafe. By blurring the line between the physical and the virtual, XR presents a set-

ting in which covering might work very differently. For example, access to XR devices

may prevent someone from being a guardian. Additionally, XR devices could provide

guardians with detailed information about how the meeting is going. Yet, this level of

data transfer might be seen as invasive, or the XR devices might be too difficult to use.

In short, XR raises a number of questions about covering implementation.

Future work might consider using participatory co-design techniques to in-

vestigate questions around the implementation of covering and other protective safety

behaviors in online dating. For example, during co-design sessions participants could be

asked to create prototypes and guidelines that depict how they envision XR support for

these behaviors and the security and their security and privacy concerns around safety

support in emerging technologies. Future research should also evaluate how users’ safety

support needs differ between online dating, where dates occur in physical space, and

XR dating, where dates occur in virtual space and/or are digitally augmented.
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6.3 Conclusion

This dissertation contributes an exploratory understanding of: (1) the harms

that occur when users interact via social computing systems that support matching

markets and (2) the protective safety behaviors users engage in an attempt to mitigate

those harms.

I considered primarily two types of social computing systems that supporting

matching markets: online dating and gig work platforms. Taken together, these systems

are interesting to consider from a safety perspective because of the power dynamics, fi-

nancial motives, and offline interactions they collectively share, which all contribute to

harm. In particular, my work shows that the financial incentives and power structures

of gig platforms limit workers’ ability to work toward safety in the form of stability and

financial security (Chapter 3). When gig platforms fail to acknowledge the increased risk

of harm workers from vulnerable groups face, they increase the harm that occurs in the

offline engagements they facilitated (Chapter 4). Finally, people’s concerns about the

harm they may experience when engaging in digitally-mediated offline introductions re-

late to the type of interaction they seek (Chapter 5). In the absence of platform support

for safety, individuals develop their own safety practices, often relying on technologies

and resources immediately available to them (Chapter 5). In some cases, the same

platform structures that create harm also limit the types of protective safety behaviors

they can engage in (Chapters 3 and 4).
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Shira M Goldenberg, and Andrea Krüsi. Harms of third party criminalisation un-

der end-demand legislation: Undermining sex workers’ safety and rights. Culture,

Health & Sexuality, 23(9):1165–1181, 2021.

206



[308] Allison McDonald, Catherine Barwulor, Michelle L Mazurek, Florian Schaub,

and Elissa M Redmiles. “It’s stressful having all these phones”: Investigating

sex workers’ safety goals, risks, and practices online. In 30th USENIX Security

Symposium (USENIX Security 21), pages 375–392, 2021.

[309] Kimberly S McDonald and Linda M Hite. Reviving the relevance of career devel-

opment in human resource development. Human Resource Development Review,

4(4):418–439, 2005.

[310] Sean Mcginley, John O’Neill, Sarah Damaske, and Anna Mattila. A grounded

theory approach to developing a career change model in hospitality. International

Journal of Hospitality Management, 38:89–98, 04 2014.

[311] Clare McGlynn and Erika Rackley. Image-based sexual abuse. Oxford Journal of

Legal Studies, 37(3):534–561, 2017.

[312] Susan E McGregor, Elizabeth Anne Watkins, Mahdi Nasrullah Al-Ameen, Kelly

Caine, and Franziska Roesner. When the weakest link is strong: Secure collabo-

ration in the case of the panama papers. In 26th USENIX Security Symposium

(USENIX Security 17), pages 505–522, 2017.

[313] Brian McInnis, Dan Cosley, Chaebong Nam, and Gilly Leshed. Taking a hit:

Designing around rejection, mistrust, risk, and workers’ experiences in amazon

mechanical turk. In Proceedings of the 2016 CHI Conference on Human Factors

207



in Computing Systems, CHI ’16, pages 2271–2282, New York, NY, USA, 2016.

Association for Computing Machinery.

[314] Saul McLeod. Maslow’s hierarchy of needs. Simply psychology, 1(1-18), 2007.

[315] Summer McWilliams and Anne E Barrett. Online dating in middle and later life:

Gendered expectations and experiences. Journal of Family Issues, 35(3):411–436,

2014.

[316] Robert C Merchant Jr. The role of career development in improving organizational

effectiveness and employee development. Florida Department of Law Enforcement,

2010.

[317] Metropolitan Police. Request information under Clare’s Law: Make a do-

mestic violence disclosure scheme (DVDS) application. https://www.met.

police.uk/advice/advice-and-information/daa/domestic-abuse/alpha2/

request-information-under-clares-law/, n.d. (Accessed on 08/31/2022).

[318] Ruth Milkman, Luke Elliott-Negri, Kathleen Griesbach, and Adam Reich. Gender,

class, and the gig economy: The case of platform-based food delivery. Critical

Sociology, 47(3):357–372, 2021.
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Appendix A

Supplemental Materials for Chapter 3

A.1 Survey Instrument

1. Please describe in a few sentences your reason(s) for becoming a worker on Amazon

Mechanical Turk.

2. How much longer do you see yourself working on Amazon Mechanical Turk, and

why?

3. What kind of tasks do you typically choose on Amazon Mechanical Turk? Why

those tasks?

4. People have different priorities when choosing tasks. What are your biggest pri-

orities when choosing tasks?

5. Have you worked on any collaborative tasks on Amazon Mechanical Turk? If so,

please describe the most collaborative task you have worked on.
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6. Do you have strong relationships with other workers or requesters on Amazon

Mechanical Turk? If so, please describe how those relationships formed.

7. Do you feel you could reach out to those people for advice or help? If so, what

kind of advice or help would you reach out to them for?

8. How do you determine your work schedule on Amazon Mechanical Turk?

9. Please describe in a few sentences your long term career goals (e.g. what is your

dream job, where do you see yourself in a few years, etc...)

10. What are the skills that you think you will need to learn to achieve your career

goals?

11. What is your current plan for working towards your career goals?

12. Have you starting working towards your career goals? If yes, what are challenges

you’ve faced? If not, is there anything that is making it difficult for you to begin

working towards your career goals or achieve them?

A.2 Interview Protocol

Some interview transcripts were follow-ups from survey responses and varied

across participants. Below I include a sample of questions from one interview.

Understanding their experiences as workers

• Could you please describe what a typical day on AMT looks like for you? (e.g.
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where do you work from, any things you need to attend to throughout the day

that might interrupt your workflow)

• I’ve talked to other workers who said that they went through a process where

they learned how to be more efficient on MTurk. Have you experienced something

similar?

• What was that process like?

• What has been the most frustrating or stressful thing to you about working on

AMT?

• It seems like you work really long days on MTurk. How do you stay motivated?

• You mentioned in one of the survey questions that the most collaborative task

you’ve worked on is coming up with a slogan for ads with other workers. Could

you describe this task a bit for me?(e.g. what was the nature of the task, how did

you enjoy it relative to the tasks you typically complete)

• What was your interaction with other workers like in those tasks?

• And how did you like those tasks compared to the other tasks, like surveys, that

you typically complete?

• You mentioned being a part of MTurk forums and making strong connections with

others. Could you describe for me how those relationships formed?

• How do you maintain those relationships?
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• What kind of topics do you converse about with the people you’ve met on these

forums?

• When choosing tasks, do you prioritize the content of the tasks in anyway?

Understanding their career goals

• I saw in the survey that you have an associate’s degree. What did your career

path look like after you got your associate’s degree?

• You mentioned that your dream is to own an art gallery. How did you become

interested in art and wanting to go down this path?

• What do you consider your strongest attributes that could help you be successful

in owning and running an art gallery?

• You also mentioned that you are a fine art photographer. Do you get to do much

photography or art outside of MTurk?

• How does that fit in with your schedule?

• From the surveys it seems like right now your primary focus is being able to pay off

debt before taking the next step in your career. Do you have any kind of support

or guidance from others in overcoming this challenge (e.g., are they receiving any

guidance from others)?

• Is there any kind of support or guidance you wish you had?

Understanding tension between learning & earning
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• Do you feel like working on MTurk is helping with paying off the debt?

• Do you think it will help you be financially secure enough to pay it off and take

the next step in your career, or do you think you might need to get another job

in the future to help with finances?

• What kind of job would you be interested in getting?

• Do you feel like you’ve been able to learn something useful on MTurk, or has it

mostly been to help pay off some of the debt and make money?

• Are there other challenges that you’re facing in working towards your career be-

sides the debt that you’re trying to pay off?

• Do you feel like you have a clear career direction once you pay off the debt? Or

are you in any way unsure of the next step you would have to take?

• Do you feel like you’ve had to weigh your career against other factors in your life?

• If you don’t mind, could you describe some of the choices or tradeoffs that you’ve

had to make that were the most difficult for you?
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Appendix B

Supplemental Materials for Chapter 4

B.1 Interview Protocol

1. How did you find [PLATFORM] as a viable option to work and why this particular

platform?

2. What considerations were important to you in choosing gig work and specifically

this platform?

3. Why not other types of gig work? How are these decisions affected by your current

situation?

4. What are alternatives if not the gig you are working right now? How does not

working on the gig platform affect them financially And how does this shape your

perception and practice?

5. What have your experiences been like working on [PLATFORM] as a woman?
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6. As a woman working on [PLATFORM], what is something that stands out to you

that’s particularly challenging?

7. How do you navigate these challenges and form your work practices and strategies?

8. What have your experiences been like as a woman in your everyday life? (Follow

up on this, let them talk more about this part of their experience, the challenges

they faced etc.)

9. How does working in [PLATFORM] as a woman compare to your experiences as

a woman in your surroundings? In other jobs?

10. How do you feel like your work on [PLATFORM] allows you to express yourself

and what is important to you? (Followup and maybe try to discuss their sense of

empowerment and agency on the platform)

11. What are interactions with your clients/passengers typically like?

12. How are these interactions shaped by your gender identity?

13. How do you interact with other workers?

14. What is the significance or importance of these interactions to you?

15. What do you consider your role to be in the gig economy as a woman working on

[PLATFORM]?

16. What perspectives and experiences do you bring to your work on [PLATFORM]?

17. How do these perspectives and experiences shape and inform your work?

248



18. How do you engage with your broader community as a gig worker?

19. What groups/communities are you a part of, and what is your role in these groups?

20. Have you experienced any positive or pleasantly surprising outcomes of working

on [PLATFORM] that you attribute to being a woman?

21. What specifically about your gender identity do you think led to that outcome/experience/etc?

22. What makes you feel safe/unsafe while working on [PLATFORM]?

23. When you are interacting with a client/passenger what do you do to ensure your

safety?

24. Was there ever a time when you were interacting with a client/passenger where

you did not feel in control of the situation? Please tell me about it.

25. Are there particular client/passenger actions or behaviors that make you feel un-

safe?

26. (If they say they feel safe) Is there anything you do that helps you feel this way?

27. How do these experiences and safety considerations impact your work practices

and outcome? (e.g. how does it affect your ability to earn income)?

28. What other safety concerns/considerations do you have on the platform?

29. Have you experienced any hostile/less than welcoming exchanges with others on

the platform that was partly due to your gender/race?

249



30. Do you feel your work is judged differently because of your gender?
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Appendix C

Supplemental Materials for Chapter 5

C.1 Behaviors Prevalence Charts

Screening Heuristics Daters Gig Workers

Availability of profile photo 80.0% 57.1%*

App profile is not blank 75.0% 58.1%*

Reputation of Meet within networks 4.3% 53.5%*

Enough info in profile for online search 34.3% 53.9%*

Personality or identity characteristics 79.3% 27.6%*

Perceived socio-economic status of Meet 18.6% 21.2%

Table C.1: Screening heuristics used to decide whether to meet someone in-person.
Proportions shown are out of total number of people who answered the question. *
indicates a significant difference between the two samples (alpha = 0.05). All data is
from re-fielded samples.

C.2 Survey Instrument

Linked is a PDF version of our survey instrument, including both original
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Self-Disclosure Daters Gig Workers

In online dating profile 35.1% 22.6%*
In online or text conversation 40.4% 15.2%*
On a date 23.9% 12.9%*

Table C.2: Self-disclosure methods used. Proportions shown are out of the total number
of people who answered the question. * indicates a significant difference between the
two samples (alpha = 0.05). Daters data is from original sample, gig workers data is
from re-fielded sample.

Where people omit personal info Daters Gig Workers

In online profile within app 42.7% 16.6%*
In online or text conversation 34.5% 31.0%
During an in-person meeting 23.4% 22.0%

Table C.3: Where in the interaction people omit personal info. Proportions shown are
among those who answered the question. * indicates a significant difference between
the two samples (alpha = 0.05)

Methods used to obfuscate information Daters Gig Workers

Removing online profiles 14.9% 12.4%
Censoring images & personal info 8.7% 4.4%
Using burner phone & email for contact 19.1% 31.9%*

Table C.4: How people obfuscate information about themselves. Proportions shown are
among those who answered the question. * indicates a significant difference between
the two samples (alpha = 0.05)

Where people present inaccurate info Daters Gig Workers

In online profile within app 17.4% 6.7%*
In online or text conversation 20.2% 14.9%
During an in-person meeting 11.6% 13.5%

Table C.5: Where in the interaction people present inaccurate information about them-
selves. Proportions shown are among those who answered the question. * indicates a
significant difference between the two samples (alpha = 0.05)

Vetting Strategies Daters Gig Workers

Search Engine 72.1% 88.0%*
Background Check / Court Record Search 13.8% 12.8%
Social media lookup 70.6% 41.8%*
Network: Online 6.2% 12.3%*
Network: Offline 28.6% 24.2%
Ask for PII directly 20.7% 13.4%*

Table C.6: Strategies for vetting. Proportions shown are among those who vet. *
indicates a significant difference between the two samples (alpha = 0.05).
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Info sought Daters Gig Workers

Personal info 36.4% 29.1%
Additional media 78.0% 47.7%*
Location 33.1% 34.9%
Reputation 20.3% 59.9%*
Personality 33.1% 22.7%

Table C.7: Information sought during vetting. Proportions shown are among those
who vet and answered the question. * indicates a significant difference between the two
samples (alpha = 0.05). All data is from re-fielded samples.

Environmental Precautions Daters Gig Workers

Bringing protective items to meeting 16.5% 16.6%
Advanced planning 18.0% 27.5%*
Selectively choosing time & location 62.4% 51.4%*
Not going alone 17.1% 20.2%
Personal behavior changes 29.0% 19.1%*

Table C.8: Environmental precautions people engage in. Proportions shown are among
those who answered the question. * indicates a significant difference between the two
samples (alpha = 0.05).

Covering Strategies Daters Gig Workers

Sharing location details 74.5% 84.5%*
Sharing details about Meet 37.1% 48.6%*
Sharing expected time back 48.7% 63.9%*
Ask someone to check in 35.0% 30.4%

Table C.9: Covering behaviors people engage in. Proportions shown are among those
who answered the question. * indicates a significant difference between the two samples
(alpha = 0.05).

Covering: Who Share Daters Gig Workers

Friend 91.4% 64.2%*
Family 18.5% 26.0%*
Roommate 30.2% 17.3%*
Co-Worker 8.1% 8.3%

Table C.10: Who people share details of the meeting location and the Meet with.
Proportions shown are among those who cover and answered the questions. * indicates
a significant difference between the two samples (alpha = 0.05).

Emergency Plans Daters Gig Workers

Person will call me 83.4% 75.9%
Person will come get me 64.4% 56.5%
Person will contact the police 44.9% 62.5%*
Person will contact an organization 0.976% 0.463%

Table C.11: What emergency plans people make with trusted individuals. Proportions
shown are among those who cover and answered the question. * indicates a significant
difference between the two samples (alpha = 0.05)
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Info sent during meeting Daters Gig Workers

A distress text/silent call/silent alarm 12.3% 6.4%*
GPS coordinates/other location details 14.2% 17.7%
Audio or video recording 5.5% 4.7%
Personal details about person you are meeting 14.6% 10.0%

Table C.12: Information people share with a trusted individual during the meeting if
it becomes unsafe. Proportions shown are among those who answered the question. *
indicates a significant difference between the two samples (alpha = 0.05)

Alarms used Daters Gig Workers

Played an audible alarm or panic button 4.0% 4.4%
Had someone (or app) give you a fake call 27.0% 12.9%*

Table C.13: The types of alarms people use when a meeting becomes unsafe. Proportions
shown are among those who answered the question. * indicates a significant difference
between the two samples (alpha = 0.05)

Technologies Key features

Noonlight share details about meeting location and
time, create a safety network of friends &
family to alert, silently call for help.

Kitestring periodic check-ins, create a safety network
of friends & family to alert

Circle of
6/Circulo

share details about meeting location, send
fake phone call, create a safety network to
ask for help

Flare detects physical safety incident (e.g. fall),
alerts emergency contacts

invisaWear wearable that can text GPS location to
emergency contacts upon triggered, alerts
local emergency officials

Athena wearable that can text GPS location to
emergency contacts upon triggered

Birdie personal safety alarm with flashing light

Sabre share details about meting location and
time with contacts, contact local emer-
gency officials

Table C.14: List of emergency alert apps we included in our survey.
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Surveillance strategies Daters Gig Workers

Record interactions (e.g. conversation) 2.3% 6.9%*
Live-share location with someone 30.0% 37.9%*

Table C.15: The surveillance behaviors people engage in. Proportions shown are among
those who answered the question. * indicates a significant difference between the two
samples (alpha = 0.05)

Negative experience reporting Daters Gig Workers

Report to platform 29.2% 49.3%*
Report to police 9.7% 10.3%
Report to safety organization 6.3% 8.5%
Report to other entity 1.0% 0.90%

Table C.16: Percentage of people who have had a negative experience who report that
person to some authority. Proportions shown are among those who have had at least
one negative experience. * indicates a significant difference between the two samples
(alpha = 0.05)

Reporting: offline whisper networks Daters Gig Workers

Friends 83.8% 65.9%*
Acquaintances 13.7% 16.2%
Co-Workers 16.6% 20.4%
Family 34.1% 54.3%*
Other 0.63% 1.1%

Table C.17: Percentage of people who tell offline whisper networks about negative ex-
periences with a Meet. Proportions shown are among those who answered the question.
* indicates a significant difference between the two samples (alpha = 0.05)

Reporting: online whis-
per networks

Daters Gig Work-
ers

Social network for dating or
gig work community

10.7% 29.0%*

General social network 7.1% 12.4%
Messaging group for dating
or gig work community

10.7% 8.8%

General messaging group 7.9% 7.8%
Public “bad date” list 4.3% 10.6%

Table C.18: Percentage of people who tell online whisper networks about negative ex-
periences with a Meet. Proportions shown are among those who answered the question.
* indicates a significant difference between the two samples (alpha = 0.05). All data is
from re-fielded samples.
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Blocking behaviors Daters Gig Workers

On the app 39.9% 27.3%*
On social media 44.5% 19.1%*
Blocking from call/text/message 42.6% 25.5%*

Table C.19: Percentage of people who block the person they met with following a
negative experience on various digital sites. Proportions shown are among those who
answered the question. * indicates a significant difference between the two samples
(alpha = 0.05)

and re-fielded questions. Kindly note that this contains survey options for both user

populations observed in the study (i.e. daters and gig workers).

C.3 Respondent Demographics
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Gender

Daters Gig workers

Woman 46.0% 49.2%
Man 49.8% 48.1%
Agender <1% <1%
Genderqueer 1.47% <1%
Non-binary 2.94% 1.33%
Other <1% <1%
Prefer not to say 0% <1%

Education

Less than high school graduate 1.26% <1%
High school graduate 16.2% 11.8%
Some college, no degree 26.3% 28.2%
Associate’s degree 8.61% 9.31%
Bachelor’s degree 35.3% 38.1%
Advanced degree (e.g. master’s, doctorate) 12.4% 12.0%

Ethnicity

American Indian or Alaska Native 3.57% 2.22%
Asian or Asian American 8.19% 12.4%
Black or African American 9.66% 15.1%
Hispanic or Latino 10.7% 12.6%
Native Hawaiian or Pacific Islander <1% <1%
White 74.2% 66.1%
Other <1% <1%
Prefer not to say <1% <1%

Table C.20: Participant demographics
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