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ABSTRACT OF THE DISSERTATION

Aspects of magnetism: topology, transport, and quantum entanglement

by
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Doctor of Philosophy in Physics

University of California, Los Angeles, 2022

Professor Yaroslav Tserkovnyak, Chair

The general theme in this thesis is the exploration of topology, transport, and quantum

entanglement in magnetic systems.

We first set up the stage in chapter 1 by introducing some notions that we use in later

chapters. In chapters 2 and 3, we discuss the (hydro)dynamics of vortices and hedgehogs

in two- and three-dimensional insulating magnets, respectively, in both classical and quan-

tum regimes based on the topological conservation laws of vortices and hedgehogs, which

follow from their topological nature instead of symmetries of the system Hamiltonian (thus

are robust against impurities and anisotropies). To illustrate the applications in spintron-

ics, we formulate an experimentally feasible energy-storage concept based on vorticity (hy-

dro)dynamics within an easy-plane insulating magnet in chapter 2.

In chapter 4, we investigate entanglement between two arbitrary spins in a magnetic

system in the presence of applied magnetic fields and axial anisotropies. We demonstrate

that spins are generally entangled in thermodynamic equilibrium, indicating that the mag-

netic medium can serve as a resource to store and process quantum information in general.

We, furthermore, show that the entanglement can jump discontinuously when varying the

ii



magnetic field. This tunable entanglement can be potentially used as an efficient switch in

quantum-information processing tasks.

Finally, in chapter 5, we present a study on the steady entanglement generation for two

distant spin qubits interacting with a common magnetic medium. Our focus is a medium-

induced effective coupling (between the two qubits) of dissipative nature. We explore the

different dynamical regimes of the entanglement evolution in the presence of this dissipative

coupling and demonstrate the advantage of its utilization as a route to generate steady

entanglement and even Bell state, insensitive to the initial state. Our work points to a new

direction of the application of spintronic schemes in future quantum information technology.
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2.6 A quantum bosonic lattice described by an arbitrary Hamiltonian H. Φıȷ is
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3.2 A tetrahedron severing as the elementary building block of an arbitrary lattice.

Si is the spin operator at site i. A skyrmion number and a hedgehog flux (3.9) can

be defined for every facet A = Af̂ with area A and normal vector f̂ . A hedgehog

density (3.13) can be defined for every tetrahedron, where we choose the normal

directions of all facets to be pointing outwards. . . . . . . . . . . . . . . . . . . 118
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4.1 (a). A general coherent state |α⟩ = D(α) |0⟩, where D(α) ≡ exp
{
αa† − α∗a

}
is a

displacement operator with α = |α|eiθ, is the minimum uncertainty state (∆Sx =

∆Sy = 1/2 ). All spins deviate from B ∝ ẑ direction coherently. (b). The general

squeezed vacuum state S(ζ) |0⟩, where S(ζ) ≡ e

[
ζ∗a2−ζ(a†)2

]
/2 is the squeezing

operator with a squeezing parameter ζ = reiϕ, is also a minimum uncertainty

state with uncertainties being squeezed (blue ellipse) compared with the vacuum

uncertainties (green disk). The direction of the squeezing (the orientation of the

semi-minor axis of the ellipse with respect to the Sx axis) is ϕ/2. The length of

the semi-minor axis is e−r/2 and the length of the semi-major axis is er/2. The

average direction of the spin in such state is along B. (c). For the general squeezed

coherent state D(α)S(ζ) |0⟩, the degree of the deviation from ẑ is determined by

the parameter α and the degree of squeezing of the uncertainty is determined by

the squeezing parameter ζ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
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4.2 (a). Concurrence C as a function of the number of squeezed magnons Ns = sinh2 r

for different number of coherent magnons Nc = |α|2. |α| = 0 corresponds to the

squeezed vacuum state (see Eq. (4.16)), where the maximal concurrence is 1/N0.

As we increase the number of coherent magnons, the physics is dominated by the

coherent part when the number of squeezed magnons is small. As a result, the

concurrence is zero. However, the presence of the coherent part can increase the

upper bound of the concurrence once the number of squeezed magnons is above

some critical value sinh2 rc, which depends on the amount of coherent magnons

we put into the system. (b). Critical values (Ns)
1/4 =

√
sinh rc as a function of

|α|, which can be fitted using a linear relation. When the number of coherent

magnons is larger than
√

2N0Ns, the coherent part dominates the physics and the

concurrence is zero. Otherwise, we have a finite concurrence. In the numerical

study above, we set N0 = 108. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
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We have set λ = 10, η = 0.5 and R̂ = x̂ in higher dimension. (b). Critical

distance γc as a function of the correlation length λ, which can be fitted well with

a linear relation. We have set η = 0.5. . . . . . . . . . . . . . . . . . . . . . . . 143

4.4 Concurrence as a function of one angle (setting the another angle to zero). For

the pink dashed curve, we plot the concurrence as a function of the angle ϕ and

set θ = 0. For the black solid curve, we plot the concurrence as a function of the

angle θ and set ϕ = 0. We find that concurrence is periodic with period 2π in ϕ

and π in θ. In both cases, we set Ns = sinh2 4, Nc = 9 × 104 and N0 = 108. . . . 144
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4.5 Spin A and B are placed above a ferromagnetic insulator subjected to magnetic

fields h, B and anisotropies, which realizes the Hamiltonian that we discussed

in Sec. 4.2. Turning on the coupling J̃(t) between spins and the insulator adi-

abatically so that these spins behavior like a part of the insulator and thus the

concurrence CAB grows correspondingly. This entanglement remains even after

the coupling J̃ is turned off so long as this turnoff process is rapid enough. . . . 146
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(a). The local relaxations are set to a = 30, ã = 3, and the local fields are
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10, ã = |Ã| = 1 and varying δ → {0, 2, 4, 6, 8, 10, 16}. . . . . . . . . . . . . . . . 172
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CHAPTER 1

Introduction

“What we observe is not nature itself,

but nature exposed to our method of

questioning.”

Werner Heisenberg

1.1 Motivation and outline

Magnetism, as one of the most common phenomena in nature and one of the oldest sub-

jects of science, continues to actively contribute to the modern condensed matter physics.

In particular, the merging of magnetism with topology has given rise to numerous vibrant

new topics, such as skyrmions and topological insulators [1, 2, 3, 4, 5, 6, 7, 8]. These are

not only fundamentally interesting, but also are promising for a transformative revolution

of information technology using topological charges as robust information carriers. Spin-

tronics [9, 10, 11, 12] has emerged as a field that aims to develop devices that transmit and

process information utilizing spins. Many recent efforts have been made to understand the

transport phenomenon of topological excitations in magnetic systems and to explore their

potential applications in (quantum) spintronics [13, 14, 15, 16, 17, 18, 19, 20].

Another interesting direction is due to the marriage of condensed matter physics and

quantum information science, which provides us with new insights into many-body phenom-

ena and offers rich opportunities for creative research [21]. In return, condensed matter
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systems render various platforms for realizing ideas in quantum information. Spin systems,

due to their intrinsic quantum origin, are perfect platforms to explore quantum entanglement

and potential utilities [22, 23]. There are many intriguing questions that one can ask: What

is the entanglement dynamics within a generic magnetic medium? How can we explore the

potential usefulness of magnetic systems for quantum computing?

These two topics are the main focus of this thesis. The main purpose of this chapter is

to introduce the basic notions and set up the stage for our discussions of later chapters. In

section 1.2, we introduce the basics of topology very briefly. We start with two simply but

profound theorems—Poincaré-Hopf theorem and Gauss-Bonnet thorem, where the notion

of winding number and skyrmion number is defined. We then introduce the general idea

of homotopy group and some examples (including spin winding, magnetic skyrmions, hop-

fions, and 3D skyrmions in the Skyrme model) are discussed, where the notion of topological

conservation laws are naturally introduced. In section 1.3, we recall all the basics of spin

dynamics, including both ferromagnetic and antiferromagnetic case. We go through a thor-

ough discussion of spin Berry phase in different representations. In the case of ferromagnet,

we explore two examples—spin superfluid in an easy-plane ferromagnet and dynamics of

skyrmions. For antiferromagnet, we derive the action for all dimensions and remarks are

made for the topological term in one dimension. In section 1.4, we introduce various mea-

sures for quantum entanglement (for both pure states and mixed states). In section 1.5, we

start with a general description of a non-unitary evolution. We then introduce the Lindblad

master equation which is derived both formally from the Kraus operator sum representation

of a quantum map, and from first principles. The theory of quantum trajectories is briefly

discussed at the end, which provides another perspective for the Lindblad master equation.

Chapter 2 and 3 focus on the topological transport of vorticity [15] in 2D and magnetic

hedgehogs [19] in 3D in both (semi)classical and quantum regimes. Identifying strategies

to use magnetic insulators to achieve long-range signal transport is one key objective of

spintronics studies. Insulating materials with dynamical spin degrees of freedom are good
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platforms for spintronics applications. Since the signal transmission is based on pure spins

without invoking any electric current, the process is immune to Joule heating and thus has

high energy efficiency. Spin currents have been proposed to be promising data carriers in

novel devices and computing architectures [9, 24, 25]. However, the spin flow decays expo-

nentially beyond the associated spin-diffusion length [9] in that structural imperfections and

anisotropies of materials are detrimental to its conservation law. We propose to utilize topo-

logical spin textures (vortex and hedgehogs) as spin signal carriers alternatively, which are

shown to be topologically stable information carriers (in the presence of both quantum and

thermal fluctuations). They are good candidates since their flows are conserved topologically,

known as topological conservation laws, which are rooted in topology rather than symme-

tries of Hamiltonian, in contrast to Noether-conservation laws. As a result, the transport

based on topological textures is robust against structural imperfections and anisotropies,

and sustains long-distance spin transport, with broad applications such as energy storage,

which is discussed in chapter 2 [18].

There has been much recent interest in coherently preparing and manipulating entangle-

ment in various systems, stimulated by its importance in quantum information science. In

chapter 4, we investigate the entanglement between two arbitrary spins in a magnetic system

in the presence of applied magnetic fields and axial anisotropies [23]. Spins are shown to

be generally entangled in thermodynamic equilibrium, forming a squeezed coherent state,

which implies that the magnetic medium can serve as a resource to store and process quan-

tum information. We furthermore show that the entanglement can jump discontinuously

when decreasing the transverse magnetic field, which can potentially serve as a switch for

quantum information processing tasks.

Chapter 5 focuses on the steady entanglement generation for two distant spin qubits

interacting with a common bath (a magnetic system) [26]. Our particular focus is on the

induced dissipative coupling between the spin qubits. In contrast to the conventional wis-

dom that dissipation is detrimental to quantum effects, we show that a sizable long-lifetime
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entanglement can be established via a dissipative environment, in the absence of any co-

herent coupling. Moreover, we demonstrate that maximally-entangled two-qubit states can

be achieved in this scheme when complemented by proper postselection. In this situation,

there is a dynamical phase transition separated by an exceptional point. The resultant Bell

state is robust against weak random perturbations and does not require the preparation of

a particular initial state. This result may find applications in quantum information science,

quantum spintronics, and for sensing of nonlocal quantum correlations.

1.2 Brief primer on topology

Topology is the study of continuous functions and continuous deformations of objects. It

was developed in the twentieth century, while many other fields of mathematics, including

calculus, had already been developed three hundred years ago. The origin of topology can

most likely be traced to Euler’s work in the eighteenth century, and that of Gauss and

Riemann in the nineteenth century. As the development of this subject, many branches have

emerged, such as general topology, algebraic topology, differential topology, and geometric

topology [27]. In particular, algebraic topology is a field that uses tools from algebra (such

as group) to study topological spaces. The basic goal is to find algebraic invariants that

classify topological spaces up to homeomorphism ideally, though usually most classify up

to homotopy equivalence. The most important of these invariants are homotopy groups,

homology, and cohomology, which all play a significant role in modern condensed matter

physics.

The purpose of this section is twofold. On the one hand, we hope to illustrate the

beauty of topology with simplest examples (without invoking any fancy concepts), such as

Poincaré-Hopf theorem and Gauss-Bonnet theorem, which have little prerequisites. On the

other hand, from these examples, we would like to introduce concepts that we will use in

the subsequent chapters, such as vortex number, skyrmion number, topological conservation
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laws of topological defects.

1.2.1 Poincaré-Hopf theorem

For simplicity, we consider a two-dimensional orientable closed surface. We will introduce

the Euler characteristic of a surface, the topological number associated with vortices of

tangent vector fields living on the surface, and the Poincaré-Hopf theorem which relates

these two [28]. This is also the first example that I start to really appreciate the beauty of

topology. We will see how the global topology of a surface constraints the possible dynamics

(the vector field) that can exist on the surface, and how the dynamics happening on the

surface indicates its topology.

Any two-dimensional orientable closed surface can be partitioned into triangular pieces.

The Euler characteristic is then defined to be χ = V − E + F , where V , E, and F are

respectively the numbers of vertices (corners), edges and faces. This is a topological invariant.

For example, a tetrahedron and a cube, which can be deformed into each other smoothly,

have the same Euler characteristic χ = 2. In general, two-dimensional orientable closed

surfaces can be classfied by the number of genus (g), having χ = 2(1 − g). Two familiar

examples are the sphere (g = 0) and torus (g = 1), which have χ = 2 and χ = 0, respectively.

We now introduce tangent vector fields on a surface. Physically, one can imagine flows

of water on the surface. In such a situation, we express a flow of water by vectors given

at each point on the surface and indicating the velocity of the flow. The (tangent) vector

field of most regions typically is smooth—both the direction and magnitude of the vector

change continuously from point to point. There are also points where the water flow stops

(the corresponding vector is a zero vector), which are called critical points or vortices of

the vector field. In Fig. 1.1, we show how the flows of water create critical points and form

vortices at the peak of a hill, at the low point of a valley, and at a saddle. One can associate
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an integer number, known as winding number, to every vortex,

Nv =
1

2π

∮
C

dl ẑ · n̂× ∂ln̂, (1.1)

where C is an infinitesimal loop enclosing an isolated vortex, parameterized by l. ẑ is the

normal vector perpendicular to the surface where the vortex locates, which also defines the

counterclockwise direction of the loop C. n̂ = v/|v| is the directional unit vector of the

vector field v(l) living on the loop C. To make it transparent, we set ẑ = (0, 0, 1), n̂ =

(cosφ, sinφ, 0), and we choose C to be a circle and parametrize it with the polar angle θ.

Then Eq. (1.1) is simply reduced to Nv =
∮
C
dθ ∂θφ/2π. The physical meaning of this

winding number is clear now—counting how many times the vector n̂ winds around the unit

circle in parameter space φ ∈ [0, 2π) when we move along the loop C counterclockwisely.

In Fig. 1.1, vortices at the peak and valley have winding number Nv = 1 since ∆φ = 2π

in both cases and, in contrast, the vortex at the saddle has winding number Nv = −1. We

remark that here we only considered tangent vector fields (ẑ is always perpendicular to n̂).

In general, the vector field can go out of plane, for example the magnetization field of an

easy-plane ferromagnet. In this case, one needs to modify the definition of the vorticity, as

we will discuss later.

At the end of the 19th century, Henri Poincaré showed that the Euler characteristic of a

two-dimensional orientable closed surface Sg equals the sum of the winding numbers of all

vortices of the vector fields living on the surface:

χ(Sg) =
∑
i

Nv(vortex i). (1.2)

Heinz Hopf later generalized this theorem to general higher-dimensional smooth surfaces.

We remark that the left-hand-side contains the information of global topology and the right-

hand-side reflects the dynamics happening on the surface. Once the topology is given, possi-

ble dynamics is constrained. One well-known example is the hairy ball theorem, which simply

states that there is no smooth tangent vector field on a sphere having no sources or sinks. In

contrast, there is no problem to construct a smooth vector field on a torus as χ(torus) = 0.
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Once we know possible dynamics (possible vector field configuration), we can deduce the Eu-

ler characteristic. For example, we can easily obtain that χ(surface of genus g) = 2(1−g) by

constructing a vector field created by a rainfall on the surface as shown in Fig. 1.1(d). This is,

in spirit, similar to the Einstein field equation in general relativity [29]: Gµν + Λgµν = κTµν ,

where Gµν , gµν are the Einstein tensor and the metric tensor (reflecting the spacetime geom-

etry), while Tµν is the stress–energy tensor containing the information of the matter living

within the spacetime (Λ, κ are cosmological constant and Einstein gravitational constant).

What we can learn from this equation is that the matter field determines spacetime geometry

and the sapcetime geometry also governs the motion of matter.

Figure 1.1: (a) A vortex is formed at the peak. (b) A vortex is form at the valley. (c) An

anti-vortex is formed at the saddle point. (d) We can construct a tangent vector field on

a closed surface with genus g by a rainfall. There are one peak, one valley, and 2g saddle

points, giving us total vortex number: 2 − 2g.

1.2.2 Gauss-Bonnet theorem

Gauss-Bonnet theorem describes a beautiful connection between curvature of a surface (from

geometry) to its Euler characteristic (from topology) [28, 30, 31]. We again focus on two-

dimensional orientable closed surfaces. In this case, it states that the intergral of the local
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Gaussian curvature CG over the closed surface Sg (with genus g) is dictated by its genus g:∫
Sg

dA CG = 4π(1 − g) = 2πχ(Sg), (1.3)

which is invariant under smooth distorions of the surface since the genus (Euler characteristic)

is a topological invariant.

There are typically two ways to evaluate CG. Let us consider a 2D surface embedded in

3D. For an arbitrary point on the surface, we choose the unit vector ẑ to be the local normal

pointing in the outward direction (we have assumed the surface is orientable). Within

the tangent plane at this point, we can define a right-handed Cartesian coordinate using

orthogonal unit vectors lying in the plane, obeying x̂ × ŷ = ẑ. In the vicinity of the origin

of this coordinate system, the surface is uniquely defined by its height relative to the plane,

z(x, y). By definition z(0, 0) = ∂xz(0, 0) = ∂yz(0, 0) = 0. Therefore, we can approximate z

locally from its second derivatives:

z(x, y) ≈ 1

2

(
x y

) ∂2xz ∂x∂yz

∂y∂xz ∂2yz

x
y

. (1.4)

This Hessian matrix is evaluated at origin and is real and symmetric, which has two real

eigenvalues and two corresponding eigendirections in the tangent plane. The magnitude of

the eigenvalues is an inverse radius of curvature and the sign indicates whether the surface is

curving toward or away from the positive ẑ direction. The Gaussian curvature CG is given by

the determinant of the Hessian matrix. One illustrating example is a sphere x2+y2+(z+r)2 =

r2. Its Hessian matrix is the same for all points on the sphere H = diag(−1/r,−1/r). Thus

we have CG = 1/r2. Integrating CG over the sphere gives us 4π, which satisfies Eq. (1.3).

There is another more intuitive way to represent CG, which is more often used by physi-

cists. We can define n̂(r) to be the unique unit vector pointing outward, normal to the

surface at a point r. Since n̂ lives in a 2-sphere S2, this vector field n̂(r) realizes a map from

the given closed surface of interest to S2. Then the local Gaussian curvature is given by

CG(r) = n̂(r) · ∂xn̂(r) × ∂yn̂(r), (1.5)
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Figure 1.2: (a) To evaluate the curvature at point p, we draw a small circle around it with

area dA. As we move counterclockwisely around the circle, (the tip of) unit normal vector n̂

also rotates counterclockwisely and traces out a small closed loop γ1 on the unit sphere S2.

In this case, the local Gaussian curvature n̂(p) · ∂xn̂(p)× ∂yn̂(p) dA is positive and the value

is the solid angle or the area enclosed by the loop γ1 on the unit sphere. (b) We repeat the

same procedure. Now (the tip of) unit normal vector n̂ rotates clockwisely, tracing out a

small closed loop γ2 on the unit sphere S2 (as we move around the circle enclosing the point

p counterclockwisely). In this case, the curvature is negative and its value is given by the

area enclosed by the loop γ2 on the unit sphere.
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where x, y are local Cartesian coordinate at r. See Fig 1.2. The meaning of this expression

is also clear by noting that

n̂(r) · ∂xn̂(r) × ∂yn̂(r) dA = sin θ(∂xθ∂yϕ− ∂yθ∂xϕ) dA, (1.6)

is the solid angle subtended by the small loop on the unit sphere where n̂ lives, which is

generated when moving around the boundary of a small area element dA on the surface of

our interest (the tip of the surface normal arrow will trace out a small closed loop on the

unit sphere), as we shown in Fig. 1.2. Therefore, the integration of the Gaussian curvature

over a closed surface,

1

4π

∫
dA CG =

1

4π

∫
dA n̂ · ∂xn̂× ∂yn̂, (1.7)

simply counts how many times the normal vector field n̂(r) of the closed surface wraps

around the unit sphere. This is known as the skyrmion number, a natural generalization of

the winding number we defined before.

1.2.3 Homotopy group and topological textures

Homotopy group [27], roughly speaking, is a method to extract information of a manifold

of our interest by drawing circles and spheres (in general n−sphere) on it, which is just like

how physicists obtain the information of a system by applying various external fields to it.

Here we introduce the fundamental group or the first homotopy group. The generalization

to higher homotopy group is straightforward.

We will assume the manifold M that we are interested in is arcwise connected (any

x0, x1 ∈M , there exists a continuous path α connecting these two points). This is typically

the case in physics. The fundamental group of M is denoted as π1(M). Elements in this

group are loops on the manifold M . All loops that can be continuously deformed into each

other correspond to the same group element (these loops are said to be homotopic to each

other). Therefore, loops that are not homotopic to each other form the fundamental group.
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For example, for M = S1, we can draw a loop L1 winding around S1 once or a loop L2

winding twice. It is clear that one cannot continuously deform them into each other. Thus

they are different group elements in π1(S
1). In fact, L1 serves as the generator of this

group. The composition of two such loops gives us L2. In general, we obtain Ln+m when

we composite Ln and Lm. Therefore, the fundamental group of S1 is isomorphic to (Z,+),

which is usually simply denoted as π1(S
1) = Z.

We now should make the above description more rigorous by introducing some mathe-

matical definitions. First, what is a loop on a manifold M? A loop is a map α : S1 →M . If

we parametrize S1 using t ∈ [0, 1], then α(0) = α(1). For this reason, the fundamental group

π1(M) is said to be a classification of the map S1 → M [Likewise, n-th homotopy group

πn(M) is a classification of the map: Sn →M ]. Then, what is the operation of composition?

Given two loops α, β : S1 → M with α(1) = β(0). The composition of α and β, denoted

as α ◦ β, is a path in M defined by α ◦ β(t) = α(2t) for 0 ≤ s ≤ 1/2 and α ◦ β(t) = β(2t)

for 1/2 ≤ s ≤ 1. The inverse of a path is defined to be α−1(t) = α(1 − t). The most

important question is probably what do we mean by continuous deformation of loops. Two

loops L,L′ can be deformed into each other continuously if there is a continuous function f

from [0, 1] × [0, 1] to M that satisfies f(x, 0) = L, f(x, 1) = L′. With these definitions, one

can show that loops form a group. We will introduce some examples of homotopy groups

(which are often invoked in physics) and their applications.

The most often encountered homotopy group is πn(Sn) = Z, which is a generalization of

the winding number that we discussed before. Here are some well-known examples.

Spin winding in one dimension. We consider a XY model in one dimension, as

shown in Fig. 1.3(a). Each configuration is specified by an unit vector field n(x), which

realizes a map from the base manifold R to the order parameter space S1. If we consider the

case that n(−∞) = n(+∞) (so the base manifold can be effectively treated as a circle S1),

the spin textures n(x) can be classified according to π1(S
1) = Z. Every configuration can
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be associated with an integer, which is often referred to as topological charge, defined by,

N =
1

2π

∫
ϵα1α2n

α1∂xn
α2 dx =

1

2π

∫
ẑ · n× ∂xn dx, (1.8)

where α1, α2 ∈ {x, y} are different components of the order parameter field n. If we param-

eterize n(x) = (cosϕ(x), sinϕ(x)), we have N =
∫
∂xϕ dx/2π. According to this definition,

it is clear that the upper configuration in Fig. 1.3(a) has N = −1, while the lower has

N = 1. In fact, the local spin winding is conserved. We define topological charge current

as jµW = ϵµν∂νϕ/2π, where ϵµν is the antisymmetric tensor and µ, ν ∈ {t, x}. The two com-

ponents respectively correspond to the density ρW = ∂xϕ/2π and the flux jW = −∂tϕ/2π of

the spin winding. The conservation of this current ∂µj
µ
W = 0 follows directly from the anti-

symmetric symbol ϵµν and does not depend on the equation of motion. It is usually referred

to as the topological conservation law since it does not follow from Noether’s theorem but

from topology [32].

We remark that this N can be also used to describe the vortex number for XY model in

two dimensions. Now the contour in the integration is a loop circulating around the vortex

(see Eq. (1.1)).

Magnetic Skyrmion in two dimensions. In 1975, Belavin and Polyakov wrote a

paper titled “Metastable states of two-dimensional isotropic ferromagnets”, where magnetic

skyrmions are first discussed [33]. Here we describe what is a magnetic skyrmion and its

topological nature. We consider a smooth unit vector field n(r), living on r = (x, y) ∈ R2,

where n is a three-dimensional unit vector those tip defines a point on S2. One physical

realization of such vector field would be the spin configuration of a ferromagnet in two

dimensions. We now suppose that the n tends to the same unit vector at large distance

in all directions, for example n(∞) = +ẑ as shown in Fig. 1.3(b). Then we can effectively

treat the base manifold as S2. Every configuration realizes a map S2 → S2, which can be

classified according to π2(S
2) and we define the toplogical charge to be

N =
1

4π

∫
ϵα1α2α3n

α1∂xn
α2∂yn

α3 dxdy =
1

4π

∫
n · ∂xn× ∂yn dxdy. (1.9)
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One can check that this is a topological quantity by considering n → n + δn,

δN ∝
∫
S2

n · ∂iδn× ∂jn dx
i ∧ dxj =

∫
S2

d[n · δn× ∂jn dx
j] = 0, (1.10)

where in the last step we used the Stokes’ theorem and the fact that S2 has no bound-

ary [34]. The geometrical meaning of N is clear, reflecting the number of times that the

field n(r) wraps around the unit sphere S2. The upper configuration of Fig. 1.3(b) stands

for a Skyrmion with N = −1. The spins at the center point along −ẑ and those at large

distance point along +ẑ. Spins in-between lie within xy plane, forming a vortex with charge

+1. Other regimes are smoothly filled by spins. The lower configuration in Fig. 1.3(b)

stands for a skyrmion with N = 1, where the in-between spins form an anti-vortex with

N = −1. One specific configuration of a Skyrmion is n(x, y) = (2λx, 2λy, r2 −λ2)/(r2 +λ2),

where λ is the size of the skyrmion and r2 = x2 + y2, giving N = −1. To get a better

intuition, we parametrize r = (r cosα, r sinα) and n = (cosϕ sin θ, sinϕ sin θ, cos θ), assum-

ing θ(r, α) = θ(r) and ϕ(r, α) = ϕ(α) (so the out-of-plane component of the spin is only

determined by r and the in-plane components are fixed by α) [8]. In this situation, we can

simplify the topological charge into the form:

N =
nz(r = 0) − nz(r = ∞)

2
·
∫ 2π

0
∂αϕ dα

2π
= P ·W, (1.11)

where P = [nz(r = 0) − nz(r = ∞)]/2 is the polarity and W =
∫
∂αϕ dα/2π is the vortex

number. As this formula suggests, we can produce skyrmions of higher topological number by

employing structures with larger vorticities W . For example, we can set θ(r) = 2 arctan(λ/r)

and ϕ = Wα, where we obtain skyrmion number N = −W .

Analogous to the spin winding case, we can also construct a topologically conserved

skyrmion current:

jµ =
1

4π
ϵµνρn · (∂νn× ∂ρn), (1.12)

whose conservation law ∂µj
µ = 0 follows directly from the antisymmetric property of ϵµνρ

(µ, ν, ρ ∈ {t, x, y}). We should also point out that, similar to the spin winding case, the
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topological number N can be also used to characterize the hedgehog number in three dimen-

sions [19]. In this case, instead of integrating over the two-dimensional plane for skyrmion,

we integrate over a closed surface in three dimensions enclosing the hedgehog.

Figure 1.3: (a) The upper spin configuration has winding number −1. The spin angle

increases by −2π as we move from left end to the right end. The lower spin texture has

winding number +1, where the angle increases by +2π as we move from the left to the right

end. (b) The upper spin texture has skyrmion number −1. The polarity (the change of

the spin z component from the center to infinity) is −1. The vortex number of the region

in-between is 1. For the lower spin texture, the skyrmion number is +1, with polarity −1

and vortex number −1.

3D Skyrmion in the Skyrme Model. The Skyrme model was first proposed as a low

energy description of QCD [35, 36]. The field U(r) in this case is SU(2)-valued. Each field

configuration U(r) realizes a map from r ∈ R3 to SU(2), which is a 3-sphere S3. We again

suppose the field configuration is the same at infinity such that we can effectively compactify

the spatial R to S3 by the addition of the point at infinity. In this case, the field configuration
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is classified according to the homotopy group π3(S
3) = Z, where the topological charge is

given by

B = − 1

24π2

∫
d3r ϵijk Tr

[
(U †∂iU)(U †∂jU)(U †∂kU)

]
. (1.13)

This generalized winding number is identified with the baryon number of QCD, hence the

notation B. Let us now try to write the expression above into a more familiar form. We first

note that group element in SU(2) can be written as U = i
∑3

i=1 niσi+n4, with the constraint∑4
a=1 n

2
a = 1. Here, the three matrices σ = (σ1, σ2, σ3) are the familiar Pauli matrices. One

useful way to parametrize the four components of the unit vector n is n = (m sin γ, cos γ)

with m being a unit vector on S2. In this case the matrix U can be written in the familiar

form

U = cos γ + i sin γm · σ = eiγm·σ. (1.14)

Making use of the trace properties of Pauli matrices, such as Tr(σjσkσl) = 2iϵjkl, the topo-

logical number can be cast into the form

B =
1

12π2

∫
d3r ϵijkϵabcd na∂inb∂jnc∂knd, (1.15)

which is a natural generalization of winding number and skyrmion number we discussed

before. The topological nature of B can be also shown similar to what we did for skyrmion

number. One should be able to write down the topological number associated with the n-th

homotopy group of n-sphere πn(Sn) = Z:

1

Vol(Sn)

1

n!

∫
dnr ϵi1i2···inϵa1a2···an+1na1∂i1na2∂i2na3 · · · ∂innan+1 ∈ Z, (1.16)

where we have similarly compacted the r = (x1, x2, · · · , xn) into Sn, the n-sphere is
∑n+1

a=1 n
2
a =

1, and Vol(Sn) = 2π(n+1)/2/Γ(n/2 + 1/2) is the volume of the unit n-sphere. Here Γ is the

gamma function. In general, we can define a topological current associated with this charge

jµ ∝ ϵµµ1µ2···µnϵa1a2···an+1na1∂i1na2∂i2na3 · · · ∂innan+1 , (1.17)

where µ ∈ {t, x1, · · · , xn}. Its conservation law also follows from the antisymmetric property

of ϵ.
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In order to develop some intuition, let us work out some examples. Inspired by the exam-

ple of skyrmion that we looked into, we assume the “out-of-plane component” only depends

on the radial distance r, γ(r) = γ(r), and the “in-plane components” m is independent of r.

Similar to case of skyrmion where we can decompose the skyrmion number into the product

of the polarity and vortex number, we expect that we can decompose B into the produce

to the polarity (related to γ(r)) and the hedgehog number (related to m) [8]. To this end,

it is useful to parametrize the “in-plane components” m = (cosϕ sin θ, sinϕ sin θ, cos θ) and

r = r(cosα sin β, sinα sin β, cos β). We now can write the topological number to be

B =
1

2π2

∫
ϵijk sin θ sin2 γ ∂iϕ∂jθ∂kγ drdβdα

=
γ(0) − γ(∞)

π
· 1

4π

∫
m · ∂βm× ∂αm dβdα

=P ·H,

(1.18)

where we have used the fact that we require sin[γ(0)] = sin[γ(∞)] = 0 to ensure that the

singularity of the hedgehog of m is invisible at origin and the field n = (sin γm, cos γ) has

no variation at infinity. Here, we note that the polarity P ≡ [γ(0) − γ(∞)]/π is always

integer-valued and also the hedgehog number H ≡
∫
m ·∂βm×∂αm dβdα/4π. For example,

one can set m = r/r and γ(r) = 2 arctan(λ/r), which will give us a 3D skyrmion with B = 1.

Magnetic Hopfion in three dimensions. Hopfions are first introduced in the

contents of field theories [37, 38] and later are studied in various condensed matter systems,

such as Bose-Einstein condensates, superconductors, and liquid crystals [39, 40, 41, 42].

It is relatively recent that hopfions are investigated theoretically [43, 44, 45, 46] and are

directly observed in magnetic systems [47]. Let us consider a well-ordered magnet with order

parameter field n(r, t) ∈ S2. A hopfion is a nonlinear texture classified by the homotopy

group π3(S
2) = Z of the mapping S3 → S2, where S3 is the space manifold with infinity

points being identified as one point and S2 is the order parameter manifold. As a result,

every hopfion texture can be associated with an integer, known as Hopf index which can be
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expressed as [48]

QH = −
∫
d3r B⃗ · A⃗, (1.19)

where

B⃗i =
1

8π
ϵijkn · ∂jn× ∂kn (1.20)

and A⃗ is the associated vector potential determined by ∇ × A⃗ = B⃗ (assuming the field

configuration is smooth such that ∇ · B⃗ = 0). One can intuitively visualize a hopfion as a

twisted skyrmion tube with its two ends glued together.

We remark that the hopfion density cannot be written down locally in terms of the field

variable n(r, t). It is pointed out, in the study of fractional statistics of skyrmions [49, 50],

that this nonlocality is not an essential feature of the hopfion density. B⃗ · A⃗ can be cast into

a local form within the CP 1 representation n = z†σ̂z, where z = (χ1 + iχ2, χ3 + iχ4)
T is a

spinor with real parameters χa. The condition |n| = 1 translates into z†z = 1 or χaχa = 1,

taking values in S3. Note that n remains unchanged under the transformation z → eiθz,

indicating that the real spin dynamics happens within S3/S1 = S2 instead of S3. Note we

can interpret z as the wavefunction of a spin-1/2 particle. One can parametrize

z = e−iψ/2
(
e−iϕ/2 cos

θ

2
|↑⟩ + eiϕ/2 sin

θ

2
|↓⟩
)

= e−i(ψ+ϕ)/2

 cos θ
2

eiϕ sin θ
2

, (1.21)

which gives us n = z†σ̂z = (sin θ cosϕ, sin θ sinϕ, cos θ). Therefore, the magnetic skyrmion

with topological charge N that we discussed earlier, in this spinor representation, can be

written as

z(r) =

 cos θ(r)
2

eiNα sin θ(r)
2

, (1.22)

where r = r(cosα, sinα) and θ(r) = 2 arctan(λ/r).

In this spinor representation, we can write the hopfion density locally by noting that

A⃗ ≡ a⃗/2π with ai = −iz†∂iz = i(∂iz
†)z, which can be verified straightforwardly

ϵijk∂iAk =
1

8π
ϵijkn · ∂jn× ∂kn. (1.23)
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In order to construct the configuration of a hopfion, it is useful to make connections to

what we discussed in 3D skyrmions. We note that we can also parametrize z :

z = U(γ, θ, α)z0 =

cos γ + i sin γ cos θ

ieiϕ sin θ sin γ

, (1.24)

where U = cos γ + i sin γm · σ ∈ SU(2) with m = (cosϕ sin θ, sinϕ sin θ, cos θ), and z0 =(
1 0

)T
. Under this parametrization, the three-component unit vector field is

n =
[
2(mxmz sin γ−my cos γ) sin γ, 2(mx cos γ+mymz sin γ) sin γ, cos2 γ+(m2

z−m2
x−m2

y) sin2 γ
]
,

(1.25)

which realizes a map from S3 → S2, known as Hopf map, and one can calculate the gauge

potential explicitly,

a⃗ = −iz†∇z = sin2 θ sin2 γ∇ϕ+ cos θ∇γ − sin γ cos γ sin θ∇θ. (1.26)

Then, we can express the hopfion charge

QH = − 1

4π2

∫
d3r a⃗ · ∇ × a⃗

=
1

2π2

∫
d3r sin θ sin2 γ∇ϕ · ∇θ ×∇γ

= − 1

24π2

∫
d3r ϵijk Tr

[
(U †∂iU)(U †∂jU)(U †∂kU)

]
∈ Z,

(1.27)

which is the same as the topological number that we encountered in the 3D skyrmion case

(it is also straightforward to construct a topologically conserved hopfion current). This

indicates that each topological 3D skyrmion configuration can induce a topological hopfion

texture with the same topological number via the Hopf map Eq. (1.25). In other words,

we can realize the map S3 → S2 by introducing an intermediate step: S3 → S3 → S2.

We have explained the first map which gives us 3D skyrmion. The second part is given by

Eq. (1.25). For example, one topological nontrivial 3D skyrmion texture is given by m = r/r

and γ(r) = 2 arctan(λ/r), from which one can construct a hopfion configuration with QH = 1

by substituting into Eq. (1.25).
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1.3 Basic notions of spin dynamics

In this section, we will introduce some basic notions in spin-related physics. Starting from the

path integral for a single spin, we construct the action for the ferromagnet. One of the most

important feature is the naturally emergent spin Berry phase term, which distinguishes the

spin dynamics from ordinary particle dynamics. We will discuss different representations

of this term thoroughly, which are all commonly used when studying spin-related prob-

lems. Combined with a Rayleigh-Gilbert dissipation function, the Landau-Lifshitz-Gilbert

equation is derived. Following this, the spin superfluid and its breakdown in the presence

of damping and anisotropies are discussed, where topological hydrodynamics is then very

briefly discussed. We then explore the dynamics of skyrmions, where special attentions are

paid to the spin Berry phase effect and the generation of the mass term. We then switch

to the antiferromagnetic case. We will derive the action in all spatial dimensions. There is

a topological term in one dimension where some comments are made. Higher dimensional

cases are also discussed.

1.3.1 Spin coherent path integral

Let us first consider the case of a single spin [51, 52, 53]. Consider a spin S degree of freedom

whose Hilbert space is (2S + 1)−dimension. Instead of choosing Sz eigenstates as our basis,

we use an alternate scheme where an over-complete basis is used. The spin coherent state is

|n⟩ ≡ |θ, ϕ⟩ = U [R(n)] |SS⟩ (1.28)

where |n⟩ denotes the state obtained by rotating the normalized, fully polarized state |SS⟩
by an angle θ around y−axis and then by ϕ around z−axis with a global phase using the

unitary rotation operator U [R(n)] = e−iS
zϕe−iS

yθe−iS
zχ which is a (2S + 1)−dimensional

representation of the rotation. Given that ⟨SS|S |SS⟩ = Sẑ, it is clear (by considering
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U †SU) that

⟨n|S |n⟩ = S(ẑ sin θ cosϕ+ ŷ sin θ sinϕ+ ẑ cos θ). (1.29)

We can rewrite this coherent state in the |S,M⟩ basis:

|n⟩ = e−iSχ
S∑

M=−S

 2S

S +M

1/2

e−iMϕ
(

cos
θ

2

)S+M(
sin

θ

2

)S−M
|S,M⟩ . (1.30)

The Euler angle χ has to be fixed by the requirement that the coherent state be single valued

upon ϕ→ ϕ+ 2πn, n = 0,±1, · · · . Thus χ is only allowed to take the following values:

χ = (2n+ 1)ϕ, n ∈ Z. (1.31)

Here, n = 0 and n = −1 correspond to the Dirac string lying along ẑ or −ẑ. In following

discussion, we use the north-pole gauge χ = −ϕ (the Dirac string is along −ẑ direction).

The coherent state is one in which the spin operator has a nice expectation value: equal

to a classical spin of length S pointing along the direction of n = (sin θ cosϕ, sin θ sinϕ, cos θ).

But it is not an eigenvector of the spin operator. This is not expected anyway, since the

three components of spin do not commute. Higher powers of spin operator do not have

expectation values equal to the corresponding powers of the classical spin. For example,

⟨Ω|S2
x |Ω⟩ ≠ S2 sin2 θ cos2 ϕ. However, the difference between this wrong answer and the right

one is of order S. Generally, the n-th power of the spin operator will have an expectation

value equal to the n-th power of the expectation value of that operator plus corrections that

are of order Sn−1. If S is large, the corrections may be ignored. Another useful formula is

⟨n2|n1⟩ =
[

cos
θ2
2

cos
θ1
2

+ ei(ϕ1−ϕ2) sin
θ2
2

sin
θ1
2

]2S
, (1.32)

which is obviously true for S = 1/2 by noting that

|n⟩ ≡ |θ, ϕ⟩ = cos
θ

2
|↑⟩ + eiϕ sin

θ

2
|↓⟩ . (1.33)

For a larger spin, one can imagine 2S spin-1/2 particles joining to form a spin-S state. There

is only one direct product state with Sz = S, where all the spin-1/2 particles are pointing
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up. Thus the normalized fully polarized state is

|SS⟩ = |↑⟩ ⊗ |↑⟩ ⊗ · · · ⊗ |↑⟩ . (1.34)

If we now rotate this state, it becomes a tensor product of rotated states and, when we form

the inner product on the left-hand side of Eq. (1.32), we obtain the right-hand side. When

those two states are close, we have

⟨n2|n1⟩ ≈ 1 + iSδϕ(cos θ − 1). (1.35)

If we choose the south-pole parametrization χ = ϕ, the overlap becomes ⟨Ω2|Ω1⟩ ≈ 1 +

iSδϕ(cos θ+ 1). In general, it is ⟨Ω2|Ω1⟩ ≈ 1 + iSδϕ(cos θ+ 1 + 2n) under different gauge so

that the value is invariant when δϕ ∈ 2πZ. The resolution of the identity in terms of these

state is I =
∫
dΩ |n⟩ ⟨n| , where dΩ = (2S + 1) sin θ dθ dϕ/4π.

We now use the coherent states to derive the path integral for a spin. Let us proceed in

the imaginary time τ (and with periodic boundary conditions), the path integral is simply the

partition function Z = tr e−βH . Following the standard procedure, we split the imaginary-

time interval into N steps with each of length δt. We are interested in the regime where

N → ∞, δτ → 0 while keeping Nδτ = β. We also assume τ0 = 0, τN+1 = β. We have

Z = lim
N→∞

∫
dΩ(τ0) ⟨n(τN+1)|

[
e−δτ H

]N |n(τ0)⟩ = lim
N→∞

∫
ΠN
j=0dΩ(τj) ⟨n(τj+1)| e−δτ H |n(τj)⟩ .

(1.36)

We now utilize the fact that

⟨n(τj+1)|H |n(τj)⟩
⟨n(τj+1)|n(τj)⟩

= ⟨n(τj)|H |n(τj)⟩ + O(δτ), (1.37)

which implies

⟨n(τj+1)| e−δτ H |n(τj)⟩ = exp
{
δτ
[
⟨ṅ(τj)|n(τj)⟩ − ⟨n(τj)|H |n(τj)⟩

]}
. (1.38)

Therefore, we can write the partition function as Z =
∫
Dn(τ)e−SE [n], where Dn(τ) =

ΠN
j=0dΩ(τj) and

SE[n] =

∫
dτ iSϕ̇(1 − cos θ) +

∫
dτH[n]. (1.39)
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We can switch to the real time formalism by identifying τ = it. Then we have Z =∫
Dn(t)eiS[n(t)], where

S[n(t)] = −
∫
dt Sϕ̇(1 − cos θ) −

∫
dt H[n]. (1.40)

We remark that the first term SB[n(t)] =
∫
dt Sϕ̇(cos θ − 1) in the action is known as

geometric phase (or Wess-Zumino or spin Berry phase term), which are of purely kinematic

origin and exists even in the absence of a Hamiltonian. This term is also responsible for the

distinct behavior of half-odd-integral and integer spins. The corresponding amplitude has

the same form in both real and imaginary time, in contrast to the energetic part which is

imaginary in real time but real in imaginary time. We will discuss this term and its effects

in a more detail in the following subsections.

Path integral for many spins. We now generalize the one spin problem to a many

spin system. For the purpose of illustration, we derive the continuum field theory to de-

scribe the quantum dynamics of a ferromagnet, starting from a microscopic Heisenberg spin

Hamiltonian with local anisotropies:

H = −J
∑
⟨i,j⟩

Si · Sj +K
∑
⟨i,j⟩

Szi S
z
j , (1.41)

where Si denotes the spin operator at the lattice site i, ⟨. . . ⟩ means summing over nearest

neighbors, and K > 0 is the hard ẑ axis anisotropy. For simplicity, we assume the spins form

a simple hypercubic lattice with lattice constant a. Let us work in the real time. We simply

sum over all site and making use of ⟨n|S |n⟩ = Sn, yielding

S[n(r, t)] =
∑
r

SB[n(r, t)]−
∫
dt
∑
⟨r,r′⟩

[
−JS2n(r, t) ·n(r′, t)+KS2nz(r, t)nz(r′, t)

]
, (1.42)

where r, r′ are just lattice vectors. Making use of the constraint n2 = 1, we can have

−n(r, t) · n(r′, t) =
1

2

[
n(r, t) − n(r′, t)

]2
+ constant. (1.43)

Consider now the long-wavelength limit, in which n(r, t) is a smooth function of the spa-

tial coordinates, Then we can write an effective contiuum action for the long-wavelength
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fluctuations:

S[n(r, t)] =

∫
dtddr

S

ad
ϕ̇(cos θ − 1) −

∫
dtddr

JS2

2ad−2
(∇n)2 −

∫
dtddr

zKS2

ad
n2
z + · · ·

=

∫
dtddr sϕ̇(cos θ − 1) −

∫
dtddr

A
2

(∇n)2 −
∫
dtddr

K
2
n2
z + · · · ,

(1.44)

where s ≡ S/ad is the saturated spin density, A = JS2/ad−2 is the stiffness of the field, and

K = 2zKS2/ad is the easy-plane anisotropy that constrains the magnetic order to lie within

xy plane in spin space (z is the number of nearest site, z = 2d for hypercubic lattice).

Landau–Lifshitz–Gilbert equation. Let us denote the Hamiltonian as H[n] and thus

the variation of action is

δS[n] =

∫
dtddr s(n× ∂tn) · δn−

∫
dtddr

δH[n]

δn
· δn, (1.45)

which indicates δnL − (d/dt)δṅL = sn × ∂tn − δnH. The energy dissipation power can be

taken into account by the Rayleigh dissipation function (having dimension of energy/time):

R[n] =
αs

2

∫
d2r ṅ2, (1.46)

where α is a dimensionless constant known as Gilbert damping factor. By implementing

(recall L has dimension of energy):

d

dt

δL

δṅ
− δL

δn
+
δR

δṅ
= 0, (1.47)

we have

(1 + αn×)∂tn = n× h, with h ≡ −δH[n]

δsn
, (1.48)

which is known as the Landau–Lifshitz–Gilbert equation. One can also write it into an

equivalent but a more suggestive form

(1 + α2)∂tn = n× h + αn× (h× n). (1.49)

It is clear from the right hand side that the precessional torque and the damping torque are

perpendicular to each other. Meanwhile, they are both linear in the effective field.
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1.3.2 Geometric phase in different representations

The geometrical phase distinguishes the spin dynamics from ordinary dynamics of particles

that we often encounter. In different context, it may appears in different representations or

forms [8, 54]. Therefore, it is useful to summarize all different representations that are often

used when one studies spin-related problems. We will consider a single spin. First, in terms

of angle variables θ, ϕ, we have (as we derived above):

SB = S

∫
dt ϕ̇(cos θ − 1), (1.50)

which we usually refer to as spin Berry phase. In spinor (CP 1) representation, it is given by

SCP 1 = 2iS

∫
dt z†∂tz. (1.51)

We can also write the geometric phase into the Wess-Zumino form:

SWZ = S

∫
dt

∫ 1

0

du n · ∂tn× ∂un. (1.52)

One may also write it as a magnetic monopole action:

SMM =

∫
dt A · ∂tn, (1.53)

where ∇nA = −Sn. We now step through every representation one by one.

Spinor representation. As we have discussed previously, we introduce the new variable,

z = [cos(θ/2), eiϕ sin(θ/2)]T , and z†σz = n. We note that z is simply a spin-1/2 coherent

state. By noting that −iz†∂tz = ϕ̇(1 − cos θ)/2, we can write the geometric phase as

exp

{
iS

∫
dt ϕ̇(cos θ − 1)

}
= exp

{
2iS

∫
dt iz†∂tz

}
. (1.54)

To fully appreciate the beauty of this spinor representation (instead of just a rewriting of

the phase in terms of new variable), we consider a spin texture living on some spacetime

n(r, t) and introduce a gauge field

aµ ≡ −iz†∂µz =
1

2
(1 − cos θ)∂µϕ, (1.55)
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where µ is spacetime index. We can further introduce the field tensor:

fµν = ∂µaν − ∂νaµ =
1

2
n · ∂µn× ∂νn, (1.56)

which can be verified by straightforward calculation and is known as the Mermin-Ho relation

in the context of superfluid 3He. As a result, we could introduce the emergent magnetic field

and emergent electric field:

ϵµνλbλ =
1

2
n · ∂µn× ∂νn, and eµ =

1

2
n · ∂tn× ∂µn, (1.57)

which play a pivotal role in the dynamics of solitons (such as vortex, skyrmion, and hedge-

hog), and will also be experienced by electrons and magnons moving through a magnetic

texture n(r, t).

Beside, the nonlinear σ−model (∂µn)2 has an appealing form in the spinor representaion:

(∂µn)2 = 4(Dµz)†Dµz, (1.58)

where Dµ = ∂µ − iaµ. Another use of this representation is to construct configurations of

hopfions which we have discussed before.

Wess-Zumino term. In order to elucidate the (skyrmionic) topological character of

this term, it is illuminating to to write the phase term into a vectorial form:

SWZ = 4πSW [n] with W [n] =
1

4π

∫
dt

∫ 1

0

du n · ∂tn× ∂un, (1.59)

where u is a dummy variable, such that n(t, u) satisfies n(t, 0) = ẑ and n(t, 1) = n(t). The

geometric action written in a space with one extra dimension with the aid of a fictitious

variable in this manner is commonly known as Wess-Zumino action in the literature.

There are several ways to justify this expression. For example, we can realize the bound-

ary condition n(t, u) satisfies n(t, 0) = ẑ and n(t, 1) = n(t) by defining θ(t, u) = uθ(t) and

ϕ(t, u) = ϕ(t) (so that one has θ(t, 0) = 0 corresponding to the north pole and θ(t, 1) = θ(t)

corresponding to the physical direction). Therefore, Eq. 1.56 indicates

1

2
n · ∂tn× ∂un = ∂taν − ∂uat = −∂uat, (1.60)
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where we have used the fact that au ∝ ∂uϕ = 0. We also note that at(t, 0) = (1 −
cos 0)∂tϕ/2 = 0 and at(t, u = 1) ≡ at(t) = −iz†∂tz. Integrating the Eq. (1.60) yields:

at(t) = −iz†∂tz = −1

2

∫ 1

0

du n · ∂tn× ∂un. (1.61)

Therefore, we have

exp

{
2iS

∫
dt iz†∂tz

}
= exp

{
iS

∫
dt

∫ 1

0

du n · ∂tn× ∂un

}
. (1.62)

We can also justify the form of the Wess-Zumino term by looking at the variation of this

term. To this end, it is helpful to write the term as

SWZ = −S
2

∫
dtdu ϵµνn · ∂µn× ∂νn, (1.63)

where µ, ν ∈ {t, u} and we use the convention: ϵut = 1. Then,

δSWZ = − S

∫
dtdu ϵµνn · ∂µ(δn× ∂νn)

= −S
∫
dtdu ϵµν∂µ

(
n · δn× ∂νn

)
= −S

∫
dtdu ∂u

(
n · δn× ∂tn

)
+ S

∫
dtdu ∂t

(
n · δn× ∂un

)
= −S

∫
dt n · δn× ∂tn = −S

∫
dt (∂tn× n) · δn

, (1.64)

where we have used the fact that δn · ∂n × ∂n = 0, dropped a total time derivative term,

and performed an integration by part for the variable u. If the Hamiltonian is H[n], then

the equation of motion is given by ∂tn = n× h, where h ≡ −δH/δnS is the effective field.

Topological origin. To appreciate the topological aspect of the Wess-Zumino term, let

us consider an action ei2πgW [n] (g = 2S in our case). To make sure the path integral to be

well-defined, ei2πgW [n] should not depend on unphysical configuration n(t, u) but only on the

physical one n(t, u = 1). Let us explore the consequence of this constraint. We consider the

physical trajectory of n is a loop n(t = 0) = n(t = T ). Then one extension of n(t, u) is a

map from a disk (t, u) ∈ Σ to n ∈ S2. We note that the boundary of Σ is given by (t, u = 1).
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Consider another extension ñ(t, ũ) which is similarly a map from a disk Σ̃ to S2. We require

the difference between arbitrary extensions to be invisible to ei2πgW [n]. We have

W [n] −W [ñ] =
1

4π

∫
Σ

dtdu n · ∂tn× ∂un− 1

4π

∫
Σ̃

dtdu ñ · ∂tñ× ∂uñ

=
1

4π

∫
S2=Σ−Σ̃

dtdu n · ∂tn× ∂un ∈ Z,
(1.65)

where we first note that Σ − Σ̃ forms a sphere and the result is integer-valued, which is

just the wrapping number of the map S2 → S2.Therefore, we require the coefficient g to be

integer-valued to make sure ei2πgk = 1. In our case, this translates into the constraint that

the spin S must be an integer or a half integer, which is naturally satisfied.

Figure 1.4: (a) Given a physical loop n(t), we consider two different extensions n(t, u),n(t, ũ).

Their base manifolds are denoted as Σ, Σ̃, which have the same boundary since it is where

the physical n field lives. After identifying their boundary, it is clear that Σ − Σ̃ forms a

sphere (note that directions of both Σ, Σ̃ are defined according to the direction of the loop).

(b) The dynamics of a spin is equivalent to a massless particle with charge +1 moving on a

surface of a unit sphere whose center has a magnetic monopole qm = −S. The spin Berry

phase in this case corresponds to the Aharonov-Bohm phase picked up by the particle moving

the magnetic field.
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Wess-Zumino term as an emergent theory. It is always helpful and inspiring to see how

the same structure emerges in different physical contexts. We have shown that the Wess-

Zumino term arises naturally in the dynamics of a single spin [54]. Here we show that such a

term can be also induced by interacting a spin with an electron. We couple a spinful fermion

cα, α =↑, ↓ to a single spin S⃗ in an SU(2) invariant way, H = m(c†σc) · S⃗, where m is a

coupling constant with dimension of energy. In the Euclidean path integral formalism, the

partition function is

Z =

∫
DψDψ̄Dn e−S0[n]−

∫
dτ ψ̄(∂τ−mn·σ)ψ, (1.66)

where ψ = (ψ↑, ψ↓) is a two-component Grassmann spinor, n2 = 1, and S0[n] = 4πSW [n].

We are interested in the action of n induced by the interaction with the fermion. To this

end, we integrate out ψ, ψ̄, which yields Z =
∫
Dne−S0[n]−S1[n], with

S1[n] = − ln

∫
DψDψ̄e−

∫
dτ ψ̄Dψ = − ln detD, (1.67)

where we defined an operator D = ∂τ −mn ·σ. The variation of S2[n] with respect to n is

δS1[n] = −δ tr lnD = − tr
[
δDD†(DD†)−1

]
, (1.68)

where δD = −mδn ·σ, D† = −∂τ −mn ·σ, and DD† = −∂2τ +m2 −mṅ ·σ. Expanding the

denominator in ṅ/m and perform the trace, we get

δS1 =

∫
dτ
[
− m

2|m|δn · n× ṅ +
1

4m
δṅ · ṅ

]
, (1.69)

where we have dropped higher order in the expansion. Therefore, we conclude that

S1 = −2π sign(m)W [n] +

∫
dt

ṅ2

8m
. (1.70)

As we can see that, by integrating out the fermion, we produce a Wess-Zumino term which

shifts the spin in S0[n]: S → S − sign(m)/2, which is what we expect since S ⊗ 1/2 =

(S − 1/2) ⊕ (S + 1/2) (depending on the coupling is antiferromagnetic or ferromagnetic).
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Magnetic monopole action. It is inspiring to make the analogy between the spin

dynamics and the charged particle dynamics in magnetic field. As we will see, the geometric

phase can be regarded as the Aharonov-Bohm (AB) phase experienced by a massless particle

(with charge +1) moving on a surface of a unit sphere whose center has a magnetic monopole

qm = −S. If this statement is true, we expect the Lagrangian to have the form L = A · ṅ =

(A · θ̂)θ̇ + (A · ϕ̂)ϕ̇ sin θ, where we have used the fact that ṅ = θ̇θ̂ + sin θϕ̇ϕ̂. When we try

to match it with L = Sϕ̇(cos θ − 1), we have A · θ̂ = 0 and sin θA · ϕ̂ = S(cos θ − 1). Thus

the vector potential is

A = S
cos θ − 1

sin θ
ϕ̂, (1.71)

which corresponds to a magnetic field

∇n ×A = −Sn, (1.72)

generated by a magnetic monopole qm = −S at the center of sphere |n| = 1. Indeed, the

statement is correct. We remark that the gauge potential A is not globally well-defined. In

the expression above, the Dirac string extends along −ẑ direction. One can write down a

general vector potential with Dirac string along n0:

A = −S n0 × n

1 − n0 · n
. (1.73)

We should note that there are choices (Σ+ or Σ− in Fig. 1.4) when one calculates the flux

through a loop n(t = 0) = n(t = T ). To have a self-consistent theory, we require:

e−iSΣ⃗+·n = e−iSΣ⃗−·n, (1.74)

where −Sn is the magnetic field, Σ⃗+, Σ⃗− are the surface areas with sign. Since Σ⃗+·n−Σ⃗−·n =

4π, we again arrive at the constraint that ei4πS = 1, which indicates that the spin S should

be integer- or half integer-valued.
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1.3.3 From spin superfluid to topological hydrodynamics

Spin superfluid. As an example to utilize the result that we derived above, we explore

the phenomenon of spin superfluidity [55, 14] in a two dimensional easy-plane ferromagnets

(with order parameter field n, assuming the system is ordered |n| = 1) with Lagrangian

density:

L[n] =

∫
d2r

[
sϕ̇(cos θ − 1) − A

2
(∇n)2 − K

2
n2
z

]
, (1.75)

where n = (cosϕ sin θ, sinϕ sin θ, cos θ) = (
√

1 − n2
z cosϕ,

√
1 − n2

z sinϕ, nz), s = S/a2 is the

saturated spin density, A = JS2 is the stiffness of the field, and K = KS2/a2 is the easy-

plane anisotropy that constrains the magnetic order to lie within the plane of the film. These

three parameters of the model can be combined to define characteristic scales of energy A,

length ξ =
√

A/K and time, or equivalently, velocity (c = A/sξ =
√
AK/s). Expressing the

Lagrangian in terms of variables nz, ϕ, we have

L[n] = sϕ̇(nz − 1) − A
2

[
(1 − n2

z)(∇ϕ)2 +
(∇nz)2
1 − n2

z

]
− K

2
n2
z. (1.76)

The energy dissipation power can be taken into account by the Rayleigh dissipation function

(having dimension of energy/time):

R[n] =
αs

2

∫
d2r ṅ2 =

αs

2

∫
d2r

[
(1 − n2

z)(ϕ̇)2 +
(ṅz)

2

1 − n2
z

]
(1.77)

where α is a dimensionless constant known as Gilbert damping factor. By implementing

d

dt

δL

δq̇i
− δL

δqi
+
δR

δq̇i
= 0, (1.78)

we have the equation of motions (which are the Landau–Lifshitz–Gilbert equations):

s
√

1 − n2
zϕ̇− sα

ṅz√
1 − n2

z

= −Anz
√

1 − n2
z(∇ϕ)2 −A∇

( ∇nz√
1 − n2

z

)
+ K

√
1 − n2

znz,

sṅz −A∇
[
(1 − n2

z)∇ϕ
]

+ αs(1 − n2
z)ϕ̇ = 0.

(1.79)
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In terms of θ, ϕ, we have

s sin θϕ̇+ sαθ̇ = A∇2θ − A
2

sin 2θ (∇ϕ)2 +
K
2

sin 2θ

s sin θ θ̇ + A∇
[

sin2 θ∇ϕ
]
− αs sin2 θ ϕ̇ = 0.

(1.80)

The z−spin current following from the U(1) symmetry of our system is j⃗z = −A(1−n2
z)∇ϕ,

by invoking the Noether’s theorem. Spin superfluidity is often consider in the regime where

nz ≪ 1 such that we can neglect the possible phase slips, which is accomplished by a

local tilt of of the spin out of the easy plane. Besides this assumption, we focus on the long

wavelength, low frequency, small damping regime, working with a much simpler Hamiltonian

in the Lagrangian and a Rayleigh dissipation function,

H =

∫
d2r

[A
2

(∇ϕ)2 +
K
2
n2
z

]
, R =

αs

2

∫
d2r (∂tϕ)2. (1.81)

The z-spin current now is j⃗z = −A∇ϕ and the equation of motions derived above are reduced

to:

ϕ̇ =
ρz
χ

and ρ̇z −A∇2ϕ = −αsϕ̇, (1.82)

where we have identified ρz ≡ snz as the z-spin density and χ ≡ s2/K as the local spin

susceptibility. The first equation can be interpreted as the Josephson relation for the phase

ϕ, while the second equation can be understood as the continuity equation (in the absence

of damping):

∂tρz + ∇ · j⃗z = 0, where j⃗z = −A∇ϕ. (1.83)

The underlying conservation law is dictated by the symmetry under uniform rotations within

the easy plane. Combined with ϕ̇ = ρz/χ, we obtain the wave equation for the angular

dynamics (∂2t − c2∇2)ϕ = 0, with the sound velocity c =
√

A/χ =
√
AK/s. The linearly

dispersing elementary excitations are akin to the first sound in a neutral superfluid. If we

inject a spin current at one end of the system with proper boundary condition, we would

generate a uniform spiraling flow (spin superflow).

Breakdown of spin superfluid. Our discussion above sets the stage for a superfluid-

like treatment of easy-plane spin dynamics. However, there are at least two ways in which
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it will differ from the genuine superfluidity—the damping and anisotropies in practice. In

contrast to the genuine superfluidity, which is rooted in the fundamental gauge symmetry

of the underlying condensate, the spin superfluid is constructed in terms of an approximate

(structural) U(1) symmetry. In practice, one can break this symmetry microscopically, while

preserving it on average, which introduces the Rayleigh-Gilbert damping. It spoils the

continuity equation:

∂tρz + ∇ · j⃗z = −αsϕ̇ = −ρz
τ
, (1.84)

where τ ≡ χ/αs = s/αK is understood as the spin relaxation time.

In the presence of anisotropies, the U(1) symmetry is broken macroscopically. For the

sake of concreteness, we introduce an easy-axis anisotropy within the easy plane: H →
H −

∫
d2rK cos2 ϕ. Combined with the Gilbert damping, the wave equation that we derived

above becomes the damped sine-Gordon equation:

(∂2t + τ−1∂t − c2∇2)ϕ+
sin 2ϕ

ξ2/c2
= 0, (1.85)

where ξ =
√

A/K is a natural length scale. The physical consequences of this equation

are discussed in detail in Ref. [55]. One may not expect a hydrodynamics description in

the presence of the damping and anisotropies since they would compromise the conservation

law. However, it turns out such a description is possible in terms of a robust topological

conservation law.

Topological hydrodynamics. To this end, we need to switch from the hydrodynamics

of spin density ρz ∝ ∂tϕ, which is no longer conserved, to the (dual) hydrodynamics of

the spin winding ρW ≡ ∂xϕ/2π, which is conserved, as long as the large-angle out-of-plane

excursions of the order parameter are penalized by a strong easy-plane anisotropy and can

be neglected [56, 57, 58]. The flux is jW = −∂tϕ/2π. We can write the spin winding

current into a compact form: jµW = ϵµν∂νϕ/2π, whose conservation law follows direction

from the antisymmetric symbol ϵµν and does not depend no the equation of motion. Thus

it is referred to as the topological conservation law, as we discussed in subsection 1.2.3.
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We remark that this conservation law does not depend on the symmetry properties of the

Hamiltonian (thus robust against damping and anisotropies). One can construct a transport

theory based on this conservation law (we will do it for the conservation laws of vortices and

magnetic hedgehogs in later chapters). If we are in a regime where the underlying lattice

structure is unimportant and the umklapp scattering process can be neglected, we have

another conservation law—total momentum is conserved due to the homogeneity of space.

This conservation law, combined with our topological conservation law, would yield a sound

mode, as one may expect.

Analogy between spin superfluid and sound wave. We close this subsection by

drawing the analogy between the spin superfluid and the sound wave of a one-dimensional

lattice model. It is always helpful to put similar concepts together, which may allow us to

gain insights into both problems, since often some hidden aspects of one system manifest in

another system. We start with the Hamiltonian

H =
∑
i

p2i
2m

+
∑
i

mω2

2
(xi − xi−1)

2 =

∫
dr

[
p(r)2

2m
+
mω2

2
(x′)2

]
, (1.86)

where we have set the lattice distance to be a = 1. Then we have the correspondence below:

spin superfluid sound wave

ρz p(r)

ϕ x(r)

χ m

A mω2

{ϕ(x), ρz(y)} = δ(x− y) {x(r), p(r′)} = δ(r − r′)

χϕ̇ = ρz mẋ = p

R =
∫
dxαsϕ̇

2

2
R =

∫
dr κẋ

2

2

jz = −A∂xφ jp = −mω2x′

∂tρz + ∂xjz = −ρs/τ ∂tp+ ∂jp = −κẋ = −κp/m

First, we note that the local Josephson relation that we have mentioned above is just
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mẋ = p↔ χϕ̇ = ρz. For the dissipation, we assume that the dissipation force for every atom

is Fi = −κẋi (κ > 0). Then the Rayleigh dissipation function is given by

R =

∫
dr

κẋ2

2
, (1.87)

which gives us the equation of motion: mẍ −mω2x′′ = −κẋ. We note the last dissipation

term breaks the time reversal symmetry explicitly. Let us rewrite the equation as

∂tp+ ∂jp = −κẋ = −κp/m (1.88)

where jp = −mω2x′ can be regarded as momentum flux. This is analogous to ∂tρz + ∂xjz =

−ρs/τ in the case of spin superfluid. We should remark that one crucial difference between

spin superfluid and sound wave is that the dynamical variable of the former is compact (S1)

whereas the latter is noncompact (R). As a result, we can have spin winding textures in the

spin system, while there is no counterpart in the model of vibration.

1.3.4 Skyrmion dynamics

In this subsection, we explore the dynamics of skyrmion to illustrate the effects of the spin

Berry phase. We employ the collective coordinate approach by treating the skyrmion as

a point-particle moving in a ferromagnetic background [8]. We consider a two-dimensional

ferromagnet with action:

S = s

∫
dtd2r ϕ̇(cos θ − 1) −

∫
dtd2r H[n]. (1.89)

By taking the collective coordinate approach, the field configuration is given by n(r, t) =

n0(r−R(t)), where n0 is a skyrmion texture and R = (X, Y ) is the position of this skyrmion.

Then the variation in the spin configuration δn can be regarded as a consequence of the

displacement of the skyrmion position R → R + δR, which implies:

δn = −(∂xn δX + ∂yn δY ). (1.90)
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Therefore, we have

δS = s

∫
dtd2r (n× ∂tn) · δn−

∫
dtd2r δnH[n] · δn

= s

∫
dtd2r

[
n0 × (Ẋ∂xn0 + Ẏ ∂yn0)

]
· (∂xn0 δX + ∂yn0 δY )

+

∫
dtd2r δn0H · (∂xn0 δX + ∂yn0 δY )

= 4πsQs

∫
dt(ẊδY − Ẏ δX) +

∫
dt
[
Fx(R)δX + Fy(R)δY )

]
,

(1.91)

where Qs =
∫
d2r n0 · ∂xn0 × ∂yn0/4π is the skyrmion number associated with the config-

uration n0, Fx =
∫
d2r δn0H · ∂xn0 is the force acting on the skyrmion in the x direction

(similarly for the y component). Or equivalently, one can obtain the force by noting that

the potential energy for the skyrmion is given by V (R) =
∫
d2rH[n0]. We remark that,

if H only depends on the field configuration, V (R) should have no position dependence.

The reason is also clear—we must have the same energy no matter we place the skymrion

since the system is completely homogeneous. To introduce the R dependence, there are two

ways. One is to consider finite-size system where the translational symmetry breaks down

naturally. Otherwise, we need to explicitly break the symmetry by introducing position

dependence in the Hamiltonian H[n, r]. From our discussion, we can write down the action

for the skyrmion motion:

S[R(t)] = −2πsQs

∫
dt (XẎ − Y Ẋ) −

∫
dt V (R). (1.92)

It is useful to draw the analogy with the action for a charged particle in magnetic field:

S[r(t)] =

∫
dt
[1
2
mv̇ + qv ·A− V (r)

]
. (1.93)

Therefore, we can think of our system as a massless (m = 0) particle with charge one (q = 1)

moving in a magnetic field [B = ẑ · (∇×A) = −4πsQs where A = 2πsQs(Y,−X)] and in

an external potential V . Here we regard Qs as the magnetic field instead of the charge

q, since it corresponds to the magnetic field in the dual theory. The equation of motion

mr̈ = qv ×B−∇V becomes

0 = Ṙ× (Bẑ) −∇V (R), (1.94)
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which gives us the drift motion: BṘ = ẑ ×∇V .

Discussion about the mass term. We remark that we have zero mass because of the

absence of ṅ2 in the spin action and the fact that we treat the skyrmion as a rigid particle.

We only captured the two zero modes and other relatively high energy modes (deformation

modes of skyrmion) are simply dropped in our treatment. However, those deformation modes

are typically coupled with the zero modes. When we integrate out the high energy modes

to produce an effective action for the skyrmion in terms of its position, one can generate a

finite mass. It is always inspiring to use some simple example to illustrate the idea. Let us

consider an Euclidean-time action [59],

S[Q, q] =

∫
dt
[
Sq +

1

2
(Q̇2 + Ω2Q2) + A(Q, q)

]
, (1.95)

where q is a zero mode (or a slow mode in general) and Q is a faster mode. This indicates that

the mode of q is much more important than Q as it can be activated via very low energy

perturbation. To excite Q, we need much larger energy. A(Q, q) describes the coupling

between these two modes. Physically, we wish to integrate out Q since it is hard to detect

(difficult to couple with low energy probe).

The partition function is given by Z =
∫

[dQdq]e−S[Q,q] ≡
∫
dqe−Seff[q], where the effective

action (theory) for q is defined by

e−Seff[q] = e−Sq

∫
dQ e−SQe−

∫
dtA(Q,q) = e−Sq⟨e−

∫
dtA(Q,q)⟩Q. (1.96)

Therefore we only need to evaluate an average ⟨⟩Q, which may need diagrammatic tools to

achieve that. For simplicity, we here choose A(Q, q) = gQC(q) and as a result the average

can be carried out exactly by invoking the identity:
∫
dxe−

1
2
x·G−1·x+x·J = N e

1
2
J ·G·J , where

N is an unimportant constant factor. In our case,

(−∂2t + Ω2)G(t) = δ(t), J(t) = gC(q), (1.97)

where we have used the time translation invariant G(t, s) = G(t− s). We can solve it in the
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Fourier space

G(ω) =
1

ω2 + Ω2
−→ G(t) =

∫
dω

2π
e−iωt

1

ω2 + Ω2
. (1.98)

Therefore, we have the effective action

Seff = Sq +
g2

2

∫
dtds C(q(s))G(s, t)C(q(t)). (1.99)

This implies that, physically, the fast mode Q mediates a nonlocal interaction between slow

mode in time domain, which is intuitively clear. To proceed, we need to put more physics

into the problem, let us assume, we are only interested in physics that has time scale much

larger than 1/Ω,

G(t) =
δ(t)

Ω2
+
∂2t δ(t)

Ω4
+ O

(
1

Ω6

)
. (1.100)

This gives us Leff = Lq + Veff(q), with

Veff(q) =
g2

2Ω2
C(q)2 +

g2

2Ω4
C(q)2∂2tC(q)2 + O

(
ω4

Ω6

)
. (1.101)

By solving this simply model, one can see that, by integrating out high-energy modes, a

mass term would generate naturally for low-energy modes. For example, when one studies

the dynamics of a superfluid [60], the zero mode is associated with the angle θ along the

bottom of the Mexican hat and the hard mode is the density fluctuation δρ. The coupling

between them is ∝ θ̇δρ. Therefore, to the lowest order in our result above, we generate a

term ∝ θ̇2.

Friction force. It is relatively easily to include the effect of dissipation. Considering

the Rayleigh dissipation function and using n(r, t) = n0(r−R(t)), we have

R =
αs

2

∫
d2r ∂in0 · ∂jn0 ṘiṘj ≡

1

2
DijṘiṘj. (1.102)

Dij = αs
∫
d2r ∂in0 ·∂jn0 is the dissipation tensor which is symmetric, giving rise to a friction

force −∂R/∂Ṙi = −DijṘj.
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1.3.5 Antiferromagnets and topological terms

Our discussion so far mainly focuses on the ferromagnet. For antiferromagnets, each mag-

netic unit cell comprises two or more magnetization fields ni which are constrained by the

exchange interaction to follow
∑

i ni = 0. To make this explicit, we convert the nearest

neighbour exchange into:

H = J
∑
⟨i,j⟩

Si · Sj =
JS2

2

∑
α

(∑
i

ni

)2

α

− N

2

∑
α

S2. (1.103)

Here
∑

i ni is a sum over all the spins that constitute the antiferromagnetic unit cell—if

there are N sublattices, the sum is over N spins. The other sum α is over the lattice, broken

down into the magnetic unit cell clusters. The second term is dropped as it is constant and

does not enter equations of motion.

In general, to get to the continuum model, we express the vector fields ni in terms

of the appropriate normal modes of the systems, dictated by the point group symmetry

of the order, and expand the exchange interaction (and the other energies) in them. The

particular construction of the field theory depends on the specific lattice geometry. However,

generically they all stem from labeling the sublattice magnetizations as individual fields and

then putting them together by expressing the respective magnetization fields in terms of

the normal modes. These are of two kinds—soft modes which do not break the constraint∑
i ni = 0, and hard modes which do, inducing a net magnetization per unit cell.

In this subsection, we will focus on antiferromagnets on bipartite lattices such as the

hypercubic lattice for the sake of simplicity [52, 54]. A continuum theory of a collinear an-

tiferromagnet with two sublattices operates with two slowly varying (in space) fields n1(r)

and n2(r). n1, n2 are unit vector fields. In a state of equilibrium, n1(r) = −n2(r). More

generally, the two sublattice fields are expressed in terms of dominant staggered magnetiza-

tion m = (n2−n1)/2 and small uniform magnetization al = (n1 +n2)/2 (the corresponding

rescaling by the lattice constant a is made). Or equivalently nj = (−1)jm + al. We note
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that the constraint n2
j = 1 translates into

n2
j = m2 + 2(−1)jam · l + a2l2 = 1. (1.104)

We can solve this condition to the order of a2 by two conditions:

m2 = 1, and m · l = 0. (1.105)

Effective action for antiferromagnets in d dimensions. We consider a following Hamil-

tonian:

H = J
∑
⟨j,k⟩

Sj · Sk −
∑
j

h · Sj. (1.106)

The corresponding spin path integral in real time is given by

S[n] =
∑
j

SB[nj(t)] − JS2

∫
dt
∑
⟨j,k⟩

nj · nk + S

∫
dt
∑
j

h · nj. (1.107)

We first deal with the energy part which is less tricky. We note that

nj ·nj+a =
1

2
[n(j)+n(j+a)]2 =

a2

2

[
2lj−(−1)j∂xmj

]2
=
a2

2

[
(∂xmj)

2+4l2j−4(−1)j∂xmj ·lj
]
,

(1.108)

where we considered a pair of spins in x direction and we have dropped constants. We also

have

h · nj = (−1)jh ·mj + ah · lj. (1.109)

Then the energy part is

H[n] = JS2
∑
j

a2

2

[
(∇m)2 + 4dl2

]
− Sa

∑
j

h · lj

=
A
2

∫
ddr

[
(∇m)2 + 4d l2

]
− S

ad−1

∫
ddr h · l,

(1.110)

where we have dropped all oscillating terms in the sum
∑

j and A = JS2/ad−2 is the stiffness

of the staggered field m (similar to the ferromagnetic case). Let us now simplify the geometric
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phase: ∑
j

SB[nj] =
∑
j

(−1)jSB[mj + (−1)jalj]

≈
∑
j

(−1)jSB[mj] + Sa
∑
j

∫
dt (mj × ∂tmj) · lj

=
∑
j

(−1)jSB[mj] +
S

ad−1

∫
dtddr l · (m× ∂tm)

. (1.111)

We now deal with the first term:∑
j1,j2,··· ,jd

(−1)j1+···+jdSB[m(j1, · · · )] =
∑
j2,···

(−1)j2+···+jd
[∑

j1

(−1)j1SB[m(j1)]
]

=
∑
j2,···

(−1)j2+···+jd
[Nx/2∑
r=1

SB[m(2r)] − SB[m(2r − 1)]
]

=
∑
j2,···

(−1)j2+···+jd
Nx/2∑
r=1

∫
dt Sa∂xm(2r) ·m(2r) × ∂tm(2r)

= S
∑
j2,···

(−1)j2+···+jd
∫
dxdt

2
∂xm ·m× ∂tm

,

(1.112)

where we have suppressed the labels j2, · · · , jd in m and summed over j1 along the x direction

(assuming there are even number of sites Nx). We note that, in the last step when we

convert the sum
∑

r to an integral, we have used
∑

r →
∫
dx/2a. One notice that this term

is inconsequential in two or higher dimensions due to the summation over j2, · · · , jd. It is

only present in the one-dimensional antiferromagnetic system. Therefore, we can write down

the continuum description for the antiferromagnetic system. In the 1D case, we have (let us

drop the external magnetic field for simplicity),

Sd=1[l,m] = 2πSQs −
A
2

∫
dtdx (∂xm)2 +

∫
dtdx

[
Sl · (m× ∂tm) − 2Al2

]
, (1.113)

where Qs =
∫
dtdxm · (∂tm × ∂xm)/4π is the skyrmion number. We can integrate out the

fast mode l and generate an effective action for the slow mode m:

Sd=1[m] = 2πSQs +

∫
dtdx

[ S2

8A(∂tm)2 − A
2

(∂xm)2
]
, (1.114)
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where a mass term is generated in this process (consistent with what we discussed in the

skyrmion mass section). Equivalently, one can write down the Lagrangian density into the

form:

Ld=1(m) =
1

2g

[ 1

vs
(∂tm)2 − vs(∂xm)2

]
+

θ

8π
ϵµνm · ∂µm× ∂νm, (1.115)

where g ≡ 2/S is the coupling constant, vs = 2A/S = 2aJS is the spin-wave velocity, and

θ = 2πS (µ, ν ∈ {t, x} and we use the convention ϵt,u = 1).

In two dimensions or higher, the action reads:

Sd≥2[l,m] = −A
2

∫
dtddr (∇m)2 +

S

ad−1

∫
dtddr l ·m× ∂tm− 2Ad

∫
dtddr l2. (1.116)

Similarly, we can integrate out the fast mode l which will generate a mass term for the slow

mode m:

Sd≥2 =
1

2g

∫
dt
ddr

ad−1

[ 1

vs
(∂tm)2 − vs(∇m)2

]
, (1.117)

where the coupling is g = 2
√
d/S and the spin-wave velocity is vs = 2JSa

√
d. The or-

dered ground state m0(θ, ϕ) spontaneously breaks the SO(3) symmetry of the system up

to SO(2). Hence in this case, there are two Goldstone modes, residing in the coset space

S2 = SO(3)/SO(2), one for each continuous degree of freedom, dispersing linearly accord-

ing to ω = vsk. They classically correspond to the opposite circular polarizations of the

small-angle oscillations of δm ⊥ m0. One can also discuss the dynamics of solitons in an-

tiferromagnets based on collective coordinate approach, similar to what we discussed in the

skyrmion dynamics section.

In terms of applications, antiferromagnets hold a promise for a faster spintronics platform.

The spin wave dynamics of an antiferromagnetic system is controlled by an energy scale ∝ J .

For ferromagnets the same scale is ∝
√
KJ where K is a local anisotropy. In most materials

J ≫ K. The energy scale for the antiferromagnet translates to a frequency scale of a few

THz. Antiferromagnets offer another significant advantage over ferromagnetic devices. Since

the net magnetic moment largely cancels over a unit cell, they do not produce stray fields.

This is particularly important in device design, where we would like our individual memory

41



components to be isolated from one another. However, these advantages also present a

significant handicap–of coupling antiferromagnetic solitons to external probes. The absence

of a local spin density implies a minor response to spin currents. The response to external

magnetic fields is also tuned down by a factor of the exchange strength. Therefore, one main

topic in spintronics is to explore how to effective control and manipulate antiferromagnetic

solitons. For example, one can achieve the goal by transferring linear momentum, exploiting

the inertial dynamics of the solitons. This can be achieved, for instance, by using magnons

to scatter from the domain walls. Other methods involve creating a local Berry phase which

can then be coupled to an external spin current field [61].

Remarks on the topological term in 1D. The contribution from the geometric phase

term in the partition function is simple:

e2πiSQs =


+1, if S ∈ Z

(−1)Qs , if S ∈ Z + 1
2
,

(1.118)

which implies that, for integer S, the contribution is a factor of unity and thus the full

field theoretic action is a nonlinear sigma model. In contrast, for half integer S, space-time

configurations with even and odd skyrmion number Qs destructively interfere with each

other. First, we conclude that antiferromagnetic Heisenberg chains generically fall into two

classes: integer spin and half integer spin. The field theory for the former is simply that of

the classical O(3) model in two (space-time) dimensions. The Hohenberg-Mermin Wagner

theorem precludes any spontaneous breaking of the continuous O(3) symmetry in d = 1 at

any finite value of A. The system is gapped, and correlation functions decay exponentially,

up to power law corrections ⟨S0 · Sj⟩ ∼ (−1)j|j|−1/2e−|j|/ξ, where ξ is the correlation length.

In the second class, we have a new topological term, known as θ-term. While there

is no exact solution to this field theory yet, we nonetheless conclude that all half integer

antiferromagnetic chains behave equivalently, since they all map onto the same model. From

Bethe’s Ansatz, we know that the S = 1/2 Heisenberg antiferromagnetic chain possesses

a disordered ground state with gapless excitations and power law correlations ⟨S0 · Sj⟩ ∼
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(−1)j/|j| (up to logarithmic corrections). We conclude that the same is also true for S =

3/2, 5/2, · · · spin chains [62, 63, 64].

Remarks on the geometric phase in higher dimensions. From the derivation

above, one can see that the topological terms cancel out when we sum over the Berry phase

term along other directions (j2, · · · , jd). The conclusion is that there are no interesting topo-

logical terms in the field theory in more than one space dimension, as long as the field m(r, t)

is a smooth function of space and time. When the smoothness constraint is relaxed, however,

the geometric phase term can play an important role. For a two-dimensional antiferromag-

net, there exist topology-changing instanton for which ∆Qs = ±1. Such field configurations

are called ‘hedgehogs’, because the direction of the field n(t, x, y) points radially outward

from the center of the hedgehog. For quantum disordered two-dimensional antiferromagnets

(i.e. small A), Haldane argued that geometrical phase considerations associated with the

presence of hedgehogs would distinguish not only between integer and half-odd integer S on

the square lattice, but between even and odd integer S as well [65].

1.4 Quantum entanglement

Quantum mechanics is full of counterintuitive concepts. The idea of entanglement [66,

67]—when two or more particles instantaneously exhibit dependent characteristics when

measured, no matter how far apart they are—is one of them. It is a measure of how much

quantum information is stored in a quantum state and is one of the most fundamental prop-

erties that distinguish a quantum phenomenon from its classical counterpart. In this section,

we will introduce some measures that are often used to quantify the quantum entanglement.

1.4.1 Entanglement monotone: requirements of entanglement measures

In this subsection, we assert some general statements which should be valid for all good

entanglement measures [67, 68, 69, 70].
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1. Nullification. If a state ρ is separable, it contains no entanglement E(ρ) = 0. For a

general state, we have E(ρ) ≥ 0. Here, a state ρ of two parties A,B is said to be

separable, if it can be written in the form of

ρ =
∑
i

pi ρ
i
A ⊗ ρiB, (1.119)

where pi is a probability distribution, satisfying
∑

i pi = 1. In the case of a pure

state, considering a bipartite system with Hilbert space equal to the direct product

H = HA ⊗ HB. A pure state |χ⟩ living in H is separable if it can be written as a

product state, i.e. there exist |ψ⟩A ∈ HA and |ϕ⟩B ∈ HB such that |χ⟩ = |ψ⟩A ⊗ |ϕ⟩B.

Otherwise, |χ⟩ is an entangled state. We remark that, for a mixed state ρ, we do not

necessarily require the converse [namely, if E(ρ) = 0, then ρ is separable].

2. Local invariance. The entanglement E(ρ) should be invariant under any unitary trans-

formation UA ⊗ UB where UA/B acts on HA/B. Therefore, we require

E(ρ) = E(UA ⊗ UB ρU
†
A ⊗ U †

B). (1.120)

This simply means a change of basis should not alter the amount of information stored

in the state ρ.

3. LOCC monotonicity. The entanglement E(ρ) should not increase on average under

local quantum operations and classical communications (LOCC),

E(ÔLOCC(ρ)) ≤ E(ρ). (1.121)

This requirement is also quite natural since LOCC, which can also generate classical

correlations, does not increase quantum correlations within the system. This can be

regarded as the definition of classical correlations in the context of quantum informa-

tion. One example of LOCC is to prepare a state ρ = (|00⟩ ⟨00| + |11⟩ ⟨11|)/2 from

the product state |00⟩. Alice throws an unbiased coin (that shows heads or tails each

with 1/2 probability) and flips her qubit if the coin shows ”tails”, otherwise it is left
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unchanged. She then sends the result of the coin-flip (classical information) to Bob

who also flips his qubit if he receives the message ”tails”. The resulting state is ρ. In

general, all separable states (and only these) can be prepared from a product states

with LOCC operations alone.

4. Maximally entangled states. We now know separable states give us zero entanglement.

One natural question to ask is whether there is a maximally entangled state. Indeed,

at least in bipartite systems consisting of two fixed d dimensional subsystems, such

states exist. It turns out that any pure state that is local unitarily equivalent to

|Φ⟩ =
|0, 0⟩ + |1, 1⟩ + · · · + |d− 1, d− 1⟩√

d
, (1.122)

is maximally entangled, which is well justified because any state ρ can be prepared

from such states with certainty using only LOCC operations. One can choose the

normalization such that E(|Φ⟩ ⟨Φ|) = log d.

5. Continuity. It is natural to expect the entanglement E(ρ) to change continuously as

we vary the state ρ slowly. In other words, the difference of entanglement between two

density matrices infinitely close should tend to zero,

D(ρ, σ) → 0, ⇒ E(ρ) − E(σ) → 0, (1.123)

where D(ρ, σ) is the distance between states ρ and σ. For example, we can take it

to be the trace distance D(ρ, σ) ≡ tr |ρ − σ|/2, where we define |A| ≡
√
A†A to be

the positive square root of A†A. To get some feel for this trace distance, one can

consider two states ρ = (I + r⃗ · σ⃗)/2 and σ = (I + s⃗ · σ⃗)/2. The distance is given by

D(ρ, σ) = |r⃗− s⃗|/2, which is equal to one half the ordinary Euclidean distance between

them on the Bloch sphere. Note that rotations of the Bloch sphere leave the Euclidean

distance invariant, which suggests that the trace distance is preserved under unitary

transformations in general, D(UρU †, UσU †) = D(ρ, σ).
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A function that satisfies the above conditions is known as an entanglement monotone. We

next introduce different entanglement measures that satisfy the above requirements. For

pure states, the von-Neumann entropy is typically employed to quantify the quantum en-

tanglement. In the case of mixed states, we will introduce several different measures of

entanglement, which all satisfy the above properties, such as entanglement of formation,

entanglement of distillation, relative entropy of entanglement, and logarithmic negativity.

1.4.2 Entanglement entropy for pure states

For a bipartite system with Hilbert space H = HA ⊗ HB, one can use the von Neumann

entropy to measure the degree of quantum entanglement between A- and B-subsystems when

it is in a pure state ρ = |ψ⟩ ⟨ψ|:

EV (ρ) = − tr ρA log ρA = − tr ρB log ρB, (1.124)

where ρA = trB ρ (similarly ρB = trA ρ) is the reduced density matrix for part A after tracing

out the degrees of freedom in HB. We remark that EV (ρ) can be expressed in terms of the

singular values of the Schmidt decomposition of the state (which can be only performed for

pure states). To this end, we write the pure state in its unique Schmidt decomposition

|ψ⟩ =
d∑

k=1

λk |uk, vk⟩ , (1.125)

where d ≤ min{dA, dB}, λk > 0,
∑d

k=1 λ
2
k = 1, and {|uk⟩} ∈ HA and {|vk⟩} ∈ HB are

local bases, known as the Schmidt bases. Then we can see that ρA =
∑

k λ
2
k |uk⟩ ⟨uk| and

ρB =
∑

k λ
2
k |vk⟩ ⟨vk|. The von Neumann entropy is given by

EV (ψ) = −
∑
k

λ2k log λ2k. (1.126)

We point out that d = 1 corresponds to product states (unentangled). In other words, for an

entangled state, we always have d > 1, which can be easily seen from the above expression.

One can show that this measure satisfies all requirements we discussed in previous sub-

section. For example, from Eq. (1.126), it is clear that its value is independent of the basis
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we choose. The most tricky one is to prove entanglement cannot be created by LOCC only.

We can formulate this question as follows [68]. Considering a state |ψ⟩ ∈ H, after per-

forming local measurements on A and B and classical communication, we can obtain state

|ϕi⟩ with probability pi. Then EV (|ψ⟩) ≥ ∑
i piEV (|ϕi⟩). We point out that entanglement

cannot increase on average. But nothing prevents, for a given k, that EV (|ϕ⟩k) > EV (|ψ⟩).
In fact, the concept of entanglement distillation is based on the fact that one can increase

entanglement by LOCC with a probability pk. Besides satisfying properties we discussed

before, von-Neumann entropy has some other nice properties. For example, EV is additive:

EV (|ψAB⟩ ⊗ |ϕAB⟩) = EV (|ψAB⟩) + EV (|ϕAB⟩).

1.4.3 Quantifying entanglement for mixed states

For a general mixed state ρ, this von-Neumann entropy is no longer a good measure since

the classical mixture in ρ will also contribute to the von Neumann entropy. It is also easy

to check tr ρA log ρA ̸= tr ρB log ρB in general in the definition of the von Neumann entropy

Eq. (1.124). One important feature of mixed states is that one can decompose a mixed state

into a combination of pure states in infinite many different ways ρ =
∑

k pk |ψk⟩ ⟨ψk|. For

example,

ρ =
|singlet⟩ ⟨singlet| + |triplet⟩ ⟨triplet|

2
=

|↑↓⟩ ⟨↑↓| + |↓↑⟩ ⟨↓↑|
2

. (1.127)

If we naively define the entanglement to be E(ρ) =
∑

k pkEV (|ψk⟩), we would obtain different

results for different decompositions. We remark that every decomposition stands for a way

to prepare the state ρ. For example, we can collect N copies (N ≫ 1) of the system,

prepare Npk of them in the state |ψk⟩, and pick a random system. Thus infinitely many

decompositions implies infinitely many ways to prepare a given mixed state. As long as there

exists one decomposition ρ =
∑

k pkρA ⊗ ρB, we can prepare such a mixed state via LOCC

without any quantum correlations. This can be used as a criterion to tell whether a mixed

state is separable or not. However, it is impractical since we need to check all the infinitely
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many decompositions. Now we introduce several commonly used entanglement measures,

some of which are easy to evaluate.

1. Entanglement of formation. Instead of define the entanglement to be E(ρ) =∑
k pkEV (|ψk⟩) for some particular decomposition of a mixed state, entanglement of forma-

tion is defined as

EF (ρ) = min
{pk,|ψk⟩}

∑
k

EV (|ψk⟩), (1.128)

where we take the minimum over all possible decompositions. It represents the minimal

quantum correlations we need to prepare such a mixed state, thus known as entanglement

of formation. While this quantity is again difficult to evaluate, an explicit solution for

such nontrivial optimization problem is avaible for two qubits [71], for highly symmetric

states [72, 73, 74] like Werner states and isotropic states in arbitrary dimension, and for

symmetric two-mode Gaussian states [75]. Here we would focus on the explicit formula of

entanglement formation for two qubits, which we will use a lot in later chapters. The exact

formula is based on the often used two-qubit concurrence, which is defined as [71]

C(ρ) = max{0, λ1 − λ2 − λ3 − λ4}, (1.129)

where λi’s are, in decreasing order, the square roots of the eigenvalues of the matrix ρ(σy ⊗
σy)ρ

∗(σy ⊗ σy), where ρ∗ is the complex conjugate of ρ. The entanglement of formation is

then given by

EF (ρ) = h
(1 +

√
1 − C2

2

)
, (1.130)

h(x) = −x log2 x− (1 − x) log2(1 − x). (1.131)

EF (ρ) is monotonically increasing and ranges from 0 to 1 as C(ρ) goes from 0 to 1, so that

one can take the concurrence as a measure of entanglement in its own right.

Let us first try out the concurrence for a two-qubit system. Assuming the density matrix

is given by:

ρ = (1 − p) |↑↑⟩ ⟨↑↑| + p |singlet⟩ ⟨singlet| , (1.132)
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with probability 1 − p in state |↑↑⟩ and p in state |singlet⟩ ≡ (|↑↓⟩ − |↓↑⟩)/
√

2. In the basis

of |↑↑⟩ , |↑↓⟩ , |↓↑⟩ , |↓↓⟩,

ρ =


1 − p 0 0 0

0 p/2 −p/2 0

0 −p/2 p/2 0

0 0 0 0

 . (1.133)

We would expect the concurrence will increase as we increase p since |↑↑⟩ is not entangled

but |singlet⟩ is entangled. We can compute the square roots of the eigenvalues of the matrix

ρ(σy ⊗ σy)ρ
∗(σy ⊗ σy) exactly and we have λ1 = p, λ2 = 0, λ3 = 0, λ4 = 0, thus

C(ρ) = max{0, p} = p, (1.134)

which is exactly what one might expect.

For a N -qubit system, whose dynamics is governed by a Hamiltonian H, assuming the

system is in a thermal equilibrium, we can calculate the entanglement between two arbitrary

qubits i and j. The reduced density matrix of those two qubits is obtained by tracing out

other degrees of freedom and given by

ρij =
1

4

∑
α,β

pαβσ
α
i ⊗ σβj , (1.135)

where σα = {I, σx, σy, σz} and pαβ = ⟨σαi ⊗ σβj ⟩ = tr
(
e−βHσαi ⊗ σβj

)
/Z is real. Z is the

partition function and β = 1/kBT . In the same basis as Eq. (1.133), the explicit form of ρij

is given by [76]

ρij =


⟨k+i k+j ⟩ ⟨σ−

i k
+
j ⟩ ⟨k+i σ−

j ⟩ ⟨σ−
i σ

−
j ⟩

⟨σ+
i k

+
j ⟩ ⟨k−i k+j ⟩ ⟨σ+

i σ
−
j ⟩ ⟨k−i σ−

j ⟩
⟨k+i σ+

j ⟩ ⟨σ−
i σ

+
j ⟩ ⟨k+i k−j ⟩ ⟨σ−

i k
−
j ⟩

⟨σ+
i σ

+
j ⟩ ⟨k−i σ+

j ⟩ ⟨σ+
i k

−
j ⟩ ⟨k−i k−j ⟩

, (1.136)

where k± = (1± σz)/2, σ± = (σx± iσy)/2 and we have dropped the tensor product symbol.

We are now ready to evaluate the concurrence once the Hamiltonian is specified. Some of the
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elements in the reduced density matrix are typically zero due to symmetry considerations.

In particular, if our density matrix is in the form of

ρ =


ρ00 0 0 ρ03

0 ρ11 ρ12 0

0 ρ21 ρ22 0

ρ30 0 0 ρ33

, (1.137)

the expression of concurrence can be reduced to

C(ρ) = 2 max{0, |ρ12| −
√
ρ00ρ33, |ρ03| −

√
ρ11ρ22}. (1.138)

2. Entanglement cost. The entanglement cost quantifies how much Bell pairs |Φ⟩ =

(|00⟩ + |11⟩)/2 that one needs to create the mixed state ρ via LOCC [77]. It is defined as

the asymptotic ratio between the minimum number M of used Bell pairs, and the number

N of output copies of ρ:

EC(ρ) = min
LOCC

lim
N→∞

M in

Nout
, (1.139)

which in practice is again very difficult to compute. We should point out that entanglement

cost is closely related to the entanglement of formation, which provides some hope to evaluate

EC(ρ). It has been rigorously proved that the asymptotic version of the entanglement of

formation, which is defined as

E∞
F (ρ) = lim

N→∞

ρ⊗N

N
, (1.140)

is equal to the entanglement of cost [78]

E∞
F (ρ) = EC(ρ). (1.141)

There are indications, though no general proof, that the entanglement of formation is addi-

tive [79],

EF (ρ⊗ σ) = EF (ρ) + EF (σ), (1.142)

which implies that EF (ρ) = E∞
F (ρ) = EC(ρ).
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3. Distillable entanglement. Distillable entanglement is the converse of the entan-

glement cost [77]. Namely, it is the asymptotic fraction M/N of Bell pairs which can be

extracted from N copies of the state ρ by using the optimal LOCC distiilation protocol,

ED(ρ) = max
LOCC

lim
N→∞

Mout

N in
, (1.143)

which is generally smaller than EC(ρ). We remark that this measure fails to satisfy the

converse of Nullification: namely, ED(ρ) = 0 for all disentangled states, but the converse

is not true. There exists states which are entangled but for which no entanglement can be

distilled from them, and for this reason, they are called bound entangled states, which can

be quantified by EC(ρ) − ED(ρ). It is again difficult to calculate ED(ρ) for a general state

ρ. Therefore, it is important to be able to provide bounds on its value. The upper bounds

can be provided by, for instance, entanglement of cost, entanglement of formation, relative

entropy of entanglement, and logarithmic negativity (which we will introduce shortly). The

lower bound is more tricky, which typically requires the construction of explicit entanglement

purification procedure. Instead, the notion of conditional entropy is usually introduced,

C(A|B) = S(ρAB)−S(ρB) for a bipartite state ρAB, where S(ρ) = − tr ρ log ρ. It was shown

that −C(A|B) provides the lower bound for the one way distillable entanglement (known as

Hashing Inequality):

ED(ρAB) ≥ DA→B(ρAB) ≥ max{S(ρB) − S(ρAB), 0}, (1.144)

where DA→B is the distillable entanglement under the restriction that the classical commu-

nication may only go one way from A to B [80]. This provide a computable nontrivial lower

bound to ED(ρ) (thus also other entanglement measures).

4. Relative entropy of entanglement. It is intuitive to measure the entanglement

by considering the minimum “distance” between the state ρ and the convex set D ⊂ H of

separable states [81]:

ER(ρ) = min
σ∈D

S(ρ||σ), (1.145)
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where S(ρ||σ) = tr[ρ(log ρ− log σ)] is the entropic distance (i.e. the quantum relative en-

tropy) between ρ and σ. Therefore, the more entangled a state is, the more distinguishable

it is from a disentangled state.

So far, we have introduced four types of entanglement measures for a generic mixed

state. They all are asymptotically continuous, which means that for a sequence of bipartite

Hilbert spaces H1, H2, · · · (typically with increasing dimension) we can have a sequence of

quantum states ρ1, ρ2, · · · which converges to ρ⊗n1 , ρ⊗n2 , . . . (typically with increasing ni) in

the trace distance, and the sequence E(ρ1)/n1, E(ρ2)/n2, . . . also converges to E(ρ). Thus

all these measures reduce to the von Neumann entropy of entanglement for pure states:

EF (|ψ⟩) = EC(|ψ⟩) = ER(|ψ⟩) = ED(|ψ⟩) = EV (|ψ⟩). We have the following chain of nice

analytic inequalities [82, 83]:

EF (|ψ⟩) ≥ EC(|ψ⟩) ≥ ER(|ψ⟩) ≥ ED(|ψ⟩). (1.146)

5. Logarithmic negativity. We now introduce a measure which is continuous but not

asymptotically continuous, and hence does not reduce to the von Neumann entropy for pure

states. Nevertheless, logarithmic negativity is a very useful measure since it can be evaluated

very easily, besides its various operational interpretations as an upper bound to ED(ρ), a

bound on teleportation capacity, and an asymptotic entanglement cost for exact preparation

under the set of positive partial transpose preserving operations [67].

First, it is helpful to introduce the Peres-Horodecki criterion, which is based on the

operation of partial transposition of the density matrix [84, 85]. As we mentioned before,

given a density matrix ρ, it is basically impossible to go through all possible decompositions

of ρ to see whether it is separable or not. The Peres-Horodecki criterion provides a necessary

condition for separability, which is very easy to check. It states that, if a state ρ is separable,

then its partial transpose ρTB is a valid density matrix, in particular positive semidefinite,

ρTB ≥ 0. The same holds for ρTA . The converse (i.e. ρTB ≥ 0 implies ρ is separable) is

false in general. However, we should point out that, for low-dimensional systems, specifically
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bipartite systems of dimensionality 2×2 and 2×3, the Peres-Horodecki criterion is equivalent

to separability. For higher dimensional systems, entangled states with ρTB ≥ 0 have been

shown to exist, which are known as bound entangled, since their entanglement cannot be

distilled to obtain maxiamlly entangled states. Note the partial transposition of a density

matrix ρ =
∑
ρij,kl |i⟩ ⟨j| ⊗ |k⟩ ⟨l| (expanded in a given local orthonormal basis) is defined

as

ρTB =
∑

ρij,kl |i⟩ ⟨j| ⊗ |l⟩ ⟨k| . (1.147)

We can try a maximally entangled state |00⟩ + |11⟩, whose density matrix is

ρ =
|00⟩ ⟨00| + |11⟩ ⟨00| + |00⟩ ⟨11| + |11⟩ ⟨11|

2
. (1.148)

Its partial transposition is given by

ρTB =
|00⟩ ⟨00| + |10⟩ ⟨01| + |01⟩ ⟨10| + |11⟩ ⟨11|

2
, (1.149)

having eigenvalues 1/2, 1/2, 1/2,−1/2 (so ρTB is not positive), which implies that ρ is entan-

gled.

Negativity is an entanglement monotone, which attempts to quantify the negativity in

the spectrum of the partial transpose (how much the partial transposition of ρ fails to be

positive). It is defined as

N(ρ) =
||ρTB || − 1

2
= max{0,−

∑
k

λ−k }, (1.150)

where ||X|| = tr
√
X†X is the trace norm and {λ−k } are the negative eigenvalues of the

partial transpose. A related measure that is more often used is the logarithmic negativity :

EN(ρ) = log ||ρTB || = log[1 + 2N(ρ)]. (1.151)

In the case of a maximally entangled state |00⟩ + |11⟩, we have EN(ρ) = log 2. We remark

that EN(ρ) can be zero even if the state is entangled, and it is also additive on tensor

products EN(ρ⊗ σ) = EN(ρ) + EN(σ) (note the negativity N(ρ) is not additive).
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1.5 Open quantum system

In this section, we will introduce some basic concepts in open quantum systems. One may

wonder why should we care about open systems. There are many reasons in general [86, 87].

Here are several reasons why I think it is interesting, apart from the fact that all systems are

generally open (Schrodinger equation which is for closed system only holds over sometime

scale rigorously).

First it is important for quantum technologies which are largely based on quantum en-

tanglement. The decoherence induced by the environment is our main enemy and we hope

to reduce it. The study of open quantum system may help us to understand the decoherence

processes better and may even give us ways to establish robust entanglement. For example,

one big topic in open quantum systems is quantum reservoir engineering and control [88]. To

date, experiments investigating quantum superpositions and entanglement are hampered by

decoherence. However, it was recognized [89] that the engineered interaction with a reservoir

can drive the system into a desired steady state. In particular, some dissipation can drive

the system of interest into an entangled state [90, 91, 92]. The idea of using and engineer-

ing dissipation rather than relying on coherent evolutions represents a paradigm shift with

potentially significant practical advantages. Contrary to other methods, entanglement gen-

eration by dissipation does not require the preparation of a system in a particular input state

and exists, in principle, for an arbitrary long time, which is expected to play an important

role in quantum information protocols. These features make dissipative methods inherently

stable against weak random perturbations, with the dissipative dynamics stabilizing the

entanglement.

Moreover, the study of open quantum system may provide us with new quantum probes [93].

We can use a small controllable quantum system (could be an atom) to interact with a many

body complex system for certain amount of time. Our aim is to understand the properties

of many body system, which are imprinted in the dynamics of the probes. We hope to build
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the map from properties of many body system to the decoherent dynamics of the probe,

which would allow us to read off the properties of the many body system of interest.

We will first discuss a general description of nonunitary evolutions in terms of quan-

tum maps and its Kraus Operator Sum Representations (OSR), which is crucial for the

derivation of Lindblad master equation and for the understanding of the general theory of

measurements. Then, by making the Markovian approximation, we drive the Lindlad mas-

ter equation both from the Kraus OSR formally and from the first principle. We finally

provide a different perspective on the Lindblad master equation from the view of quantum

measurement, known as quantum trajectory theory or quantum Monte Carlo wavefunction

method.

1.5.1 General description for nonunitary evolution

We consider a closed quantum system (governed by a Hamiltonian H) consisting of a system

S and an environment E [94, 86, 95, 96]. Assuming the initial joint state is ρSE(0), we have

ρSE(t) = U(t)ρSEU
†(t), (1.152)

where U(t) = e−iHt is the joint unitary evolution. We hope to track the dynamics of the

system S of interest without following the environment E. In fact, the whole point of treating

certain degrees of freedom as environment is that they are uncontrolled and too complex to

follow in detail. The goal is to develop a formalism to describe the evolution of the system

S, given some overall evolution of the joint system environment:

ρS(t) = trE[U(t)ρSE(0)U †(t)]. (1.153)

An important special case is where initially the system and environment are uncorrelated:

ρSE(0) = ρS(0) ⊗ ρE(0). We write ρE(0) =
∑

ν λν |ν⟩ ⟨ν|, a spectral decomposition in an

orthonormal basis {|ν⟩} ∈ HE with non-negative eigenvalues λν . Then we have

ρS(t) =
∑
µν

√
λν ⟨ν|U(t) |ν⟩ ρS(0)

√
λν ⟨ν|U †(t) |µ⟩ =

∑
µν

Kµν(t)ρS(0)K†
µν(t), (1.154)
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where Kµν(t) =
√
λν ⟨µ|U(t) |ν⟩ are known as Kraus operators, only acting on HS. This

equation defines the evolution of the system in terms of Kraus operator, which is known as the

Kraus Operator Sum Representation (OSR). We remark that the Kraus decomposition

is not unique. One can obtain another Kraus decomposition by changing to another basis

{|ν̃⟩} ∈ HE. Different Kraus operators of different decompositions are related to each other

by an unitary transformation (the same one that relates the basis). It is useful to regard the

above result as a quantum map on the density operator:

ρS(t) = Φt[ρS(0)], (1.155)

where Φt[X] =
∑

αKα(t)XK†
α(t). Here we have collected the indices µν into a single index

α = (µν). X ∈ B(HS) lives in the space of linear operators acting on the system Hilbert

space. Note that Φ maps operators to operators, hence Φ is called a superoperator. To

understand the nature of this map better, let us consider the case that the initial state of

the system is pure ρS(0) = |ψS(0)⟩ ⟨ψS(0)|. Then, according to the map, we have

ρS(t) =
∑
α

Kα(t) |ψS(0)⟩ ⟨ψS(0)|K†
α(t), (1.156)

where we can set Kα(t) |ψS(0)⟩ =
√
pα(t) |ψα(t)⟩ with pα(t) = ⟨ψS(0)|K†

α(t)Kα(t) |ψS(0)⟩
and ⟨ψα|ψα⟩ = 1. Thus we have

ρS(t) =
∑
α

pα(t) |ψα(t)⟩ ⟨ψα(t)| , (1.157)

which implies that, in general, the map takes a pure state to a mixed state, since the system

becomes entangled with the environment through the interaction.

Let us now discuss the general properties of the quantum map.

1. Trace preserving. Under the quantum map Φ, a density matrix is mapped onto another

physical density matrix whose trace is also one:

tr[Φ(ρ)] = tr(ρ), (1.158)
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which can be proved by noting that
∑

αK
†
αKα = I (one can prove this by using the

definition of Kraus operators).

2. Linearity. One can directly show that the quantum map is linear:

Φ(aρ1 + bρ2) = aΦ(ρ1) + bΦ(ρ2), (1.159)

where a, b are arbitrary scalars.

3. Complete Positivity. Since we are mapping a density matrix to a physical density

matrix, the final state must be positive Φ(ρ) ≥ 0 (non-negative eigenvalues), which

can be easily shown. It is clear that the Kraus representation satisfies these three

properties, but it turns out that there are maps that satisfy these properties do not

have Kraus representation. In fact, we need to modify and strengthen the positivity

property into complete positivity. One can show that the quantum map is not only

positive, but also a completely positive map. This means that Φ ⊗ I
(k)
R is positive for

all k, where k is the dimension of an ancillary Hilbert space HR, and IR denotes the

identity (super-)operator on HR. Then, it is true that a map Φ has a Kraus OSR if

and only if it is trace preserving, linear, and completely positive.

Another representation of quantum map. We have seen that the quantum map can

be represented by a Kraus operator sum. Let us go one step further, expanding the Kraus

operators in a basis:

Kα(t) =

d2S−1∑
i=0

biα(t)Fi, (1.160)

where {Fi} are the (time-independent) operator basis for B(HS) (dS = dim(HS)), biα are the

time-dependent elements of a rectangular d2S × d2E-dimensional matrix b (dE = dim(HE)),

and we choose the basis such that F0 = I. Then we have

ρ(t) =
∑
ij

χij(t)Fiρ(0)F †
j , (1.161)
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where χij(t) =
∑

α biα(t)b∗jα(t) is a d2S × d2S square matrix. It follows immediately that χ is

hermitian and also positive semidefinite. Let us further write the density matrix into the

form of

ρ(t) = χ00(t)ρ(0) +
∑
i>0

[
χ0i(t)ρ(0)F †

i + χi0Fi ρ(0)
]

+
∑
i,j>0

χi,j(t)Fiρ(0)F †
j . (1.162)

We can simplify this expression by noting that

I =
∑
α

K†
α(t)Kα(t) = χ00(t)I +

∑
i>0

[
χ0i(t)F

†
i + χi0Fi

]
+
∑
i,j>0

χij(t)F
†
j Fi. (1.163)

Let us multiply the above equation first from the right by ρ(0)/2, then from the left, and

add the resulting two equations, which yields:

ρ(0) = χ00(t)ρ(0) +
1

2

∑
i>0

[
χ0i(t){F †

i , ρ(0)} + χi0(t){Fi, ρ(0)}
]

+
1

2

∑
i,j>0

χij(t){F †
j Fi, ρ(0)}.

(1.164)

We now subtract this equation from Eq. (1.162) to eliminate the χ00ρ(0) term, yielding

ρ(t) − ρ(0) = −i[Q(t), ρ(0)] +
∑
i,j>0

χij(t)
(
Fiρ(0)F †

j −
1

2
{F †

j Fi, ρ(0)}
)
, (1.165)

where

Q(t) ≡ i

2

∑
j>0

[χj0(t)Fj − χ0j(t)F
†
j ], (1.166)

is hermitian. We can diagonalize the χij matrix via some unitary matrix u: Γ = uχu†,

where Γ is diagonal and positive semidefinite (with eigenvalues γk ≥ 0). We define Lk =∑
j>0 u

∗
kjFj, and thus we have Fi =

∑
k>0 ukiLk, where we note the sum is over k > 0

(excluding L0 = I). Then we can write the Eq. (1.165) as

ρ(t) − ρ(0) = −i[Q(t), ρ(0)] +
∑
k>0

γk(t)
(
Lkρ(0)L†

k −
1

2
{L†

kLk, ρ(0)}
)
. (1.167)

We should emphasize that we did not make any approximation in the discussion of this

subsection. The only assumption we have made is that the initial state can be written as

ρS(0) ⊗ ρE(0). In the following subsection, we will make a Markovian approximation to

obtain the Lindblad master equation.
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1.5.2 Lindblad master equation

In the above subsection, we have studied abstract maps of open quantum systems. While this

gives us a general framework for describing the quantum map, it does not directly describe

the physics of the dynamics. For that, we need to consider a differential equation and the

generator of the dynamics [96]. As we will see, after applying the Markovian approximation,

we can find a differential equation for the density matrix of the system of our interest, known

as the Lindblad master equation. Here we will derive it formally by exploiting the Kraus

OSR.

To derive a differential equation for ρ(t), let us consider the infinitesimal time interval dt

(we will discuss how small it is shortly), and write

ρ(t+ dt) = ρ(t) + O(dt). (1.168)

Note here an assumption is made: we assume that the evolution of the quantum system is

Markovian, in a sense that ρ(t+ dt) is completely determined by ρ(t). This is not generally

guaranteed, as the environment, though inaccessible, may have some memory of the system.

Nevertheless, in many situations, the Markovian description is a very good approximation.

Based on the Markovian approximation, we now further expand the Kraus operators in

terms of dt, where we will have one of the operators K0 with order one, that we write as

K0(t) = I + [−iH(t) +M(t)]dt, (1.169)

where both H,M are chosen to be Hermitian and are zeroth order in dt. And the other

Kraus operators Kk with order
√
dt which has the form

Kk(t) =
√
dtLk(t), k > 0, (1.170)

where Lk are zeroth order in dt. The condition
∑

kK
†
kKk = I gives

M = −1

2

∑
k>0

L†
kLk. (1.171)
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Upto first order of dt, we have

dρ

dt
= −i[H(t), ρ] +

∑
k>0

[
Lk(t)ρL

†
k(t) −

1

2
L†
k(t)Lk(t)ρ−

1

2
ρL†

k(t)Lk(t)
]
. (1.172)

The operators Lk are called Lindblad operators or quantum jump operators (the reason will

be clear in the last subsection). The first term is usual Hamiltonian term which generates

unitary evolutions. The other terms describe the dissipation of the system due to interaction

with the environment. We remark that, in general, we have a time-dependent Markovian

process, where H,L†
k are allowed to change over time, as long as these changes are uncor-

related between different time-segements. We can formally write the Lindblad equation as

dρ

dt
= L(t)[ρ(t)], (1.173)

where

L(t)[⋆] = −i[H(t), ⋆] +
∑
k>0

[
Lk(t) ⋆ L

†
k(t) −

1

2
L†
k(t)Lk(t) ⋆−

1

2
⋆ L†

k(t)Lk(t)
]

(1.174)

which is the generator of the dynamics. This Lindblad equation can be solved by ρ(t) =

Φt[ρ(0)], where the Markovian evolution operator (it is also a quantum map) is given by

Φt = T e
∫ t
0 dsL(s), (1.175)

where T is the time-odering operator. Similar to the procedure in deriving path integral,

let us split the time interval (0, t) into n intervals. Then we have Φt = T edt
∑n−1

j=0 Lj , where

dt = t/n and Lj =
∫ (j+1) dt

j dt
dsL(s)/τ is a “coarse-grained” generator. In the Markovian

limit, it is reasonable to assume that the generators of different time intervals commute

[Lj,Lk] = 0 (no memory of the evolution from one interval to the next), while it is still

an open question to derive rigorous conditions for this to hold. In fact, we usually assume

Lj = L0 in the Markovian approximation. Then the quantum map can be written as

Φt = eLt. (1.176)
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One can show that this is a completely positive map, since we derive the Lindblad master

equation from the Kraus OSR (combined with the the Markovian approximation). This

forces all the eigenvalues of L, which physically correspond to decay rates, to be non-positive.

Given ρj = ρ(j dt), we can generate ρj+1 = edtLρj. After Taylor expansion, we have

ρj+1 =
[
1 + dtL +

(dtL)2

2
+ · · ·

]
ρj, (1.177)

In the limit of dt||L|| ≪ 1, we get ρ̇ = L[ρ]. This implies that the coarse graining time

dt should be much smaller compared to the timescale over which ρ changes τD. From the

discussion below, we will see there is also a lower bound for the coarse graining time.

1.5.3 Lindblad master equation from first principles

The Lindblad form of the master equation that we derived above follows by the fundamental

properties of quantum maps under the Markovian approximation. To explicitly derive the

Lindblad operators, we must turn to the underlying physics. The basic model is the coupling

of the system to the environment. Taken together, they form a “closed system” undergoing

unitary evolution, governed by Hamiltonian:

H = HS +HE +HSE, (1.178)

where HS, HE are Hamiltonians of the system and the environment, respectively. HSE is

the interaction between them. We start with the uncorrelated state ρSE(0) = ρS(0) ⊗
ρE(0). Typically, the environment is taken to be in thermal equilibrium at some temperature

T , ρE(0) = ρeqE = e−βHE/ZE where ZE = tr e−βHE with β = 1/kBT . The effect of the

environment is to cause irreversible decay of the system.

As in standard time-dependent perturbation theory, it is convenient to work in the in-

teraction picture. We have
dρ̂SE
dt

= −i[ĤSE(t), ρ̂SE(t)], (1.179)

where

ĤSE = U †
0(t)HSEU0(t), with U0(t) = e−iHS t ⊗ e−iHB t. (1.180)

61



ρ̂SE(t) = U †
0(t)ρSE(t)U0(t) is also in the interaction picture. By tracing out the degrees of

freedom of the environment, we obtain (drop the subscript S for ρ̂S)

ρ̂(t) = −i trE[ĤSE(t), ρ̂SE(t)]. (1.181)

Let us integrate for a short time interval, giving us:

ρ̂(t+ ∆t) = ρ̂(t) + trE

{
− i

∫ t+∆t

t

dt′ [ĤSE(t′), ρ̂SE(t′)]
}
. (1.182)

We should note that this is not in the Markovian form: ρ̂(t+ ∆t) ̸= ρ̂(t) + O(∆t).

Before introducing the Markovian approximation, let us develop some understanding.

Assuming there is some characteristic time scale τB (environment correlation time), informa-

tion from the environment is very unlikely to go back to the system after this time scale. By

neglecting (coarse graining) the dynamics within this correlation time scale, the dynamics

becomes irreversible. In general, the form of the evolution is given an integral-differential

equation: ˙̂ρ =
∫
K(t− t′)[ρ̂(t′)], where K(t− t′) is the memory kernal. In the extremely limit

of no memory (the bath correlation time is zero τB → 0), we have K(t− t′) ∝ δ(t− t′), thus

˙̂ρ = L(t)[ρ̂(t)]. This is known as the Markovian approximation. Let us understand this by

thinking about a classical example. Suppose we put a hot penny into a lake at temperature

T . It is clear that there are two important timescales. The first timescale is τB during which

the “excited water molecules” rethermalize due to many collisions with other molecules in

the lake. Another timescale is τD, the time it takes for the penny to come to thermal equi-

librium. It is clear that the rethermalization of water molecules happens much faster than

τD. For us, we are interested in how the penny reaches the thermal equilibrium. Therefore,

when we construct a theory for it, it is natural to coarse grain over a time scale ∆t:

τB ≪ ∆t≪ τD. (1.183)
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Let us return to the formal integration of the Schrodinger equation:

ρ̂SE(t+ ∆t) = ρ̂SE(t) − i

∫ t+∆t

t

dt′ [ĤSE(t′), ρ̂SE(t′)]

= ρ̂SE(t) + (−i)
∫ t+∆t

t

dt′ [ĤSE(t′), ρ̂SE(t)]

+ (−i)2
∫ t+∆t

t

dt′
∫ t′

t

dt′′
[
ĤSE(t′), [ĤSE(t′′), ρ̂SE(t)]

]
+ · · ·

, (1.184)

and it is clear how this continues. The sufficient convergence condition is ||ĤSE||∆t ≪ 1,

which can be satisfied if the coupling between the environment and the system is weak

enough. We will only keep the terms we write down above, which is known as the Born

approximation. For a sufficiently large bath that is in particular much larger than the

system, it is reasonable to assume that while the system undergoes non-trivial evolution, the

bath remains unaffected, and hence that the state of the composite system at time t is

ρ̂SE = ρ̂S(t) ⊗ ρ̂E(t) + δρ̂(t) ≈ ρ̂S(t) ⊗ ρ̂E(t). (1.185)

In the Markovian approximation, we can replace ρ̂E(t) with ρ̂E(0) = ρeqE , since the envi-

ronment returns to equilibrium after the coarse graining timescale ∆t. One can always

redefine the Hamiltonian such that the first order term (after performing the trace over the

environment trE) in Eq. (1.184) vanishes [96]. Then we have:

ρ̂(t+ ∆t) − ρ̂(t) = −
∫ t+∆t

t

dt′
∫ t′

t

dt′′ trE
[
ĤSE(t′), [ĤSE(t′′), ρ̂SE(t)]

]
. (1.186)

To proceed, we make a change of variables: τ = t′ − t′′, ξ = t′ − t. Then we get:

ρ̂(t+ ∆t) − ρ̂(t) = −
∫ ∆t

0

dτ

∫ ∆t

τ

dξ trE
[
ĤSE(ξ + t), [ĤSE(ξ + t− τ), ρ̂SE(t)]

]
. (1.187)

In the Markovian approximation, the integration over τ is basically nonzero only over the

interval τ ∈ (0, τB) (since there is a factor e−τ/τB from the bath correlation). Thus we can

safely extend the integration range of τ to (0,+∞). Besides, for the same reason, we can

replace the lower bound of ξ with τB, which can be set to zero in the Markovian limit. Thus
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we have

dρ̂

dt
= − lim

∆t→0

1

∆t

∫ ∞

0

dτ

∫ ∆t

0

dξ trE
[
ĤSE(ξ + t), [ĤSE(ξ + t− τ), ρ̂SE(t)]

]
= −

∫ ∞

0

dτ trE
[
ĤSE(t), [ĤSE(t− τ), ρ̂SE(t)]

]
.

(1.188)

We can go back to the Schrodinger picture by invoking ρ̂(t) = U †
0(t)ρ(t)U0(t) and Ĥ(t) =

U †
0(t)HU0(t), which gives us:

dρ(t)

dt
= −i[HS, ρ(t)] −

∫ ∞

0

dτ trE
[
HSE, [ĤSE(−τ)], ρ(t) ⊗ ρeqE

]
, (1.189)

where ĤSE(−τ) is in the interaction picture and we have set ℏ = 1 through the all discussion

for simplicity. This expression is valid for a general interaction HSE =
∑

α Sα ⊗ Bα, with

⟨Bα⟩eq = 0. Here, Sα and Bα are operators acting on Hilbert spaces of the system and the

environment, respectively. For ⟨Bα⟩eq ̸= 0, we can always redefine B → B − ⟨B⟩eq. The

second term in Eq. (1.189) can be written as

trE

{[
HSE, [ĤSE(−τ), ρ(t)⊗ ρeqB ]

]}
= ⟨HSEĤSE(−τ)⟩eqρ−⟨ĤSE(−τ)ρHSE⟩eq + H.c.. (1.190)

It is straightforward to work out the master equation for ρ(t) once the interaction is specified,

which will yields the Lindblad form. We use the following example to illustrate this. One

can also formally show that the above master equation can be brought into the Lindblad

form [96].

Example. Here we derive the well-known relaxation time T1 and decoherence time T2,

which characterize the local relaxation of a single qubit, by considering the dynamics of a

spin-1/2 system HS = −∆σz/2 coupled to a bath HE. A general form of the interaction

can be in the first order of the Pauli matrices σz and σ± = (σx ± iσy)/2 for the spin-1/2,

HSE = σz⊗X +σ+⊗Y +σ−⊗Y †, with operators X and Y acting on the bath. We assume

X = X†, and ⟨X⟩ = ⟨Y ⟩ = 0, where the average denotes the thermal average taken within

the bath. In the interaction picture,

ĤSE(−τ) = σz ⊗X(−τ) + σ+ ⊗ Y (−τ)ei∆τ + σ− ⊗ Y †(−τ)e−i∆τ , (1.191)
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and Eq. (1.190) then becomes

⟨XX(−τ)⟩(σzσzρ− σzρσz) + ⟨Y Y †(−τ)⟩e−i∆τ (σ+σ−ρ− σ−ρσ+)

+ ⟨Y †Y (−τ)⟩ei∆τ (σ−σ+ρ− σ+ρσ−) + H.c.
(1.192)

where we have assumed certain symmetry properties of the bath such that only ⟨XX⟩, ⟨Y Y †⟩,
and ⟨Y †Y ⟩ are nonzero. For example, taking X = Sz and Y = S− to be spin operators in

the bath, the U(1) symmetry in the spin space of the bath is assumed. We therefore obtain

the master equation:

ρ̇ = −i
[
HS +HLamb, ρ

]
− L[ρ], (1.193)

where the Lamb shift is

HLamb =
Im
∫∞
0
dτ⟨{Y (τ), Y †}⟩e−i∆τ

2
σz, (1.194)

and the Lindbladian superoperator is given by:

L[ρ] =
1

2

∫ ∞

−∞
dτ⟨X(τ)X⟩(2ρ− 2σzρσz)

+
1

2

∫ ∞

−∞
dτ⟨Y (τ)Y †⟩e−i∆τ

(
σ+σ−ρ+ ρσ+σ− − 2σ−ρσ+

)
+

1

2

∫ ∞

−∞
dτ⟨Y †Y (τ)⟩e−i∆τ

(
σ−σ+ρ+ ρσ−σ+ − 2σ+ρσ−

)
.

(1.195)

For notational convenience, let us introduce the following parameters to denote the coeffi-

cients in the Lindbladian:

2D ≡
∫ ∞

−∞
dτ⟨X(τ)X⟩ = iG>

XX(ω = 0) = iG<
XX(0) =

iG>
XX(0) + iG<

XX(0)

2
=
SX(0)

2
,

2B< ≡
∫ ∞

−∞
dτ⟨Y (τ)Y †⟩e−i∆τ = iG<

Y †Y (∆),

2B> ≡
∫ ∞

−∞
dτ⟨Y †Y (τ)⟩e−i∆τ = iG>

Y †Y (∆),

2B̄ ≡ B> +B< =
iG>

Y †Y
(∆) + iG<

Y †Y
(∆)

2
=
SY †(∆)

2
,

(1.196)

where greater and lesser Green’s functions follow the conventional definition:

G>
X,Y (t) ≡ −i⟨X(t)Y ⟩, G<

X,Y (t) = −i⟨Y X(t)⟩. (1.197)
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We have also introduce the equilibrium symmetrized fluctuations

iG>
X,Y (ω) + iG<

X,Y (ω) =

∫
dt⟨{X(t), Y }⟩eiωt, (1.198)

specifically, we have the power spectrum

SX(ω) =

∫
dt⟨{X(t), X†}⟩eiωt. (1.199)

Here, all parameters D,B>, B<, B̄ are real-valued by their definitions. Furthermore, being

the physical decay rates, they must be non-negative, which is ensured by the thermodynamic

stability of the bath, as will be detailed later.

According to the master equation (1.193), we obtain the equation of motion for sz =

⟨σz⟩/2 = (ρ11 − ρ22)/2:
d

dt
sz = −4B̄

(
sz − s̄z

)
, (1.200)

from which we extract the relaxation time T1:

T−1
1 = 4B̄ = SY †(∆), (1.201)

where s̄z ≡ (B> − B<)/4B̄ is the equilibrium value of the spin-z component. This value

can be made sense of by writing down the equation for the diagonal elements of the density

matrix:

ρ̇11 = −2B<ρ11 + 2B>ρ22, and ρ̇22 = 2B<ρ11 − 2B>ρ22, (1.202)

which implies that the transition rate of flipping the spin from up to down is 2B< and that

of the reverse process is 2B>. In equilibrium,

ρ11
ρ22

=
B>

B<
, (1.203)

from which we conclude that the probability of measuring σz to be 1 is B>/2B̄ and −1 is

B</2B̄, which satisfies ρ11+ρ22 = 1. We next look into the time evolution of the off-diagonal

elements:

d

dt
ρ12 = i∆ρ12 − (4D + 2B̄)ρ12, and

d

dt
ρ21 = −i∆ρ21 − (4D + 2B̄)ρ21. (1.204)
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Since sx = ⟨σx⟩ = (ρ12 + ρ21)/2 and sy = ⟨σy⟩ = i(ρ12 − ρ21)/2,

d

dt
sx = ∆sy − (4D + 2B̄)sx and

d

dt
sy = −∆sx − (4D + 2B̄)sy. (1.205)

We thus identify the decoherence rate:

T−1
2 = 4D + 2B̄ = SX(0) +

SY †(∆)

2
. (1.206)

Note that SX(0) contributes to the dephasing effect only. This is rooted in the fact that

σz ⊗X commutes with the single NV center Hamiltonian ∆σz/2. As a result, this type of

interaction does not lead to energy flow between the system and the bath, but information

flow only, i.e. a relative phase damping between NV center levels.

Combining Eq. (1.202) and Eq. (1.204), the equations of motion for the density matrix

can be put into the following form:

d

dt
ρ̂ =

−2B<ρ11 + 2B>ρ22 i∆ρ12 − T−1
2 ρ12

−i∆ρ21 − T−1
2 ρ21 2B<ρ11 − 2B>ρ22

. (1.207)

We remark that Eq. (1.200) and Eq. (1.205) are nothing but the Bloch equations:

dsx

dt
=
(
s⃗× B⃗

)
x
− sx

T2
,

dsy

dt
=
(
s⃗× B⃗

)
y
− sy

T2
,

dsz

dt
=
(
s⃗× B⃗

)
z
− sz − s̄z

T1
,

(1.208)

with the magnetic field B⃗ = ∆ẑ.

1.5.4 Quantum trajectories and unravelling the Lindblad equation

Quantum measurement. We first introduce the quantum (generalized) measurement,

which is crucial to understand the quantum trajectories [96, 86]. It is also generally im-

portant when one studies open quantum systems, since many concepts that appear to be

different can be related by thinking about measurements. For example, we have introduced
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the density matrix in two different cases. First we can prepare the state statistically ac-

cording to a classical probability distribution of different pure states: ρ =
∑

i pi |ψi⟩ ⟨ψi|.
Second, when we consider a state of a subsystem of a larger set of degrees of freedom:

ρ = trE |ψSE⟩ ⟨ψSE|. These two look unrelated. However, if we think of the environment as

performing a measurement of the system but not telling us the result, these two cases are

basically equivalent (the environment is basically preparing our density matrix in the sec-

ond case). Measurements of a quantum system causes collapse of the state with associated

randomness. Thus a continuously measured quantum state will evolve stochastically, which

is known as a quantum trajectory.

Let us make the measurement process we described above more precise. Suppose a

quantum meter is coupled to a quantum system. The meter’s degrees of freedom get displaced

according to the value of the observable AS (of the system) we want to measure. Suppose the

interaction part is HSM = gASPM , where PM is the generator of displacement of the meter

position XM and g is a real coupling constant. Suppose the system is in a quantum state

|ψS⟩ =
∑

a ca |aS⟩, where {|aS⟩} are eigenstates of AS, and the meter is at the origin |0M⟩.
The effect of this interaction is to entangle the system with the meter: e−igASPM

∑
a ca |aS⟩⊗

|0M⟩ =
∑

a ca |aS⟩ ⊗ |XM = gaS⟩. Then if we measure the position of the meter (with fine

resolution) XM = gaS, the system is in |aS⟩, which occurs with probability Pas = |ca|2.
This is the von Neumann theory of measurement (a projective measurement), where we

assume the meter states are perfectly distinguishable ⟨X ′
M |XM⟩ = δ(XM −X ′

M). For such a

projective measurement, we have two rules. First, the probability of measurement outcome

is

pa = ⟨ψS| P̂a |ψS⟩ = | ⟨a|ψS⟩ |2. (1.209)

Second, the post-measurement state is conditioned on measurement result:

|ψS⟩ ⇒
P̂a |ψS⟩
|| |ψS⟩ ||

= |a⟩ , (1.210)

where P̂a = |a⟩ ⟨a| are projectors on eigen-space, which form a resolution of the identity
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∑
a P̂a = I.

General theory of measurement. Generally speaking, the meter states are not nec-

essarily perfectly distinguishable. So we need to generalize the concept of measurement that

we described before. We know that the system state evolves according to a completely pos-

itive map, described by Kraus decomposition. For simplicity, let us take the case that the

system is initially in a pure state ρin = |ψS⟩ ⟨ψS|. Then the state out can be always written

as ρout =
∑

iKi |ψS⟩ ⟨ψS|K†
i , where Ki’s are Kraus operators, satisfying

∑
iK

†
iKi = I. We

have a way to interpret this quantum map—we have a probability

pi = ||Ki |ψS⟩ ||2 = ⟨ψS|K†
iKi |ψS⟩ , (1.211)

to find the system in

|ψi⟩ =
Ki |ψS⟩

||Ki |ψS⟩ ||
=
Ki |ψS⟩√

pi
. (1.212)

The output state is generally mixed because we have thrown out the measurement record

stored in the meter, and thus ρout is a statistical mixture wighted by the probability of

different outcomes i. We remark that the Kraus operators are generally not projectors,

indicating that this is generally not a projective measurement. The set of operators {Ei =

K†
iKi} are said to form a POVM (positive operator-valued measure). A POVM is a set

of postive operators that form a resolution of the identity
∑

iEi = I. Projectors form a

POVM, but {Ei} are generally not projectors. One can generalize to the case that the input

state is mixed:

ρout =
Kiρ

inK†
i

pi
, with probability pi = tr

(
Kiρ

in
)
. (1.213)

Lindblad master equation and continuous measurement. We know that Lindblad

master equation describes a completely positive map. It indicates that we can view the

Lindblad equation from the point of measurement, which would give us the so called quantum

trajectory theory. Consider the following Lindblad equation:

dρ

dt
= −i[H, ρ] +

∑
i

[
LiρL

†
i −

1

2
{L†

iLi, ρ}
]
, (1.214)
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which can be regarded as a differential map (that we have discussed before):

ρ(t+ dt) = K0(dt)ρ(t)K0(dt) +
∑
i>0

Ki(dt)ρ(t)K†
i (dt), (1.215)

where Ki(dt) =
√
dtLi, and K0(dt) = I − iHeffdt. Here we have written

Heff = H − i

2

∑
i

L†
iLi, (1.216)

which is non-Hermitian. The real part is the Hamiltonian and the imaginary part accounts

for the decay as we will see. Suppose that at time t the state is pure, |ψ(t)⟩. Then, at time

t+ dt, the state is

ρ(t+ dt) = (1 − iHeffdt) |ψ(t)⟩ ⟨ψ(t)| (1 + iH†
effdt) + dt

∑
i

Li |ψ(t)⟩ ⟨ψ(t)|L†
i . (1.217)

Based on the discussion of a completely positive map as the environment performing a

measurement of the system and then throwing away the record, we have the following inter-

pretation of the differential map:

• With probability pi = ⟨ψ(t)|K†
i (dt)Ki(dt) |ψ(t)⟩ = dt ⟨ψ(t)|L†

iLi |ψ(t)⟩, the state jumps:

|ψ(t)⟩ ⇒ Li |ψ(t)⟩
||Li |ψ(t)⟩ || . (1.218)

Li’s are also known as jump operators.

• With probability

p0 = ⟨ψ(t)|L†
0(dt)L0(dt) |ψ(t)⟩

= ⟨ψ(t)| (1 + iH†
effdt)(1 − iHeffdt) |ψ(t)⟩

= ⟨ψ(t)| [1 + i(Heff +H†
eff)]dt |ψ(t)⟩

= 1 − dt ⟨ψ(t)|
∑
i

L†
iLi |ψ(t)⟩

= 1 −
∑
i

pi,

(1.219)
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there is no jump. In this case, the evolution of the state is governed by the effective

non-Hermitian Hamiltonian:

|ψ(t)⟩ ⇒ K0(dt) |ψ(t)⟩
||K0(dt) |ψ(t)⟩ || =

e−iHeffdt |ψ(t)⟩
||e−iHeffdt |ψ(t)⟩ || , (1.220)

where we have used e−iHeffdt ≈ 1 − iHeffdt.

In fact, this provides an algorithm for calculating the time-evolution of ρ(t) through a stochas-

tic (Monte Carlo) algorithm. Suppose ρ(0) = |ψ(0)⟩ ⟨ψ(0)|, the density matrix is a statistical

mixture of pure states |ψ(t)⟩. Each pure state evolves stochastically and in a time interval

dt, we update the state according to the rule and probability we discussed above. One

can simulate the probability distribution by sampling with the statistics above over many

realizations of the stochastic evolution of |ψ(t)⟩:

ρ(t) = lim
N→∞

1

N

∑
ith realization

|ψi(t)⟩ ⟨ψi(t)| . (1.221)

Therefore, this procedure is also known as the quantum Monte Carlo Wave function simu-

lations of the master equation.
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CHAPTER 2

Hydrodynamics of vorticity

“I consider that I understand an

equation when I can predict the

properties of its solutions, without

actually solving it.”

Paul A. M. Dirac

In this chapter, we study the transport of vorticity in both (semi)classical and quantum

regime. We first explore a robust topological transport carried by vortices in a thin film of

an easy-plane magnetic insulator between two metal contacts. An electric current in one of

the magnetized metal contacts can pump vortices into the insulating bulk. Diffusion and

two-dimensional nonlocal Coulomb-like interaction between these vortices will establish a

steadystate vortex flow. Vortices leaving the bulk produce an electromotive force at another

contact, which is related to the current-induced vorticity pumping by the Onsager reciprocity.

The voltage signal decays algebraically with the separation between two contacts, similarly

to a superfluid spin transport.

We then formulate an experimentally feasible energy-storage concept based on vorticity

(hydro)dynamics within an easy-plane insulating magnet. The free energy, associated with

the magnetic winding texture, is built up in a circular easy-plane magnetic structure by

injecting a vorticity flow in the radial direction. The latter is accomplished by electrically

induced spin-transfer torque, which pumps energy into the magnetic system in proportion

to the vortex flux. The resultant magnetic metastable state with a finite winding number
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can be maintained for a long time because the process of its relaxation via phase slips is

exponentially suppressed when the temperature is well below the Curie temperature.

Finally a quantum theory of vorticity (hydro)dynamics on a general two-dimensional

bosonic lattice is developed. In the classical limit of a bosonic condensate, it reduces to

conserved plasma-like vortex-antivortex dynamics. The nonlocal topological character of the

vorticity flows is reflected in the bulk-edge correspondence dictated by the Stokes theorem.

This is exploited to establish physical boundary conditions that realize, in the coarse-grained

thermodynamic limit, an effective chemical-potential bias of vorticity. A Kubo formula is

derived for the vorticity conductivity—which could be measured in a suggested practical

device—in terms of quantum vorticity-flux correlators of the original lattice model. As an

illustrative example, we discuss the superfluidity of vorticity, exploiting the particle-vortex

duality at a bosonic superfluid-insulator transition.

2.1 Topological Transport of Vorticity in Heisenberg Magnets

2.1.1 Background

Topology and geometry play an important role in modern condensed matter physics [97, 5,

6]. Topological excitations, which are nonlinear order-parameter textures, are interesting

physical objects both theoretically and experimentally [98, 99, 100]. Dynamics of these

excitations can result in conservation laws that do not result from any symmetries of the

system, but rather, derive directly from their topology, rooted in the homotopic properties

of the associated fields. A magnetic insulator is a rich platform to study various classes of

topological excitations and their (hydro)dynamics. On the practical flip side, we can exploit

these excitations to deliver information through charge insulators more effectively than using

decaying quasiparticles, such as phonons or magnons [101, 102]. Chiral domain walls in quasi-

one-dimensional easy-plane (anti)ferromagnets [55, 56], skyrmions in quasi-two-dimensional

magnets [103], and the winding of three-dimensional spin-glass textures [104] have already
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Figure 2.1: A schematic for the proposed injection and detection of vortices. The electric

current in the left magnetized contact pumps vortices into the insulating bulk. The applied

voltage is Vin. The vortices leaving the system through the right magnetized contact sustain

the output voltage Vout. The drag coefficient Cd ≡ Vout/Vin quantifies the efficiency of the

topological vorticity transport.

been investigated extensively, in this context.

Easy-plane magnets support topological excitations referred to as vortices. They are

characterized by the U(1) winding number, similar to superconducting vortices, and thus

are nonlocal, being immune to arbitrary local perturbations (or “surgeries,” in the jargon of

topologists). This makes them more robust for long-ranged transport than the previously

considered topological defects. In addition, their nonlocal nature engenders the Coulomb-like

interaction (logarithmic potential), giving rise to a finite-temperature Kosterlitz-Thouless

transition. Also, vortices are promising candidates for information and energy storage [105].

In this section, we will develop the hydrodynamic picture of vortices and realize a superfluid-

like transport, based on nonsingular textures in easy-plane magnetic materials.

2.1.2 Main results and discussion

To illustrate our key findings, we focus on the two-terminal geometry of Fig. 2.1. An electric

current in the left magnetic metal contact with magnetization M exerts an adiabatic torque
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on the spins of the film at the left boundary. For an appropriate choice of M (polarized out

of the plane), the work done by the torque will energetically bias the vortex injection into

the bulk. By regarding these vortices as classical objects, diffusion and nonlocal Coulomb

interactions will establish a steady-state distribution of vortex density and its flow. This

pumped vorticity will leave the system and induce an electromotive force at the right contact,

according to the Onsager-reciprocal process [106]. Using the drag coefficient Cd ≡ Vout/Vin

to measure the efficiency of this topological transport, we find

Cd = (πηM)2σcσA/L , (2.1)

in the linear-response regime, when L → ∞ (so the magnetic-insulator bulk dominates the

impedance for the vorticity flow). σc and σ here are the conductivity of electrons in the

metal contacts and the effective conductivity of vortices in the insulating bulk, respectively.

η is a phenomenological parameter measuring the contact efficiency of the charge-vorticity

interconversion. L is the length of the magnetic insulator in the x direction, and A is the

cross section of the metal contacts in the xz plane.

A vortex, being a nonlocal spin texture, shows some beneficial features as compared to

chiral domain walls and skyrmions. For instance, the total charge of vorticity is robust to

local surgery, such as caused by thermal spin fluctuations. We have the same total vorticity

charge even if we arbitrarily deform the spin configuration, as long as the changes are local

and not emanating to the boundary. In contrast, local fluctuations could be detrimental to

domain-wall chirality [58] and skyrmion number.

At low temperatures, we can generate a vortex lattice in a magnet by utilizing an adi-

abatic torque on the boundary to control the effective chemical potential associated with

the vorticity. This can serve as a platform to explore fundamental physics of emergent soli-

tonic structures, beyond the Abrikosov vortex lattice in superconductors or the skyrmion

lattice in chiral magnets. Maintaining skyrmionic crystals out of equilibrium, furthermore,

can be more challenging, due to their local character (and the associated finite lifetime,
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when they are metastable). Another important aspect is the long-ranged Coulombic in-

teractions between the vortices. We may exploit the associated nonlinear effects to realize

semiconductor-inspired transport phenomena like junctions. It is also interesting to explore

the natural plasma analogies in the ac response.

2.1.3 Continuity equation and stability

Let us consider a two-dimensional magnetic insulator at low temperatures, such that the

coarse-grained local spin-density field m(t, x, y) = (mx,my,mz) captures its low-energy dy-

namics. The vortex density ρ and flux j constitute the three-current jµ = (ρ, j) [107]:

jµ = ϵµνρϵzbc∂νm
b∂ρm

c/2π , (2.2)

where a, b, c run over three spin-space projections x, y, z and µ, ν, ρ run over three time-space

coordinates t, x, y. It is easy to verify that the density defined in Eq. (2.2) is conserved:

∂µj
µ = 0, so long as the vector field m(t, x, y) is smooth such that ∂µνm = ∂νµm. This is

just the continuity equation: ∂tρ+ ∇ · j = 0.

To see that we can geometrically interpret the current in Eq. (2.2) as a vortex flow, let

us integrate the conserved quantity:

Q =

∫
Ω

ρ dxdy =
1

2π

∫
∂Ω

m2
∥∇ϕ · dl . (2.3)

where we use the Stokes theorem and the fact that ρ is a curl of a vector field. Here,

m∥ ≡ (mx,my) is the planar projection of the vector field, ϕ is its polar angle relative to the

x axis, and Ω, ∂Ω denote the bulk and boundary regions. To ensure that ϕ is well defined,

we should require m∥ ̸= 0. In the case of an easy-plane anisotropy, m∥ = 1 on the boundary

away from the vortex core (normalizing the vector field so that m → 1 away from strong

textures). Since the polar angle ϕ changes by 2πQ in one complete anticlockwise passage

around the core, we indeed see that Eq. (2.2) ia a proper expression for the vortex density

and current. Q is simply a S1 winding number.

76



In the easy-plane limit, the topological robustness is rooted in the map m : S1 → S1,

which can be classified by the fundamental group [27] π1(S
1) = Z. The base manifold is

∂Ω ≃ S1 and m∥ serves as the XY order parameter (hence S1 target manifold, in the

easy-plane case). We can thus see that magnetic textures with different Q are not smoothly

connected to each other, and the total charge, which is completely determined by the bound-

ary configuration, is robust to local surgery. Physically, a vortex is stable because it is a

nonlocal object, which must be moved across the entire system (or towards an antivortex) in

order to be eliminated. According to Eq. (2.2), these topological properties extend to gen-

eral three-component vector field in two spatial dimensions, even in the absence of quantized

vortices.

2.1.4 Vortex charge pumping

We illustrate the injection of vorticity in Fig. 2.1, where the linear electric current density

(per unit thickness) Jin = −Jinŷ in the left contact exerts the local (adiabatic) torque (per

unit area in the yz plane) of the form

τ = ηM ·m(Jin · ∇)m . (2.4)

M = M ẑ here is the (uniform) out-of-plane magnetization of the metallic contact, η is a

phenomenological parameter quantifying the strength of the torque, and m stands for the

(3D) magnetization unit vector along the interface. The work done by this torque on the

magnetic texture dynamics is then proportional to the vorticity inflow:

W =

∫
dtdydz τ · (m× ∂tm) = πηMIinQ , (2.5)

where Iin = Jinl with l being the thickness of the system in the z direction and we use the

fact ∂ym × ∂tm is parallel to m above. Importantly, the torque discriminates between the

topological charges Q of opposite sign. We denote the work for Q = 1 as W+ ≡ πηMIin.

Note that this work is invariant under the xz-plane reflection, which leaves the vortex charge

unchanged [see Fig. 2.2(a)].
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Figure 2.2: Structural symmetries of the vortices and the applied torque setup: (a) Vortex

charge Q is invariant under the xz reflection. (b) A nonequilibrium vortex density can

be controlled by the electric current circulating around the magnetic region. Red points

represent vortex cores. Arrows represent electric current I = I t̂, where the unit vector t̂

curls anticlockwise in the metal contact that is magnetized out of the xy plane.

At low temperatures, we can generate a vortex lattice in a magnet by utilizing the torque

derived above as follows. In this part, we assume the geometry of the sample is circular [see

Fig. 2.2(b)]. For easy-xy-plane magnets, now in two spatial dimensions, the energy is given

by

U =
1

2

∫
Ω

dxdy
[
A(∇m)2 +Km2

z

]
− 1

2

∫
∂Ω

dl ηM ẑ ·
[
m× (I ·∇)m

]
, (2.6)

where the first term is the bulk energy composed of the exchange energy ∝ A and the

anisotropy energy ∝ K, both positive. The second term is the interface energy (integrated

over the boundary of the magnet), due to the torque, which is proportional to the net topo-

logical charge within the magnet. The current is assumed to flow around the magnetic

insulator, tangentially to the boundary: I = I t̂, with t̂ [see Fig. 2.2(b)] defined as the anti-

clockwise unit vector. If the magnetization lies in the xy plane, in a large K approximation,
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the energy can be written in terms of the azimuthal angle ϕ:

U =
A

2

∫
Ω

dxdy (∇ϕ)2 − ηMI

2

∮
∂Ω

dl ·∇ϕ . (2.7)

The second term is quantized as −πηMIQ where Q is the total topological charge. We can

minimize the energy

U(Q) = πAQ2/4 − 2πηMIQ (2.8)

with respect to Q, by considering a configuration ∇ϕ = Q
R2 ẑ×r (corresponding to a uniform

distribution of vortices), where R is the radius of the sample. The first term ∝ Q2 is the

Coulomb interaction energy (which depends on the detailed vortices’ distribution) and the

second, linear term is the torque-induced energy (which controls the effective “chemical

potential” of the vorticity). The equilibrium winding number for a given current I is thus

found to be Q ∼ ηMI/A. For a fixed Q, the vortices could be expected to form a triangular

lattice when R is sufficiently small (depending on the vortex core size a =
√
A/K), in

analogy to the Wigner crystal [108]. In the opposite regime, as there is no neutralizing

background of opposite charge, the vortices should pile up on the edge, which would modify

the above electrostatic consideration.

At finite temperatures, similarly to superfluid films, we expect also a Kosterlitz-Thouless

transition, with the critical temperature of TKT ∼ A/kB. When T > TKT, vortex entropy

wins over their energetic cost, resulting in the proliferation of vortex pairs. We do not expect

the torque-controlled vortex chemical potential to affect the Kosterlitz-Thouless transition

in the thermodynamic limit, due to the long-range repulsion of vortices that prevents an

extensive build-up of vorticity.

2.1.5 Topological spin drag

In this section, we assume the geometry of the sample is a strip [See Fig. 2.1]. Below the

temperature TKT, the vortices are bound into neutral pairs, in thermodynamic equilibrium,

and the vorticity flow should, therefore, vanish in linear response. Above TKT, the free

79



vortices proliferate, which should result in a finite conductivity σ. We then expect the

constitutive relation jx = −σ∂xµ, in terms of the effective electrochemical potential µ =

µc + V . µc ∝ ρ here is the chemical potential determined by the local vortex density ρ and

V is the electrostatic potential due to the nonlocal Coulomb interaction. The current in the

bulk is thus given by

jx = − σ∂xµ = −D∂xρ+ σEx , (2.9)

where D is diffusion coefficient and E = −∇V is the fictitious electric field determined

by ∇ · E = 4π2Aρ(x), with the (open) exchange boundary conditions (i.e., Ey = 0 at

boundaries). The coefficient 4π2A is particular for the logarithmic interaction for vortices.

In a steady state, ∂xjx = 0, we obtain charge distribution ρ(x) ∼ ρLe
−x/ξ + ρRe

(x−L)/ξ in

the bulk, where ξ ≡
√
D/4π2Aσ, when L ≫ ξ. Vortices accumulate near the two ends on

a characteristic lengthscale of ξ. The magnetic bulk thus acts like a parallel-plate capacitor

[see Fig. 2.3(a)]. We can estimate the screening length ξ at high temperatures, T ≫ TKT,

by treating the vortex plasma as nearly ideal and collisionless. To this end, we invoke the

Einstein relation [109]: D/σ = kBT/ρ0, where ρ0 is the equilibrium density of the vortices

(irrespective of their charge). This gives ξ =
√
kBT/4π2ρ0A ∼

√
T/TKTρ0, which can be

interpreted as the Debye-Hückel length of our two-dimensional two-component plasma.

From the reaction-rate theory [110], the vortex inflow at the left boundary is given by

jLx = γ+L (T, I) − γ−L (T, I)

= γL(T )
[
e(W

+−µL)/kBT − e−(W+−µL)/kBT
]

≈ 2γL(T )(W+ − µL)/kBT , (2.10)

in linear response. Here, γ±L (T, I) is the nucleation rate of the vortices with Q = ±1, in the

presence of an applied electric current I [see Fig. 2.3(b)]. γL(T ) ∼ νL(T )e−E0/kBT can be

thought of as the equilibrium injection rate of vortices, in terms of the attempt frequency

νL(T ) and an effective energy barrier E0. Similarly, the vortex outflow at the right boundary
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Figure 2.3: (a) Vortex charge density distribution as a function of position x, for a two-

dimensional strip extended in the transverse direction. The vorticity accumulates near the

two ends with the screening length ξ. The electric-current induced work W+ (per vortex)

at the left end injects vortices into the magnetic bulk. The vortex current is driven by the

electrochemical potential µ. (b) Electrochemical potential µ as a function of position x, in

linear response. At the left boundary, the vortex inflow is given by jLx ∝ W+ − µL, while

its outflow at the right is jRx ∝ µR. The respective edge electrochemical potentials µL,R

parametrize the (adiabatic) work required to add an additional vortex there.

is given by

jRx ≈ 2γR(T )µR/kBT , (2.11)

which is driven by the electrochemical potential µR that builds up in response to the build

up and flow of the vortices from the left contact.

Combining Eqs. (2.9)-(2.11) and imposing jLx = jRx = σ
L

(µL−µR), we find for the steady-

state current along the x direction:

jx =
W+

L
σ

+ kBT
2

(
1
γL

+ 1
γR

) . (2.12)

The dynamics of the order parameter at the right terminal induces an electromotive force

[111] ε = πηj×M, according to the Onsager reciprocal relation [106], where j is the vorticity

outflow normal to the interface and, as before, we are assuming M ∝ ẑ. This translates into
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the induced normalized voltage

Vout
Vin

=
(πηM)2σcA

L
σ

+ kBT
2

(
1
γL

+ 1
γR

) , (2.13)

where σc is the (Ohmic) conductivity of the metal contacts and A their cross section in the

xz plane. This (negative) drag coefficient between the two metal contacts, which is mediated

by the vorticity flow in the magnetic insulator, scales algebraically ∝ L−1 when L → ∞,

which is a generic feature of topological hydrodynamics.

In the limit of narrow metal contacts (in the x direction) and a strong magnetic proximity

effect due to the magnetic insulator, we can estimate ηM ∼ ℏ/e (in analogy to the adiabatic

torques that were invoked in Ref. [103] for the generation of skyrmion hydrodynamics).

Note, however, that for wider contacts, η will scale inversely with their thickness, according

to the definition (2.4), so the drag (2.13) will ultimately vanish as A−1. The vorticity

hydrodynamics is also expected to get suppressed as the system is scaled up along the z axis.

In this limit, as the vortices become larger, TKT increases, the vortex mobility diminishes,

while their pinning tendency increases.

2.1.6 Generalization to higher dimensions

Let us consider a σ model with symmetry O(n + 1), denoting the order parameter field by

m = (m1, · · · ,mn+1), in d spatial dimensions. There are two types of topological excitations,

in general. The first type is similar to skyrmions, where we collect the infinity at one

point, such that the base manifold becomes Sd. The order parameter lives in the coset

O(n + 1)/O(n) ≃ Sn since a vectorial order parameter breaks the symmetry O(n + 1)

down to O(n) when the direction of m is specified. Topologically-distinct textures are then

classified by πd(S
n). When d = n, we get skyrmionic textures, according to πn(Sn) = Z.

The associated skyrmion current is given by [27]

Jµ = ϵµν1···νnϵa1···an+1m
a1∂ν1m

a2∂ν2m
a3 · · · ∂νnman+1 , (2.14)
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where we use the Greek letters for space-time indices and the Roman letters for field indices.

Leaving the boundaries free, in the d = n case, however, results in another type of

excitation. It is analogous to the two-dimensional vorticity and thus more robust than

skyrmions due to its nonlocality. To understand this, let us switch to the boundary of a

region in Rd as the base manifold. We can also effectively reduce the dimensionality of the

order-parameter space by introducing a hard-axis anisotropy: This gives m∥ = (m1, · · · ,md).

Therefore, the order-parameter manifold is now Sd−1. The possible topological textures are

classified according to πd−1(S
d−1) = Z on the boundary. Such vorticity-type excitations can

always be introduced by adding hard axes, as long as n + 1 ≥ d. To make this physically

meaningful, we need m∥ ̸= 0 on the boundary.

Let us now explicitly construct the generalization of vorticity hydrodynamics, for d =

n > 1, as suggested by πd−1(S
d−1) = Z. The higher-dimensional vorticity current, which

obeys the continuity equation ∂µj
µ
a ∀a, is given by

jµa = ϵµν1···νnϵaa1···an∂ν1m
a1∂ν2m

a2 · · · ∂νnman . (2.15)

To reproduce our preceding discussion of the two-dimensional vorticity flow, we take d =

n = 2 and a = z. We can, therefore, regard the vorticity density (3.13) as the z component

of a vector ρ⃗ = (j0x, j
0
y , j

0
z ), which is a conserved three-dimensional quantity (corresponding

physically to different projections of the order-parameter field). This vectorial vorticity ρ⃗

is an axial vector, which is invariant under spatial inversion and time reversal. Note the

vorticity (2.15) and skyrmion current Jµ are related via Jµ = jµama, in arbitrary dimensions.

The d = n = 1 case is special. The corresponding order-parameter field is two-dimensional:

m = (mx,my). The vorticity density and current are given by

jµa = ϵµνϵab∂νm
b , (2.16)

where µ, ν can be t, x and a, b can be x, y. For example, if we choose a = x, then ρ = ∂xm
y
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and jx = −∂tmy. Note that the total vorticity charge is bounded:

|Q| =
∣∣∣ ∫ R

L

∂xm
ydx
∣∣∣ = |my(R) −my(L)| ≤ 2 , (2.17)

which is due to π0(S
0) = Z2.

2.1.7 Summary and discussion

—It is important to note that we avoid the singular treatment [112] of vortex density by

allowing the order parameter to come out of plane in the core. As a result, we have a

smooth expression for the vortex density (3.13) in terms of the order-parameter field. This

density is a conserved quantity obeying a continuity equation, which can thus exhibit a

hydrodynamic behavior. We construct the torque (2.4) that is able to inject vortices and

show the vortices can mediate algebraically-decaying transconductances in electrical circuits.

In contrast to winding or skyrmions, vortices are “charged” spin textures, which endows them

with some beneficial features. For example, vortices are robust against any local perturbation

resulted from thermal fluctuation [58], as different topological sectors are distinct globally.

Furthermore, vortices provide a possibility to realize pn junctions or diodes for spintronic

systems, due to their Coulombic interactions, and may offer opportunities for information

and energy storage [105]. Another important point is that we do not require the magnitude

of the order parameter to be fixed to have a conserved density. This is again in contrast to

winding and skyrmions, where the hydrodynamic picture breaks down when there are strong

fluctuations in the order-parameter magnitude. In this sense, the vortex transport is more

stable than other types of spin and topological flows.

Finally, we remark that our phenomenology of two-dimensional vortex hydrodynamics

applies equally well to the antiferromagnetic as well as ferromagnetic films. This is under-

stood from the fact that all the pertinent expressions for the vorticity current, torque, work,

etc., are even in the magnetic order parameter m. In a collinear bipartite antiferromag-

net, the corresponding contributions from the two sublattices can thus effectively add up,

84



resulting in the same phenomenology.

2.2 Energy storage in magnetic textures driven by vorticity flow

2.2.1 Background

The centerpiece of the global energy challenge today is a viable method for energy storage,

whose key is to convert captured energy into forms that are convenient or economic for

long-term storage. Commonly used forms of energy storage are based on chemical energy

(lithium-ion batteries), gravitational energy (hydroelectric dam), thermal energy (molten

salt), etc. Recent progress in the field of spintronics enables us to manipulate magnetic

textures in numerous ways [113, 14, 1], which inspires the possibility of storing energy in the

exchange energy associated with topological magnetic textures [105].

Here, we propose a feasible scheme for energy storage in the topological magnetic winding

texture of a magnetic insulator. The physical mechanism for charging or discharging is

through the control of radial vorticity flows in a Corbino geometry. A “phase slip” in a

spin superfluid [57, 58] is known to reduce the phase winding of a one-dimensional system

with XY order by 2π, by sending a vortex across it. Vice versa, driving a vortex flow in

the opposite direction will naturally build up the winding number, and hence the magnetic

exchange energy. Different from Ref. [105], where a locally-induced spin Hall torque is used

to produce spin winding of a one-dimensional magnetic loop, the present proposal is based

on a quasi-two-dimensional annulus, where a spin-transfer torque is applied over the entire

area of the magnetic film, in order to inject an isotropic radial vortex current. This vorticity

flow is accomplished at elevated temperatures, where the magnetic system may be disordered

with no XY order present, even locally. The topological protection of the induced winding

is recovered when, after texturing the magnet by the vortex flow, we cool the system in order

to prevent any parasitic phase slips.

Although our structure is limited in terms of energy density compared with the prevalent
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lithium-ion battery technology, our approach does have a few advantages. First, magnetic

systems are highly nonvolatile and endurable. Magnetic textures protected by nontrivial

topological numbers, such as domain walls, vortices, and skyrmions, have already been em-

ployed in memory and logic devices [114, 3, 99, 115]. Energy can be stored over an extremely

long time scale, with essentially no degradation in charging and discharging cycles. Second,

magnetic batteries can be naturally incorporated into spintronic circuits [114, 12, 116, 117],

neuromorphic platforms [118, 119, 120, 121], and quantum-information processing tasks

based on insulating magnets [122, 23, 123], rendering coherent and low-dissipation oper-

ations based purely on spin dynamics. Third, common magnetic materials are environmen-

tally friendly and the development of magnetic batteries is another possible avenue leading

to the goal of clean energy.
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Figure 2.4: The ring-shaped bilayer with a radius r, width δr, and heights hm for the

magnetic insulator and hc for the metal contact. The order parameter of this magnetic

insulator with easy-xy-plane anisotropy is parametrized by the spin space azimuthal angle

φ. The (ferromagnetic) metal layer has a uniform magnetization M = M ẑ and an azimuthal

current I. The electric current induces a vortex flow Iv in the radial direction, which builds

up an azimuthal winding density ∂lφ of the magnetic order parameter, where l(= rθ in polar

coordinates) is the polar position in the plane of the annulus.
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2.2.2 Central concept

To illustrate our concept, we consider the annulus structure depicted in Fig. 2.4. A thin-film

easy-plane magnetic insulator is placed on top of a metal contact. The magnetic insulator can

be ferro– or antiferromagnetic, with a vectorial order parameter n(r, t) which fluctuates in

both direction and magnitude. The in-plane texture is described by the spin space azimuthal

angle φ(l, t), where l is the polar position. The metal annulus has a uniform magnetic order

M = M ẑ.

We define the vorticity 3-current in (2 + 1) dimensions within the thin-film magnetic

insulator as

J µ = ϵµνρẑ · (∂νn× ∂ρn)/2π, (2.18)

which is carried by the magnetic texture [15]. Here ϵµνρ is the Levi-Civita symbol (with the

Einstein summation implied over the Greek indices µ = 0, 1, 2 ↔ t, x, y). The current obeys

a topological conservation law, ∂µJ µ = 0. The total vortex number in the bulk Ω,

N =

∫
Ω

dxdy J 0 =
1

2π

∫
∂Ω

d⃗l n2
∥ ∇⃗φ, (2.19)

by Stokes theorem, is also the total winding number at the boundary ∂Ω. Here n∥ is the

easy-plane projection of the order parameter n. We remark that this construction is true

not only at the low-temperature regime, where N is integer-valued, but also applicable at

high temperatures and the paramagnetic regime (even in the lattice limit [16]), where the

vortex number is not quantized.

To load the free energy associated with the magnetic winding texture, we operate the

magnetic system near the Curie temperature (paramagnet regime) so that vortices and anti-

vortices deconfine to form a two-dimensional, two-component plasma with finite vortex con-

ductivity σv [15]. A constant electric current I circulating in the magnetic metal contact

(see Fig. 2.4) energetically biases a radial vortex flow Iv [15] based on symmetry analysis.

The electric current and vortex current are Magnus cross-coupled as shown in Fig. 2.5(a).

We articulate the detailed mechanism in a later section.
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(b)
<latexit sha1_base64="nvmtgWEx7qwPdQ+Ek+1IsFecZyE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahXkoigh6LXjxWtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzSRBP6JDyUPOqLHSQzU475crbs2dg6wSLycVyNHol796g5ilEUrDBNW667mJ8TOqDGcCp6VeqjGhbEyH2LVU0gi1n81PnZIzqwxIGCtb0pC5+nsio5HWkyiwnRE1I73szcT/vG5qwms/4zJJDUq2WBSmgpiYzP4mA66QGTGxhDLF7a2EjaiizNh0SjYEb/nlVdK6qHluzbu/rNRv8jiKcAKnUAUPrqAOd9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AGKMI1L</latexit><latexit sha1_base64="nvmtgWEx7qwPdQ+Ek+1IsFecZyE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahXkoigh6LXjxWtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzSRBP6JDyUPOqLHSQzU475crbs2dg6wSLycVyNHol796g5ilEUrDBNW667mJ8TOqDGcCp6VeqjGhbEyH2LVU0gi1n81PnZIzqwxIGCtb0pC5+nsio5HWkyiwnRE1I73szcT/vG5qwms/4zJJDUq2WBSmgpiYzP4mA66QGTGxhDLF7a2EjaiizNh0SjYEb/nlVdK6qHluzbu/rNRv8jiKcAKnUAUPrqAOd9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AGKMI1L</latexit><latexit sha1_base64="nvmtgWEx7qwPdQ+Ek+1IsFecZyE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahXkoigh6LXjxWtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzSRBP6JDyUPOqLHSQzU475crbs2dg6wSLycVyNHol796g5ilEUrDBNW667mJ8TOqDGcCp6VeqjGhbEyH2LVU0gi1n81PnZIzqwxIGCtb0pC5+nsio5HWkyiwnRE1I73szcT/vG5qwms/4zJJDUq2WBSmgpiYzP4mA66QGTGxhDLF7a2EjaiizNh0SjYEb/nlVdK6qHluzbu/rNRv8jiKcAKnUAUPrqAOd9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AGKMI1L</latexit><latexit sha1_base64="nvmtgWEx7qwPdQ+Ek+1IsFecZyE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahXkoigh6LXjxWtB/QhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzSRBP6JDyUPOqLHSQzU475crbs2dg6wSLycVyNHol796g5ilEUrDBNW667mJ8TOqDGcCp6VeqjGhbEyH2LVU0gi1n81PnZIzqwxIGCtb0pC5+nsio5HWkyiwnRE1I73szcT/vG5qwms/4zJJDUq2WBSmgpiYzP4mA66QGTGxhDLF7a2EjaiizNh0SjYEb/nlVdK6qHluzbu/rNRv8jiKcAKnUAUPrqAOd9CAJjAYwjO8wpsjnBfn3flYtBacfOYY/sD5/AGKMI1L</latexit>

Cv
<latexit sha1_base64="TRoaRL/Gn+NykZTEMNlR2NvhGLk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOxF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M63O/PeHaiFg94TThfkSHSoSCUbTSY70/6ZcrbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6K4a2fCZWkyBVbLgpTSTAm87/JQGjOUE4toUwLeythI6opQ5tOyYbgrb68TlpXVc+teg/XldpdHkcRzuAcLsGDG6jBPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAjho2w</latexit><latexit sha1_base64="TRoaRL/Gn+NykZTEMNlR2NvhGLk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOxF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M63O/PeHaiFg94TThfkSHSoSCUbTSY70/6ZcrbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6K4a2fCZWkyBVbLgpTSTAm87/JQGjOUE4toUwLeythI6opQ5tOyYbgrb68TlpXVc+teg/XldpdHkcRzuAcLsGDG6jBPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAjho2w</latexit><latexit sha1_base64="TRoaRL/Gn+NykZTEMNlR2NvhGLk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOxF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M63O/PeHaiFg94TThfkSHSoSCUbTSY70/6ZcrbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6K4a2fCZWkyBVbLgpTSTAm87/JQGjOUE4toUwLeythI6opQ5tOyYbgrb68TlpXVc+teg/XldpdHkcRzuAcLsGDG6jBPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAjho2w</latexit><latexit sha1_base64="TRoaRL/Gn+NykZTEMNlR2NvhGLk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOxF48V7Qe0oWy2m3bpZhN2J4US+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSMnGqGW+yWMa6E1DDpVC8iQIl7ySa0yiQvB2M63O/PeHaiFg94TThfkSHSoSCUbTSY70/6ZcrbtVdgKwTLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjks1IvNTyhbEyHvGupohE3frY4dUYurDIgYaxtKSQL9fdERiNjplFgOyOKI7PqzcX/vG6K4a2fCZWkyBVbLgpTSTAm87/JQGjOUE4toUwLeythI6opQ5tOyYbgrb68TlpXVc+teg/XldpdHkcRzuAcLsGDG6jBPTSgCQyG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwAjho2w</latexit>

I
<latexit sha1_base64="nRAJNhMEYHCrj/BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit><latexit sha1_base64="nRAJNhMEYHCrj/BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit><latexit sha1_base64="nRAJNhMEYHCrj/BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit><latexit sha1_base64="nRAJNhMEYHCrj/BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit>

R
<latexit sha1_base64="NfFBQKCbADihv37V0PCkDJe5Zns=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUuO+XK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBrKGM1g==</latexit><latexit sha1_base64="NfFBQKCbADihv37V0PCkDJe5Zns=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUuO+XK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBrKGM1g==</latexit><latexit sha1_base64="NfFBQKCbADihv37V0PCkDJe5Zns=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUuO+XK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBrKGM1g==</latexit><latexit sha1_base64="NfFBQKCbADihv37V0PCkDJe5Zns=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUuO+XK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBrKGM1g==</latexit>

L
<latexit sha1_base64="5puov2m8/Zu/Hvbse1+ETxmDeIg=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoY2GRgPmA5Ah7m7lkzd7esbsnhCO/wMZCEVt/kp3/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e3Mbz+h0jyWD2aSoB/RoeQhZ9RYqXHfL1fcqjsHWSVeTiqQo94vf/UGMUsjlIYJqnXXcxPjZ1QZzgROS71UY0LZmA6xa6mkEWo/mx86JWdWGZAwVrakIXP190RGI60nUWA7I2pGetmbif953dSE137GZZIalGyxKEwFMTGZfU0GXCEzYmIJZYrbWwkbUUWZsdmUbAje8surpHVR9dyq17is1G7yOIpwAqdwDh5cQQ3uoA5NYIDwDK/w5jw6L86787FoLTj5zDH8gfP5A6OJjNA=</latexit><latexit sha1_base64="5puov2m8/Zu/Hvbse1+ETxmDeIg=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoY2GRgPmA5Ah7m7lkzd7esbsnhCO/wMZCEVt/kp3/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e3Mbz+h0jyWD2aSoB/RoeQhZ9RYqXHfL1fcqjsHWSVeTiqQo94vf/UGMUsjlIYJqnXXcxPjZ1QZzgROS71UY0LZmA6xa6mkEWo/mx86JWdWGZAwVrakIXP190RGI60nUWA7I2pGetmbif953dSE137GZZIalGyxKEwFMTGZfU0GXCEzYmIJZYrbWwkbUUWZsdmUbAje8surpHVR9dyq17is1G7yOIpwAqdwDh5cQQ3uoA5NYIDwDK/w5jw6L86787FoLTj5zDH8gfP5A6OJjNA=</latexit><latexit sha1_base64="5puov2m8/Zu/Hvbse1+ETxmDeIg=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoY2GRgPmA5Ah7m7lkzd7esbsnhCO/wMZCEVt/kp3/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e3Mbz+h0jyWD2aSoB/RoeQhZ9RYqXHfL1fcqjsHWSVeTiqQo94vf/UGMUsjlIYJqnXXcxPjZ1QZzgROS71UY0LZmA6xa6mkEWo/mx86JWdWGZAwVrakIXP190RGI60nUWA7I2pGetmbif953dSE137GZZIalGyxKEwFMTGZfU0GXCEzYmIJZYrbWwkbUUWZsdmUbAje8surpHVR9dyq17is1G7yOIpwAqdwDh5cQQ3uoA5NYIDwDK/w5jw6L86787FoLTj5zDH8gfP5A6OJjNA=</latexit><latexit sha1_base64="5puov2m8/Zu/Hvbse1+ETxmDeIg=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5E0DJoY2GRgPmA5Ah7m7lkzd7esbsnhCO/wMZCEVt/kp3/xk1yhSY+GHi8N8PMvCARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8e3Mbz+h0jyWD2aSoB/RoeQhZ9RYqXHfL1fcqjsHWSVeTiqQo94vf/UGMUsjlIYJqnXXcxPjZ1QZzgROS71UY0LZmA6xa6mkEWo/mx86JWdWGZAwVrakIXP190RGI60nUWA7I2pGetmbif953dSE137GZZIalGyxKEwFMTGZfU0GXCEzYmIJZYrbWwkbUUWZsdmUbAje8surpHVR9dyq17is1G7yOIpwAqdwDh5cQQ3uoA5NYIDwDK/w5jw6L86787FoLTj5zDH8gfP5A6OJjNA=</latexit>

I
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vortices

electrons

Figure 2.5: (a) Schematic in Fig. 2.4 shows two viscously coupled hydrodynamic entities:

one is electron flow I and the other is vortex flow Iv. (b) The electrical circuit, with a current

I, resistance R, self-inductance L (due to geometry), and effective impedance Zv(ω) arising

from the vortex-flow back-action on the electric circuit. (c) Within the vortex circuit, the

electric current I acts as a bias V = γI/hc for the vortex flow, where γ/hc parametrizes the

Magnus force between the electron and vortex degrees of freedom. Vortex flow through the

magnetic bulk experiences resistance Rv which is temperature dependent. The accumulated

magnetic texture stores energy according to the capacitance Cv.

Using this externally driven vortex flow, we are able to reverse the typical “phase-slip”

process in superfluids [57, 58, 30, 124] and build up a finite order-parameter winding density

∂lφ in the magnetic insulator. The rate of change of the magnetic winding number and the

intensity of the vorticity flow are related by the conservation law for the vortex 3-current

(2.18):

dN /dt = Iv. (2.20)

As the winding number accumulates, the magnetic configuration builds up a finite free-energy

and exerts a restoring force on the vortex flow, which decays exponentially and eventually

vanishes when the restoring force balances the external drive. This type of process is analo-
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gous to the experimental proposal by Pearl [125], in which a magnetic screw rotating inside

a superconducting cylinder is used to propagate vortices radially in order to increase the

azimuthal superflow. In this system, the mechanical energy of the rotating magnetic screw

is converted into the energy associated with the increased winding of the order parameter.

Similarly, our system converts electrical energy into the exchange energy of the magnetic

texture.

Tuning the temperature for our magnetic system well below the Curie temperature Tc

keeps the winding texture within plane, due to the easy-plane anisotropy, thus endowing

it with topological protection. In this regime, the conductivity of vortices and hence the

unwinding process is exponentially suppressed. As a result, the energy associated with the

magnetic texture can be stored indefinitely in the absence of an external drive. To release

the energy stored in the magnetic winding texture, we can simply raise the temperature near

Tc and make use of the natural vortex flow in the “phase-slip” regime. The electromotive

force from the vortex flow becomes the output voltage of the magnetic battery.

2.2.3 Main results

As we explain below, the dynamics of the system in Figs. 2.4, 2.5 can be understood by

mapping to two coupled circuits, one for electron flow and the other for topological charge

(vortex) flow. For the topological charge circuit [see Fig. 2.5(c)], the electric current I in the

metal contact plays the role of a bias, which applies the vortex-motive force γI/hc, triggering

a vortex current Iv. Here γ/hc is an interfacial spin-transfer torque parameter to be defined

below. The magnetic insulator itself behaves like a vortex capacitor (Cv) and resistor (Rv)

in series.

For the electric circuit, a reciprocal electromotive force EEMF = γIv/hc arises from the

coupling between electron and vortex dynamics [126, 127], in series with the resistance R

and the geometric inductance L of the metal contact. The Onsager reciprocity [106] between
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the two circuits can be expressed in the compact form V = R̂I,V
Vv

 =

R + L d
dt

γ/hc

−γ/hc Rv

 I

Iv

, (2.21)

where V is the electric voltage drop across the metallic contact and Vv = −Q/Cv is the ef-

fective chemical potential associated with the accumulated topological charge Q ≡ N 1. We

will see that the electromotive force results in an impedance in the electric circuit, interpolat-

ing between a resistance (in the high-frequency response, compared with the characteristic

RvCv time) and an inductance (at low frequencies). As we discuss below, this inductance can

be comparable with the geometrical inductance within the electric circuit, and, therefore,

we propose to characterize the vorticity-current interaction through its contribution to the

electrical rf inductance.

Lastly, by neglecting the geometric inductance L, we estimate the charging efficiency,

defined to be the ratio of the total energy stored to the total energy input, as

η =
1/2

RRvh2c/γ
2 + 1

, (2.22)

from which we see explicitly that the efficiency benefits from a thinner metal contact hc.

The three parameters (R,Rv, and γ/hc) correspond to three dissipation channels: electrical

resistance of the metal, resistance of the vortex current in the magnetic insulator, and their

mutual resistance, respectively.

2.2.4 Biased vortex flow

A motive bias for vortex flow is established by a circulating electric current I (see Fig. 2.4)

in a magnetically polarized metal contact (M = M ẑ). This current exerts a long-wavelength

torque (per unit area) on the magnetic texture [15],

τ = γ nz (⃗j · ∇⃗)n, (2.23)

1Note that the resistance matrix R̂ is antisymmetric since the metallic magnetization flips sign under
time reversal (when one invokes Onsager reciprocity). One can also easily check the positive-definiteness of
the dissipation IT ·V ≥ 0.
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where j = I/hcδr is the azimuthal electric current density and nz is the z component of the

magnetic order parameter. γ ≡ sign(M) πℏheff/e, where the lengthscale heff can be loosely

interpreted as the spatial extent of the torque, as a proximity effect at the interface, within

the insulator. The torque does work upon magnetic dynamics at the rate

Ẇ =

∫
dxdy τ · (n× ṅ) = γ

∫
dxdy (J⃗ × j⃗) · ẑ, (2.24)

where the integration is performed over the interface. Here, we have taken, for simplicity, the

magnitude of the order parameter to be fixed, n = 1. In the high-temperature regime, where

n is fluctuating strongly, a similar result is expected, albeit with a renormalized prefactor.

Eq. (2.24) indicates that the coupling between electron and vortex dynamics is Magnus

cross-like (see Fig. 2.5(a)). In other words, the electric current tangential to a magnetic

interface produces a Magnus force on vortices, resulting in a transverse vortex flow, and vice

versa. This underlies the mechanism for building up and relaxing the winding texture in the

magnetic insulator.

2.2.5 Mapping onto two coupled circuits

We first consider the vortex dynamics in the magnetic insulator, by exploiting the dual-

ity between the XY magnet and electrostatics in two dimensions [128, 129]. In the low-

temperature regime (for simplicity) n is in plane and has a fixed magnitude (though, the

results we obtain also generalize to the high-temperature regime where the magnitude of n

is allowed to fluctuate). The duality is accomplished by identifying the total winding of the

magnetic order parameter with the electric charge Q = N , and the spatial gradients of the

order-parameter angle with the electric field E⃗ = A∇⃗φ× ẑ, where A is the order-parameter

stiffness. We can now recast the definition of the winding number (2.19) as Gauss’s law

for the electric charge
∫
ds⃗ · E⃗ = Q/ϵ, where ds⃗ = d⃗l × ẑ is the line element in the radial

direction and ϵ = 1/A is the permittivity (note that making this identification requires the

topological charge to be Q = 2πN , where N is the winding number). Mapping the energy
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expression for the insulating magnet to electrostatic notation, gives

E = hm
A
2

∫
dxdy (∇⃗φ)2 = hm

∫
dxdy

ϵ E⃗2

2
, (2.25)

where hm is the height of the magnetic insulator.

Therefore, driving topological charges (vortices) from the inner edge to the outer edge

can be interpreted as a charging-capacitor process, which is triggered by a charge transfer

(that is linked to the winding number) across the annulus. Noting that the power (2.24)

can be rewritten as Ẇ = γIIv/hc, we can view the metallic contact as a battery with

voltage V = γI/hc acting on a vortex RvCv circuit, as illustrated in Fig. 2.5. The effective

capacitance can be extracted by simply equating the energy (2.25) with E = Q2/2Cv, whereas

Ohm’s law [130] J⃗ = −σv∇⃗µ gives the resistance Rv = ∆µ/Iv, where Iv = 2πrJ is the vortex

current and ∆µ is the motive force on the vortex flow. Thus, we arrive at the effective vortex

capacitance and resistance

Cv =
1

A
2πr

hmδr
, Rv =

1

σv

δr

2πr
. (2.26)

Here σ−1
v is the vortex resistivity whose main contributions arise from vortex collisions (such

as umklapp scattering, disorder, etc) and Gilbert damping.

The vortex current acts reciprocally on the electric circuit, as summarized in Eq. (2.21),

from which we wish to determine its effective impedance in the electric current. After Fourier

transforming and solving for the electric response, we arrive at the total impedance:

Z(ω) ≡ V (ω)

I(ω)
= R + iωL+

iωCvγ
2/h2c

1 + iωRvCv
, (2.27)

where the last term [henceforth denoted Zv(ω)] is the vorticity impedance, arising from the

coupling between electron and vortex dynamics. In the high frequency regime (ω ≫ 1/τ)

where τ = RvCv is the time scale of the vortex charging (or discharging) process, one obtains

Zv(ω) = γ2/h2cRv, indicating that the magnetic insulator, generating an electromotive force

against the input electric current, behaves like a resistor in the electric circuit. In the opposite

regime where ω ≪ 1/τ , we have Zv(ω) = iωCvγ
2/h2c , suggesting that the magnetic insulator

plays the role of an inductor with Lv = Cvγ
2/h2c .
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2.2.6 Battery efficiency and quantitative estimates

The dc electric current I flowing in the metal contact [Fig. 2.4] eventually results in a

steady-state magnetic texture with winding density ∂lφ = γI/Ahchmδr, and an associated

free energy

E =
1

2
CvV2 =

1

A
πr

hmδr

(γI
hc

)2
, (2.28)

at time t ≫ τ = RvCv = 1/Aσvhm. Here, the vortex conductivity σv = ρvµ = ρvD/kBT

depends on the temperature through the free-vortex density ρv and vortex mobility µ (via

the Einstein relation). In the extreme limit T ≪ Tc, where ρv ∼ 0, we have zero vortex

conductivity leading to τ → ∞. In the opposite regime (above the Curie temperature

Tc ∼ J/kB), the order parameter varies on the atomic scale, ρv ∼ 1/a2 and D ∼ Ja2/ℏ,

giving the lower bound of the charging time τ ∼ ℏ/J . Thus, the vortex conductivity σv and

τ are highly tunable by temperature.

To estimate the efficiency η of the charging process, we neglect the geometrical inductance

of the metal contact and allow the device to charge for a time τ . The charging will be

accomplished by using a single square-wave pulse of current I. The total external energy

input during the charging process is

W =

∫ τ

0

dt I V (t) = I2Rτ + τ
V2

Rv

(1 − e−1), (2.29)

where V (t) is the electric voltage drop across the metal contact that can be obtained by

solving Eq. (2.21). These terms take into account the energy loss due to Joule heating and

vortex motion as well as the stored energy within the magnetic texture. The numerical factor

of the second term is of order unity, replacing this factor with one leads to the efficiency

defined in Eq. (2.22) of the charging-process. Considering the regime where τ ∼ ℏ/J , we

have RRvh2c
γ2

∼ hmhc
h2eff

1/k2F
a d

, where d and kF are the mean free path and Fermi wave number of

electrons within the metal, respectively. It is clear that the efficiency benefits from improving

the conducting quality of the metal and decreasing thicknesses of both insulating magnet and

metallic contact, which makes sense intuitively. When taking the geometrical inductance L
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into account we can improve the efficiency further. In the limiting case of L → ∞, where

the charging process is adiabatic, the efficiency can, in principle, approach 1.

The maximal energy-storage capacity, another quantity of interest, is dictated by the

Landau criterion for energetic stability [55], where the magnetic texture is maximally wound.

It is achieved when the winding texture energy [∼ A(∂lφ)2] is comparable to the easy-plane

anisotropy energy (∼ K) that fixes the winding within the easy-plane. Let us take the bulk

stiffness to be A = 5 × 10−12 J/m, an easy-plane anisotropy strength of K = 5 × 105 J/m3,

and mass density 5.11 g/cm3 (yttrium iron garnet), which yields for the winding density

1/∂lφ =
√
A/K ∼ 3 nm and a specific energy density of 0.1 J/g. Such an energy can be

loaded by applying an electric current density of 1012A/m2 within a thin metal contact,

which is feasible experimentally [99]. We can further increase the specific energy density

by enhancing the easy-plane anisotropy. For example, in the extreme limit where the order

parameter can vary on the atomic scale, 1/∂lφ ∼ a, we have the specific energy density

104 J/kg, which is about an order of magnitude below the capacity of lithium-ion batteries.

To characterize the vorticity-current interaction, which underlies the mechanism of our

proposal, we suggest measuring its contribution to the electric inductance in the rf response.

To this end, we note that Lv can be manufactured to be comparable with the geometrical

inductance L: Lv

L
∼ 1

α2

e2/a
J

a2

hmδr
∼ 1, where α is the fine structure constant and we have used

δrhm ∼ 100 nm2. Alternatively, one can measure the (transient) vortex discharging process,

where the electric voltage of the metal is V (t) = Vmaxe
−t/τ , by solving Eq. (2.21) with an

open electric circuit. For a thin contact (hc ∼ heff), one obtains that Vmaxτ ∼ ℏ
e

r√
A/K

.

Assuming r ∼ 1 µm and τ ∼ 10 ns which should be easily accessed experimentally, we get

a measurable voltage drop of Vmax ∼ 10−4 V.

2.2.7 Summary and outlook

We have proposed an experimentally feasible energy storage concept in insulating magnets

based on the collective transport of vortices, emerging out of the topologically nontrivial real-
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space order-parameter textures. This allows to utilize the current-magnet interaction with

a focus on the dynamics of topological textures rather than the conventional spin currents.

The energy associated with the winding texture can be loaded by electric means which biases

vortex flow within the magnet [15, 16]. The system is mapped onto two coupled circuits,

where we interpret the energy-loading process as a capacitor-charging action. This energy

storage is attractive due its potential longevity [131, 132], endowed by the topological nature

of vorticity, and its compatibility with integrated spintronic circuits [114, 12, 116, 117] and

quantum-information processes based on insulating magnets [122, 23, 123].

Note that the heating/cooling in the vicinity of Tc (which may be a natural consequence

of the Joule heating by the applied current) is invoked in our proposal only to change

the vorticity transport parameters, which effectively undergo a transition between diffusive

(above Tc) and insulating (below Tc) behaviors. The associated dissipation of energy (by

Joule heating) is accounted for in our analysis and would not be of much concern otherwise

if the vortex conductivity changes significantly over a small temperature range. Other ways

to modulate the impedance of vorticity may in principle be developed in the future.

One could envision a variety of generalizations of our proposal by exploiting different

topological hydrodynamics. An immediate example is the magnetic hedgehog in three di-

mensions. When a hedgehog passes through a chiral magnet [133], a finite skyrmion density

is built up which is associated with finite energy and can be devised to store energy. The

resultant skyrmion density is protected by Dzyaloshinskii-Moriya interaction which plays a

role of easy-plane anisotropy for winding texture. We remark that this is the generic prop-

erty of n-dimensional nonlocal topological defects, which would establish (n−1)-dimensional

nonlinear textures when they flow through a medium, dictated by the generalized Stokes’

theorem. Other types of topologically conserved local defects, such as skyrmions in two-

dimensional magnetic films [103] and three-dimensional skyrmionic textures in frustrated

magnets [134], can also be quite valuable potentially for energy-storage purposes. These sys-

tems provide ample opportunities to explore energy storage concepts based on spin degrees
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of freedom and deserve further investigation.

2.3 Quantum hydrodynamics of vorticity

2.3.1 Background

It is now well appreciated that electrically insulating materials may exhibit a wealth of neu-

tral transport phenomena. The underlying conserved quantities may emerge out of certain

symmetries associated with the microscopic spin [9, 113] or pseudospin (e.g., valley [135])

degrees of freedom or, alternatively, topology of the collective dynamics [14]. The former sce-

nario, which has been most thoroughly exploited in the field of spintronics [9, 113], concerns

the spin angular momentum along a high symmetry axis of the pertinent heterostructure. As

the full axial symmetry is inevitably broken in spin space, at some level, the resultant spin

hydrodynamics is always approximate, being useful only on some finite time and/or length

scales. The topological hydrodynamics, on the other hand, is potentially more robust, as

it is rooted in the topological structure of the dynamical variables rather than any specific

structural symmetries [14]. At the heart of this are conservation laws constructed out of

a topological invariant of the dynamical field configurations, such as the winding number

of a one dimensional XY model [56, 17] or a superfluid [124] or the skyrmion number of a

two-dimensional Heisenberg model [103]. These topological invariants are endowed by the

homotopic properties of the smooth field configurations of the bulk, following, for example,

the πn(Sn) = Z group-theoretic structure of the n-th homotopy on d-sphere, when n = d [27].

The integer on the right-hand side here counts the conserved topological “charge” that can

be associated with the dynamical fields. Being conserved in the bulk, this effective charge

can, nonetheless, flow in and out of the medium through its boundaries, which hints at a

possibility of its control: The (nonequilibrium) boundary conditions could be devised to

bias injection of the topological charge of certain sign and, reciprocally, detect its outflow

elsewhere [14]. This points to a conceptual possibility of assigning a bulk conductivity to
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the topological charge fluctuations in the material, which could potentially extend many of

the useful and intuitive notions associated with the charge conductivity to broad classes of

insulating materials. Both device possibilities and novel transport probes of fundamental

material properties could then be expected to arise hand in hand. The outlook may, how-

ever, be hindered by one key approximation underlying such hydrodynamic constructions:

The overarching topological invariant is a property of a low-energy sector of the theory,

with pathological excursions between different topological sectors possible in principle. In

the case of the winding dynamics, such excursions are known as phase slips, which are cen-

tral to understanding low-dimensional superfluidity and superconductivity [124]. Skyrmions,

likewise, can be created and annihilated by local fluctuations [136, 137]. Such detrimental

phase-slip-like events, which ultimately relax any topological configuration towards the global

equilibrium, can originate either at the atomistic level, where the coarse-grained treatment of

the smooth field theory breaks down, or more macroscopically, where the dynamical variables

deviate significantly from their presumed low-energy manifold. Even when such processes

are rare, in the limit when they are exponentially suppressed by a large energy barrier, their

existence poses a technical challenge in formulating a transport theory. After all, there is

no strict continuity equation for the topological charge at the microscopic quantum level,

unless we formally separate and eliminate the phase-slip events. Depending on the exact

model, parameters, and ambient temperature, furthermore, there may be a plethora of sce-

narios for the phase-slip dynamics [124], which could diminish the utility of the topological

conservation law. In this section, we formulate a topological hydrodynamics that is based

on a robust continuity equation immune to all these issues. Its formal distinguishing feature

is in the conserved quantity that is related to the field homotopy defined on the boundary

rather than the bulk, which, nevertheless, determines a conserved bulk quantity according

to a Stokes theorem [15]. We demonstrate this general idea by the ground-up construction

of a quantum vorticity hydrodynamics in 2+1 dimensions, offering links to quantum spin-

tronics [14], particle-vortex dualities in many-body systems [138, 139, 140], and quantum
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turbulence [141].

2.3.2 Classical vorticity dynamics

A conventional superfluid condensate can be described by a complex-valued order parameter

ϕ. The corresponding scalar field ϕ =
√
neiφ ∈ C (where n ≥ 0 is the condensate density

and φ ∈ R is its phase) residing in 2 + 1 dimensions, ϕ(r, t), realizes an R2 → C mapping,

at any given time t. These field textures are devoid of point defects, as the fundamental

homotopy group of the complex plane is trivial, π1(C) = 1. Such two-dimensional textures

are, furthermore, all topologically equivalent, having fixed the boundary profile of ϕ on a

simply connected patch of R2, which is reflected in the fact that π2(C) = 1. Despite this,

a smooth vector field defines a topological hydrodynamics [14] governed by the continuity

equation ∂µj
µ = 0 (with the Einstein summation implied over the Greek letters: µ = 0, 1, 2 ↔

t, x, y), where

jµ =
ϵµνξ∂νϕ

∗∂ξϕ

2πi
. (2.30)

Here, ϵµνξ is the Levi-Civita symbol. For a rigid texture sliding at a velocity v, j = ρv,

where ρ ≡ j0 and j = (jx, jy). For a sharp vortex in an ordered medium with the free

energy minimized by a finite n, ρ ≈ nδ(r = r0), where r0 is the vortex-core position where

n vanishes. Fixing a finite magnitude of the scalar field, the homotopy group would in this

case become π1(S
1) = Z, counting essentially the number of vortices in the system. The

conserved quantity can be recast as a fictitious flux (z is the z axis unit vector):

ρ =
z · ∇ϕ∗ ×∇ϕ

2πi
=

z · ∇ ×A

2π
, (2.31)

associated with the gauge field

A = −iϕ∗∇ϕ. (2.32)

Applying Green’s theorem, we then see that the conserved topological charge within a patch

S,

Q ≡
∫
S
d2r ρ =

∮
∂S

dr ·A
2π

=

∮
∂S

dφ

2π
n, (2.33)
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is associated with the phase winding around its boundary ∂S. This reveals the geometrical

meaning of the conservation law: The charge Q in the bulk can change only in response to

a vorticity flow through the boundary.

As an alternative to Eq. (2.30), it might be tempting to write the current density asso-

ciated with field dynamics as

j =
z× ∂tA

2π
, (2.34)

from which ∂tρ + ∇ · j = 0 immediately follows. This current, however, differs from the

more physical definition (2.30) by a nonlocal (divergenceless) shift, which would spoil our

energetic and Kubo considerations below.

Note that a similar conservation law, with the current (2.34), applies to any other density

ρ that can be written as Eq. (2.31) in terms of some field A(ϕ). Our choice of Eq. (2.32)

for this field merely results in the physical interpretation of the conservation law in terms of

the vorticity (2.33) dynamics. This is particularly relevant for ordered condensates, where

the vortices become quantized in terms of the elementary charges Q = ±1, interacting via a

two-dimensional (longrange) electrostatic coupling.

Let us consider some other simple examples of conserved hydrodynamics associated with

different choices for the field A(ϕ), which defines the topological charge (2.31). First, we

note that there is a gauge freedom in defining A : A → A+∇f(ϕ), in terms of an arbitrary

function f(ϕ), which leaves ρ unchanged. This is why the first-order (derivative) fields

like A = ∇n are physically inconsequential. Indeed, the corresponding conserved quantity

Q =
∮
dn = 0, for a smooth field ϕ(r). Perhaps the simplest nontrivial example is given

by A = 2pi(Re{ϕ}, Im{ϕ}), which results in Q =
∮
dr ·A/2π. The largest possible charge

Q within a given simply connected region (of radius ∼ R), for a fixed n, corresponds to

placing a single vortex in the interior, which gives Q/
√
n → 2πR, the circumference of

the region. The corresponding density ρ/
√
n ∼ 2/R vanishes in the thermodynamic limit

of R → ∞. We, therefore, conclude that the vorticity density generated by the gauge

field (2.32) gives the simplest topological charge that can result in a physically meaningful
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extensive hydrodynamics.

2.3.3 Quantum vorticity dynamics

To construct a simple quantum theory, which reproduces the above classical hydrodynamics

of vorticity in the limit of ℏ → 0, let us consider a square lattice model sketched in Fig. 2.6.

We label each vertex of the lattice by two integer indices: ı (along the x axis) and ȷ (along

the y axis). The same indices are used to label the square plaquettes, according to their

lower left corner, as well as the vertical links going upward and the horizontal links to the

right of the site ıȷ. Each site contains a bosonic field Φ obeying the standard commutation

algebra [Φ,Φ†] = 1 (different sites commute).

Figure 2.6: A quantum bosonic lattice described by an arbitrary Hamiltonian H. Φıȷ is the

bosonic field operator at site ı, ȷ, with index ı, ȷ running along the x, y axis. ı̃ = ı + 1 and

ȷ̃ = ȷ + 1. ρıȷ is the conserved topological charge per plaquette ıȷ, jxıȷ(j
y
ıȷ) is the flux per

vertical (horizontal) link ıȷ, which togehter satisfay the quantum continuity equation.

We associate a charge density

ρıȷ ≡
Axıȷ − Axıȷ̃ + Ayȷ − Ayıȷ

2πa
, (2.35)
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to each plaquette, where a is the lattice spacing. Here ı̃ = ı+ 1 and ȷ̃ = ȷ+ 1, and

Axıȷ =
Φ†
ıȷΦı̃ȷ

2πi
+ H.c., Ayıȷ =

Φ†
ıȷΦıȷ̃

2πi
+ H.c., (2.36)

which we assign formally to the corresponding horizontal and vertical sides of the plaque-

tte, respectively. These definitions mimic Eqs. (2.31) and (2.32), respectively, and should

reproduce them by coarse graining the field configurations in the classical limit.

According to these conventions,

ρıȷ =
(Φ†

ı̃ȷ − Φ†
ıȷ̃)(Φı̃ȷ̃ − Φıȷ)

4πa2i
+ H.c.. (2.37)

We also see, from Eq. (2.35), that

Q =
∑
ıȷ

ρıȷ, (2.38)

vanishes in the bulk and reduces to the boundary terms, which we can interpret as the

quantum version of the net vorticity (2.33). This suggests a conservation law with the

boundary fluxes corresponding to the vorticity flow. Indeed, according to the Heisenberg

equation of motion (for Hamiltonian H),

∂tρıȷ =
i

ℏ
[H, ρıȷ] (2.39)

can be seen to satisfy the continuity equation:

∂tρıȷ +
jxı̃ȷ − jxıȷ + jyıȷ̃ − jyıȷ

a
= 0. (2.40)

Here, the fluxes are obtained by discretizing and quantizing the definition (2.30):

jxıȷ =
(Φ†

ıȷ̃ − Φ†
ıȷ)∂t(Φıȷ̃ + Φıȷ)

4πai
+ H.c., (2.41)

and similarly for the other components. The time derivative should always be understood

to denote the Heisenberg commutator:

∂tO ≡ i

ℏ
[H,O], (2.42)
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for any (time-independent) operator O. It is useful to emphasize that this conservation law

is not rooted in any specific symmetry of the system. Indeed, the form of the Hamiltonian

H still remains arbitrary. The continuity is rather dictated by the topology associated with

the vorticity (hydro)dynamics in the interior of the system. Specifically, for a fixed field

profile on the boundary, an arbitrary smooth field in the bulk yields the same net vorticity,

irrespective of the details of the dynamics.

While the definitions (2.36) for the quantum field A(Φ) are motivated by the classical

limit (2.32), which describes vorticity, any field A(Φ) entering Eq. (2.35) would in principle

define a conserved dynamics. This is fully analogous to the arbitrary gauge field A(Φ)

parametrizing classical hydrodynamics associated with Eqs. (2.31) and (2.34), as discussed

above. The specific choice (2.36) is motivated by the classical correspondence to a physically

meaningful extensive hydrodynamics in bosonic condensates.

Boundary conditions.—The boundary conditions for a nonequilibrium injection of vor-

ticity can be constructed based on energetics and general symmetry principles. In essence,

the boundary-induced work can shift the energy barrier for a spontaneous injection of vor-

ticity, in proportion to the applied bias. This bias can be established, for example, by a

current applied in a metal contact tangentially to the interface or a driven spin dynamics

in an adjacent magnetic insulator. Let us follow the latter scenario, supposing the magnetic

order n in the insulator couples to vorticity dynamics near the interface via a spin-orbit

interaction. The relevant coarse-grained work δW associated with a vorticity transfer δQ

across the interface then has an adiabatic contribution (at low frequencies) of the form:

δW = gz · n× ṅδQ. (2.43)

g here is a phenomenological interfacial parameter for the coupling, z is the normal to the (xy)

plane of our bosonic film, and n is taken to be the directional (unitvector) order parameter

of a ferromagnetic insulator. For n steadily precessing around the z axis, the effective bias
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becomes:

µ ≡ δW

δQ
= gνΩ, (2.44)

where Ω is the solid angle subtended by n.

Figure 2.7: Vorticity injection into a bosonic film. Coherently precessing magnetic dynamics

nL (nR) at the left (right) side realizes a vorticity reservoir with a conjugate chemical poten-

tial µL (µR). This effectively acts as a battery for the injection of the topological charge Q. A

positive chemical potential leads to a build-up of a positive vorticity charge at the interface.

If µL = µR = µ (which could be accomplished by attaching the same magnet symmetrically

to both sides), an equilibrium state with the vortex chemical potential µ is established in

the steady state, which has a vanishing vortex flux. If µL ̸= µR, a dc vortex flux (driven

by thermal and/or quantum fluctuations) is expected towards the lower chemical-potential

side.

This µ can be interpreted as establishing a local chemical potential for the vorticity,

supposing that the effective impedance for the vorticity transport is dominated by the bulk

region. Physically, Eq. (2.43) describes the interfacial conversion of a pumped spin current

(along the z axis), ∝ z · n × ṅ into the vorticity. We have explicitly derived the form of g,

for a model of a ferromagnet/superconductor interface, in Ref. [142]. The spin-tovorticity

interconversion described by Eq. (2.43), however, can be expected to be general, as the z

component of spin and local vorticity transform similarly under the relevant structural (as
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well as time-reversal) symmetries.

The natural chemical potential of vorticity in an equilibrium system (i.e., in the absence

of magnetic dynamics ṅ) is µ→ 0, as the topological charge can freely go in and out of the

vacuum. A circuit describing the out-of-equilibrium injection of vorticity into the bosonic

medium by magnetic dynamics is sketched in Fig. 2.7. Particularly noteworthy is the case of

µL = µR = µ in the figure, which corresponds to lifting the equilibrium chemical potential

for the topological charge by the amount of µ. This geometry is analogous to a rotating

superfluid (where the precessing order parameter is replaced by the rotating container) and

the frequency glitches in neutronstar pulsars (which have superfluid interiors surrounded by

a rotating crust) [143].

Kubo formula.—We are now ready to define the bulk impedance for the topological

flow, as an intrinsic property of the bosonic system. Starting with a continuity equation for

the coarse-grained quantum dynamics in the bulk, we have

∂tρ+ ∇ · j = 0, (2.45)

where the conserved density and current are obtained from Eqs. (2.37) and (2.41). We recall

that the time derivatives are obtained in the Heisenberg picture. If we perturb the system

by a scalar potential ϕ(r, t) that couples to the topological charge, the Hamiltonian becomes

H → H +

∫
d2r ϕ(r, t)ρ(r). (2.46)

Note that the topological density (2.37) is even under time reversal, while the flux (2.41) is

odd, so it vanishes in equilibrium, when ϕ ≡ 0. For a finite time-dependent potential ϕ, on

the other hand, the linear response is given by

ji(r, t) =

∫
d2r′dt′ χi(r− r′, t− t′)ϕ(r′, t′), (2.47)

where

χi(r− r′, t− t′) ≡ −iθ(t− t′)[ji(r, t), ρ(r′, t′)], (2.48)
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according to the Kubo formula (with the equilibrium expectation value implicit on the right-

hand side).

To invoke the continuity equation, we differentiate the response function in time:

∂tχi(r− r′, t− t′) = iθ(t− t′)[ji(r, t), ∂t′ρ(r′, t′)] − iδ(t− t′)[ji(r, ρ(r′))]

= −iθ(t− t′)[ji(r, t),∇′ · j(r′, t′)] + δ(t− t′)∇′ · pi(r− r′)
, (2.49)

where the auxiliary curl-free function pi is formally defined by inverting:

∇′ · pi(r− r′) = −i[ji(r, ρ(r′))]. (2.50)

We will see that it describes the response that is analogous to the paramagnetic component

∝ iϱ/mω of the electrical conductivity (for electrons of mass m and density ϱ). Fourier

transforming in time, j(ω) =
∫
dteiωtj(t) etc., we finally get (summing over repeated indices)

ji(r, ω) =
i

ω

∫
d2r′ χij(r− r′, ω)εj(r

′, ω). (2.51)

Here,

χij(r− r′, ω) ≡ −iθ(t− t′)[ji(r, t), jj(r
′, t′)] + δ(t− t′)pij(r− r′) (2.52)

is the current-current correlator and

ε ≡ −∇ϕ (2.53)

is the effective electric field. This gives for the conductivity tensor relating j(k, ω) to ε(k, ω):

σij(k, ω) =
i

ω
χij(k, ω), (2.54)

having also Fourier transformed in real space,
∫
d2r e−ik·r.

For the geometry sketched in Fig. 2.7,

ε = gν
ΩL − ΩR

L
x, (2.55)

supposing that the length of the topological transport channel L is long enough, so that the

bulk dominates over the interfacial impedances [14]. We take g and ν to be the same at
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the two interfaces. Note that the conductivity should generally depend on the topological

chemical potential µ, which can be controlled by the average dynamic bias, ΩL + ΩR We

thus conclude that the sum ΩL+ΩR effectively gates the bosonic vorticity conduit, while the

difference ΩL − ΩR establishes a topological flux through it. As the conductivity tensor σ̂

can be exponentially sensitive to µ at low temperatures, this suggests a potential transistor

functionality.

Electrical transconductance.—Having established the vorticity response to the mag-

netic dynamics in the structure like that sketched in Fig. 2.7, we can now consider its nonlocal

feedback on the magnetic dynamics. To that end, we invoke the Onsager reciprocity, in order

to establish the torque induced by the vorticity flow through the interfaces [142]:

τ = gn× z× nj = θn× z× n, (2.56)

where j is the vorticity flux impinging on the magnetic insulator. This is known as the

(anti)damping-like torque, which plays an important role in spin-torque-induced magnetic

dynamics. In particular, at a critical value of its magnitude θ, the ferromagnet can undergo

an instability driving it into coherent self-oscillations. The magnitude of such a torque acting

on the right magnet due to a coherent resonant dynamics (at frequency ν) induced in the

left magnet is given by

θ = gj =
g2νΩ

L
σxx. (2.57)

We recall that g is a phenomenological parameter of the interface, whose existence is dictated

by structural symmetries and whose magnitude depends on the details of the interfacial

coupling (including corrections due to quantum fluctuations). The longitudinal conductivity

σxx reflects the intrinsic vorticity transport across the bosonic lattice.

In the particle-superfluid limit, when the vorticity is carried by the plasma of solitonic

defects with quantized topological charge ±1 and mobility M , the corresponding conductiv-

ity is simply σxx = 2ρM , where ρ is the density of the unbound vortex-antivortex pairs (well

above the Kosterlitz-Thouless transition). The associated diffusion coefficient is given by

106



D = kBTM , according to the Einstein-Smoluchowski relation. For large vortices, the mobil-

ity may be limited by the dissipation associated with the normal-fluid component (which is

perturbed by the vortex motion). Reference [142] offers some quantitative estimates of the

torques induced by vortex motion in high-temperature superconducting films, suggesting its

practical relevance.

Superfluidity of vorticity.—Exploiting the particle-vortex duality, we consider a sit-

uation when a strong interparticle repulsion prevents the ordinary mass flow. In this case,

an insulating state for the particle dynamics may exhibit superfluidity for the topological

charge (i.e., vorticity). To this end, we pursue an effective description with the Hamiltonian

density:

H =
ρ2

2χ
+

A(∇ψ)2

2
, (2.58)

expressed in terms of the coarse-grained (condensed) vorticity density ρ and its condensate

phase ψ. χ is the thermodynamic compressibility of vorticity and A is the phase stiffness.

This form of the Hamiltonian, along with the conjugacy relation [ψ(r), ρ(r′)] = iδ(r − r′),

reflects an emergent gauge structure associated with the global conservation of vorticity.

The associated flux can be read out from the Hamilton equation for the density dynamics:

ℏ∂tρ = −∂ψH = A∇2ψ ⇒ j = −A∇ψ/ℏ. (2.59)

Phase dynamics is described by the Josephson relation:

ℏ∂tψ = ∂ρH = ρ/χ. (2.60)

The mean-field current self-correlator can be found as the current response to perturbation

H → H + s · j, which modifies the equation of motion as:

ℏ∂tρ = A∇2ψ −A∇ · s/ℏ. (2.61)

The long-wavelength response thus vanishes, as ∇ · s = 0.
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We are therefore left with evaluating the “paramagnetic” contribution, which follows

from Eq. (2.50). The associated current-density correlator

[j(r), ρ(r′)] = −iA∇δ(r− r′)/ℏ (2.62)

gives

pij = Aδ(r− r′)δij/ℏ, (2.63)

resulting in the diagonal dynamic (long-wavelength) conductivity

σ(ω) =
iA
ℏω

. (2.64)

Regularizing this result at zero frequency, ω → ω + i0+, we get Re{σ} = (πA/ℏ)δ(ω).

As expected, the static conductivity diverges in the low-frequency limit. In this case, the

superfluid bulk has no impedance and the vorticity conductance of the entire structure needs

to be determined by carefully considering the interfacial injection physics, which is akin to

the Andreev conductance of normal/superconducting interfaces.

2.3.4 Summary and outlook

Motivated by the conceptual attraction of solid-state transport phenomena emerging out of

real-space topological invariants [14], we set out to construct a field-theoretic Kubo formalism

for evaluating the associated transport coefficients. Two basic issues arise in this regard: (1)

The underlying topological invariants typically appear at the level of a coarse-grained classi-

cal description that is, furthermore, projected onto a low-energy manifold, in the spirit of the

Landau order-parameter formulation; and (2) related to this, there are generally dynamical

processes that allow for rapid transitions (“phase slips”) between different topological sectors

of the theory, which may be driven by classical and/or quantum fluctuations. In this section,

we showed that a topological conservation law may also arise at the most microscopic quan-

tum level, without a need for any higher-level Landau-type coarse graining. The conservation

law here is distinct from the more conventional examples of the topological hydrodynam-

ics [14], due to the existence of the bulkedge correspondence (such as the bulk vorticity vs
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edge winding) rooted in a variant of a Stokes theorem. The nonlocal topological character

of the ensuing extensive bulk hydrodynamics engenders a robust continuity equation that

is immune to any local fluctuations. Arbitrary global (thermal and quantum) fluctuations,

furthermore, are fully accounted for by the topological charge fluxes across the boundaries,

which, in turn, offer means for injecting and detecting the bulk hydrodynamics. A general

approach for constructing a practical device, in which the transport coefficients associated

with this topological hydrodynamics may be measured, can be implemented based on the

energetics and thermodynamic reciprocities of the nonequilibrium response. This allows us

to formulate a Kubo linear-response approach both for calculating and for measuring the

topological charge conductivity. As has been recently illustrated by measuring the electri-

cal transconductance induced by winding dynamics of a hidden magnetic Néel order [144],

these ideas may broaden the scope of transport-based investigations of fundamental correla-

tions and ordering in quantum materials. We propose, in particular, to utilize a topological

transport probe to test the purported particle-vortex duality of the vortex-superfluid (i.e.,

particle-insulator) side of the superfluid-insulator quantum phase transition.
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CHAPTER 3

Topological transport of deconfined magnetic

hedgehogs

“The people who do make big

discoveries are the ones who somehow

manage to free themselves from

conventional ways of thinking and to

see the subject from a new perspective.”

Anthony James Leggett

In this chapter, we investigate the dynamics of magnetic hedgehogs, which are three-

dimensional topological spin textures that exist in common magnets, focusing on their trans-

port properties and connections to spintronics. We show that fictitious magnetic monopoles

carried by hedgehog textures obey a topological conservation law, based on which a hydrody-

namic theory is developed. We propose a nonlocal transport measurement in the disordered

phase, where the conservation of the hedgehog flow results in a nonlocal signal decaying

inversely proportional to the distance. The bulk-edge correspondence between hedgehog

number and skyrmion number, the fictitious electric charges arising from magnetic dynam-

ics, and the analogy between bound states of hedgehogs in ordered phase and the quark

confinement in quantum chromodynamics are also discussed.
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3.1 Background

A main theme of spintronics is the utilization of spin degrees of freedom for information

transmission and processing [145, 9], either using spin-polarized electric currents, or re-

lying on spins alone to free the transport from Joule heating. Magnons, the quanta of

spin wave, have been proposed to be promising data carriers in new computing technolo-

gies [10, 24, 12, 116, 25]. A detectable diffusive spin transport can be achieved via magnons in

ordered magnetic insulators [146] or even spin-conserving fluctuations in paramagnets [147].

However, such spin currents typically decay exponentially, once the propagation distance

exceeds the spin-relaxation length [9]. In alternative transport regimes, where signals are

expected to decay algebraically, topology plays a crucial role [14, 7, 1]. Topological spin

textures, such as chiral domain walls [56], vortices [148, 149, 15, 16], skyrmions [150, 2, 103],

hopfions [45, 46], and hedgehogs [151, 152, 153, 154] are defined homotopically and are

topologically protected [14, 7, 1]. Consequently, they are promising to sustain long-distance

transport, even in the absence of local spin conservation.

While extensive studies have been devoted to spin textures in low dimensions, three-

dimensional (3D) textures such as hedgehogs and hopfions are recently attracting more

attention for their rich physics in topological phases [151, 152, 153, 154, 155] and dynamic

properties [45, 46, 156, 157]. Hedgehogs exist inherently in 3D Heisenberg magnets. In

contrast to 3D skyrmions [134] and hopfions [45, 46], which can be annihilated by shrinking

them down to the size of the atomic spacing without affecting spins far away, hedgehogs

cannot be removed via local surgeries. The hedgehog flow can therefore be more stable

against thermal fluctuations, and has potential applications in memory, logic devices, and

energy storage [114, 3, 99, 115, 105, 158].
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y
<latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit>

z
<latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="HtuNhRW33vYW3sGgbKcmQI4/F8E=">AAAB3XicbZBLSwMxFIXv1FetVatbN8EiuCozbnQpuHHZgn1AW0omvdPGZjJDckeoQ3+BGxeK+Lfc+W9MHwttPRD4OCch954wVdKS7397ha3tnd294n7poHx4dFw5KbdskhmBTZGoxHRCblFJjU2SpLCTGuRxqLAdTu7mefsJjZWJfqBpiv2Yj7SMpODkrMbzoFL1a/5CbBOCFVRhpfqg8tUbJiKLUZNQ3Npu4KfUz7khKRTOSr3MYsrFhI+w61DzGG0/Xww6YxfOGbIoMe5oYgv394ucx9ZO49DdjDmN7Xo2N//LuhlFN/1c6jQj1GL5UZQpRgmbb82G0qAgNXXAhZFuVibG3HBBrpuSKyFYX3kTWle1wK8FDR+KcAbncAkBXMMt3EMdmiAA4QXe4N179F69j2VdBW/V2yn8kff5A9SFi6s=</latexit><latexit sha1_base64="HtuNhRW33vYW3sGgbKcmQI4/F8E=">AAAB3XicbZBLSwMxFIXv1FetVatbN8EiuCozbnQpuHHZgn1AW0omvdPGZjJDckeoQ3+BGxeK+Lfc+W9MHwttPRD4OCch954wVdKS7397ha3tnd294n7poHx4dFw5KbdskhmBTZGoxHRCblFJjU2SpLCTGuRxqLAdTu7mefsJjZWJfqBpiv2Yj7SMpODkrMbzoFL1a/5CbBOCFVRhpfqg8tUbJiKLUZNQ3Npu4KfUz7khKRTOSr3MYsrFhI+w61DzGG0/Xww6YxfOGbIoMe5oYgv394ucx9ZO49DdjDmN7Xo2N//LuhlFN/1c6jQj1GL5UZQpRgmbb82G0qAgNXXAhZFuVibG3HBBrpuSKyFYX3kTWle1wK8FDR+KcAbncAkBXMMt3EMdmiAA4QXe4N179F69j2VdBW/V2yn8kff5A9SFi6s=</latexit><latexit sha1_base64="/VpXkFonZ7oqnzGnYgpVrbAMIVo=">AAAB6HicbVA9TwJBEJ3DL8Qv1NJmIzGxInc2UhJtLCGRjwQuZG+Zg5W9vcvungle+AU2Fhpj60+y89+4wBUKvmSSl/dmMjMvSATXxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVDFssFrHqBlSj4BJbhhuB3UQhjQKBnWByO/c7j6g0j+W9mSboR3QkecgZNVZqPg3KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNWHNz7hMUoOSLReFqSAmJvOvyZArZEZMLaFMcXsrYWOqKDM2m5INwVt9eZ20r6qeW/WabqV+k8dRhDM4h0vw4BrqcAcNaAEDhGd4hTfnwXlx3p2PZWvByWdO4Q+czx/oAYz6</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit>

hedgehog flow

I
<latexit sha1_base64="nRAJNhMEYHCrj/BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit><latexit sha1_base64="nRAJNhMEYHCrj/BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit><latexit sha1_base64="nRAJNhMEYHCrj/BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit><latexit sha1_base64="nRAJNhMEYHCrj/BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit>
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Figure 3.1: A schematic for nonlocal transport measurement of hedgehog currents in a

three-dimensional insulating magnet. Two metallic contacts are bridged by a magnetic

insulator with hedgehog excitations. In the paramagnetic phase, hedgehogs are free to diffuse,

where black and white ripples stand respectively for delocalized hedgehog and antihedgehog

densities. An applied electric current I along y within the left metal transfers spin flow into

the magnetic texture, which biases a hedgehog flow along x. Reciprocally, the hedgehog flow

reaching the right terminal builds up a detectable electric voltage V . The nonlocal drag

resistivity, ϱ ∝ V/I, quantifies the efficiency of the topological hedgehog transport as well

as their interfacial exchange coupling with conducting electrons. We also show a familiar

example of a hedgehog n0 = {x, y, z}/r.

In this chapter, we explore both topological and energetic properties of magnetic hedge-

hogs in 3D Heisenberg ferromagnets to investigate their long-distance transport, the viability

of which is considered from the following three aspects. A topological conservation law, which

is valid in both the magnetically ordered and disordered phase, defines the framework of a

hydrodynamic description of hedgehog currents. While (anti)hedgehogs are bound by a lin-
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ear potential energy in the magnetically ordered phase, they become deconfined and hence

mobile in the paramagnetic phase. We propose a nonlocal transport measurement in the

setup as shown in Fig. 3.1. A conserved hedgehog flow can be driven by a transverse electric

current applied at an adjacent metal contact, resulting in a nonlocal signal decaying inversely

proportional to the system length in the flow direction.

3.2 Topological conservation law

Let us first consider a 3D insulating ferromagnet without accounting for its detailed ener-

getics, but focusing on topological aspects of its vectorial order parameter n(r⃗, t), where the

bold face is used for axial vectors and the vector arrow marks polar vectors. In the ordered

phase, the collinear magnetic order can be described by the directions of n assuming |n| = 1.

This would render a sphere order-parameter space S2, with a nontrivial second homotopy

group π2(S
2) = Z [159]. A point defect, named hedgehog, with an integer-valued topological

charge can correspondingly be identified in n(r⃗, t). A familiar example for a hedgehog placed

at the origin is n0 = {x, y, z}/|r⃗|.

In the paramagnetic phase, the corresponding (coarse-grained) vector field n(r⃗, t) ∈ R3

realizes an R3 → R3 mapping at any given time t. This field texture is devoid of defects

characterized by the aforementioned quantized charges, since the homotopy group π2(R3)

is trivial [159]. Nevertheless, the smooth field n(r⃗, t) exhibits a topological hydrodynamics

governed by the topological conservation law ∂µj
µ = 0 (with the Einstein summation implied

over the Greek indices: µ = 0, 1, 2, 3 ↔ t, x, y, z), where

jµ = ϵµναβ∂νn · (∂αn× ∂βn)/8π. (3.1)

Here, ϵµναβ is the Levi-Civita symbol with convention ϵ0123 = 1. The conserved (topological)

charge within a bulk Ω is

Q ≡
∫
Ω

dxdydz j0 =
1

8π

∫
∂Ω

dxj ∧ dxk n · (∂jn× ∂kn), (3.2)
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which equals the skyrmion number at boundary ∂Ω, according to the generalized Stokes’

theorem [159]. We recognize that charge Q is precisely the hedgehog number (thus jµ is the

hedgehog current) in the ordered phase, with the last equality in Eq. (3.2) defining the degree

of the S2 → S2 mapping on the boundary. Our simple example n0 yields j0 → δ(r⃗) and thus

Q = 1. Here, we remark that the core should be regularized. There is no true singularity

in our treatment. In the paramagnetic phase, Q is no longer quantized due to fluctuations

in the magnitude of n. Regardless, the hedgehog current (3.1) is conserved, which sets the

stage for the topological hydrodynamics of hedgehogs at an arbitrary temperature. The

conservation law also holds in the lattice limit, with proper discretized definitions as we will

discuss later. Hereafter, we refer to jµ = (j0, j) as hedgehog density (and flux), irrespective

of the temperature.

We stress that, in contrast to two-dimensional skyrmions [150, 2, 103] or three-dimensional

Shankar skyrmions [134], which can be created and annihilated locally, the conservation law

of hedgehogs is immune to local fluctuations and therefore applicable also in the param-

agnetic phase. This robustness of hedgehog flow underpins the hedgehog hydrodynamics.

We prove the hedgehog current jµ is conserved at arbitrary temperatures, which is the un-

derpinning of the hedgehog hydrodynamics. For a general smooth texture n, we can show,

∂µj
µ = ϵµναβ

[
∂µ∂νn · (∂αn×∂βn)+∂νn · (∂µ∂αn×∂βn)+∂νn · (∂αn×∂µ∂βn)

]
/8π = 0. (3.3)

Here, all three terms vanish individually since ϵµν∂µ∂ν = ϵµν∂ν∂µ = ϵνµ∂µ∂ν = −ϵµν∂µ∂ν = 0,

where we change the order of partial derivatives in the first equal sign and we exchange

dummy indices µ, ν in the second equal sign. We remark that we did not use the condition

|n| = 1, meaning that the conservation of hedgehog currents ∂µj
µ = 0 holds at arbitrary tem-

peratures, irrespective of the magnitude fluctuations of n. This is in contrast to skyrmions

and hopfions, whose conservation laws are only true when the magnitude fluctuations of n

are neglectable.

Equation (3.2) establishes a bulk-edge correspondence, indicating that the total hedgehog
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number in a bulk interior can fluctuate only by flowing in and out through its boundary.

This, in turn, is associated with a corresponding change in the skyrmion number on the

boundary, acting as a fingerprint of the hedgehog flow. A close analog in lower dimensions has

been thoroughly studied in the context of superfluid phase slips, where the winding number

associated with one-dimensional XY textures can be changed by a transverse passage of

planar vortices. The 3D bulk-edge correspondence (3.2) manifests when a skyrmion density

unwinds or reversely builds up as a thread of a hedgehog current passes through, which has

been verified experimentally [133].

3.3 Topological Maxwell equations

We provide, in this section, another formulation of the conservation law as topological

Maxwell equations, making connections to the well-known emergent electromagnetic fields

associated with generic spin textures [126, 160, 127, 161, 162, 163, 164]. The divergence-free

condition ∂µj
µ = 0 can be automatically satisfied by defining the current jµ as a curl of a

rank-2 antisymmetric Maxwell field-strength tensor

Fαβ ≡ n · (∂αn× ∂βn)/4π, (3.4)

whose components are the familiar electromagnetic fields:

Ei = n · (∂tn× ∂in)/4π, ϵijkB
k = n · (∂in× ∂jn)/4π. (3.5)

The hedgehog current (3.1) can therefore be recast into the form of the Maxwell equations:

ϵµναβ∂νFαβ/2 = jµ, ∂µFµν = jνe . (3.6)

The second equation defines the electric 4-current, which is also conserved: ∂µj
µ
e = 0, fol-

lowing from the antisymmetric property of F .

Note that fictitious electric and magnetic charges (as sources for E⃗ and B) have the same

symmetries as the real electric and magnetic charges under both time-reversal and parity
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operations. The magnetic hedgehog with a quantized topological charge can be identified as

a Dirac monopole. In the ordered phase, the quantization can also be understood from the

view of the U(1) gauge structure of magnons. For a Heisenberg magnet, one may regard a

fixed spin texture n(r⃗) to spontaneously break the SU(2) symmetry of the spin algebra. The

excitations thus have a smooth part, which can be viewed as describing regular spin waves,

and a (singular) topological part, such as hedgehogs in our case. Therefore, the magnetic

charges are quantized on a U(1) kernel [32, 126, 161], reminiscent of the ’t Hooft and Polyakov

approaches to the non-Abelian Higgs model [165]. For the (fictitious) electric sector, both

the electric field and the electric charge density emerge solely out of the dynamics of the

field configuration. According to the Gauss law, the total electric charge associated with a

general local dynamics vanishes.

Electric charge distribution for global dynamics. For a translational motion,

n(r⃗, t) = n0(x, y, z − vt), which describes a hedgehog sliding along the z axis with speed v,

the fictitious electric field is

E⃗ =
v(−y, x, 0)

4πr3
. (3.7)

This is precisely the Ampère law for magnetic monopole, while the electric charge density

vanishes: j0e = ∇ · E⃗ = 0. For a rotational motion, we take the example of n(r⃗, t) =

n0[R̂(ωt)r⃗], which describes a hedgehog rotating with angular velocity ω = ωẑ (equivalent

to precession in spin space), where R̂ is the appropriate rotational matrix. This configuration

yields a charge density with finite dipole moment proportional to the angular velocity:

j0e = −3ω

4π

z3

r5
. (3.8)

The total electric charge remains zero in this example of an isotropic hedgehog configuration,

but can be nonzero for a general rotating configuration, where the dynamic relation, j0e ∝ ω,

remains. Therefore, if there is no overall rotation on thermal average, only the magnetic

part jµ—hedgehog hydrodynamics—survives.
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3.4 Conservation law of hedgehogs on a quantum lattice

To construct a simple quantum theory, which reproduces the classical hydrodynamics of

hedgehogs in the classical limit of ℏ → 0, let us consider a tetrahedron which is the elementary

building block of any lattice (see Fig. 3.2). Each site contains a quantum spin S = (Sx, Sy, Sz)

of magnitude S (in units of ℏ), obeying the standard SU(2) spin algebra [Sa, Sb] = iϵabcSc

(spin operators sitting on different sites commute).

We first note that the hedgehog 4-current can be recast as jµ = ϵµναβ∂νFαβ/2 with

Fαβ = n · (∂αn× ∂βn)/4π. Its temporal and spatial components are given by ρ = ∇ ·B and

j = −∂tB+∇×E respectively, with the emergent magnetic field Bi = ϵijkn · (∂jn×∂kn)/8π

and the electric field Ei = n · (∂tn × ∂in)/4π. Every triangular facet A = Af (A is the

area and f is the normal vector) formed by sites i, j, k (ordered in the right-hand fashion

according to f in Fig. 3.2) can be associated with a skyrmion density and a hedgehog flux:

BA =
cijk
8πA

, jA = −∂tBA +
γijk
A
, (3.9)

where

cijk ≡
Si · Sj × Sk

S3
, γijk ≡ E(rij) · rij + E(rjk) · rjk + E(rki) · rki, (3.10)

are the scalar chirality and the circulation of E field along the facet. Here rij is the vector

pointing from site i to j and E(rij) is the electric field on this link. By discretizing the

electric field, we have

E(rij) · rij =
Si · ∂t(Si + Sj) × Sj

16πS3
+ H.c., (3.11)

where the time derivative should be understood to denote the Heisenberg commutator (for

Hamiltonian H and an arbitrary time-independent operator O)

∂tO ≡ i

ℏ
[H,O]. (3.12)

We remark that the time derivative of spin does not commute with the bare spin operator,

even on different sites, in general.
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A3 = A3f̂3

Figure 3.2: A tetrahedron severing as the elementary building block of an arbitrary lattice.

Si is the spin operator at site i. A skyrmion number and a hedgehog flux (3.9) can be defined

for every facet A = Af̂ with area A and normal vector f̂ . A hedgehog density (3.13) can

be defined for every tetrahedron, where we choose the normal directions of all facets to be

pointing outwards.

By discretizing ρ = ∇ ·B in terms of the skyrmion densities (i.e., emergent B field) on

the four facets, we can associate a hedgehog density

ρ =

∑4
i=1BAi

Ai
V

=
c123 + c142 + c243 + c134

8πV
, (3.13)

to the tetrahedron in Fig. 3.2, where V is its volume. Note definition (3.13) is proportional to

the total skyrmion number on all four facets (where we have chosen outwards normal vector

as positive direction for defining the orientation). From this, we immediately conclude that

the Stokes’s theorem also holds at lattice level,

∑
all cubes

ρV = boundary skyrmions, (3.14)

where all the inner facets cancel out and only boundary terms are left. Accordingly, for a
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fixed texture on the boundary, an arbitrary smooth field in the bulk yields the same net

hedgehog number, irrespective of the details of the dynamics.

With these definitions of ρ and jA, we can verify the hedgehog density and flux satisfy

the continuity equation:

∂t(ρV ) +
4∑
i=i

jAi
Ai = 0. (3.15)

One notes that there are two different contributions to the hedgehog flux (3.9). The first

term, −∂tBA, is due to the change of the skyrmion density on the triangular facet. The sec-

ond term, γijk/A, while is inconsequential for the conservation law, is important to ensure

that jA is a local physical current, which is consequential for energetic and Kubo consider-

ations (when one attempts to establish chemical-potential bias of hedgehog and derive its

conductivity in linear response).[16]

We emphasize that the conservation law for hedgehogs holds at quantum level (also

in the classical limit), irrespective of the form of the Hamiltonian, which indicates that

it is topological and is not rooted in any specific symmetry of the system. After coarse-

graining process, we obtain n field out of S and hedgehog current jµ in terms of n. It is the

conservation of hedgehog current at lattice level that determines the conservation of jµ at

arbitrary temperatures.

3.5 Confinement and deconfinement

We now turn to the energetics and physical dynamics of hedgehogs in Heisenberg magnets.

Hedgehogs are confined in the ordered phase, with the potential energy of a hedgehog-

antihedgehog pair growing linearly with their separation [166]. One can imagine a string

of tension 4πA tying them, where A is the exchange stiffness of the magnetic material [see

Eq. (3.16) below]. The confinement is also expected from evaluating the potential energy of

a single hedgehog,

U = 4πAR, (3.16)
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confined deconfined

Figure 3.3: Different phases of hedgehogs. At temperatures above the Curie temperature TC ,

hedgehogs (black ripples) and antihedgehogs (white ripples) carrying nonquantized topolog-

ical charges proliferate and become mobile. In the ordered phase, hedgehogs are confined by

a linear potential analogous to the quark confinement in QCD. They are singular quantized

objects, represented by black and white spheres.

where R is the size of the system. One can directly check this for n = n0 placed at the origin

of a sphere of radius R. For a hedgehog-antihedgehog pair, all flux from the hedgehog must

end at the antihedgehog, forming a flux tube to minimize the energy. Such a system could

realize an experimentally accessible analogy to quark confinement in QCD [167, 168].

In the paramagnetic phase, hedgehogs deconfine naturally due to the absence of long-

range correlations. Conceptually, the transition to the magnetically disordered phase can be

thought of as a result of proliferation of hedgehogs, which form a two-component hedgehog-

antihedgehog plasma (while topological charges are no longer quantized) as illustrated in

Figs. 3.1 and 3.3. This extends our analogy with the QCD picture: Quarks deconfine and

form a so-called quark-gluon plasma at high temperatures where the chiral symmetry is

restored and long-range correlation is melted away [169, 170, 171, 172]. The hedgehog

system is therefore a promising alternate to study QCD theories in condensed matter systems.

Previously considered was the magnetic monopole confinement in superconductors due to
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Meissner effect [173, 174, 175, 176, 177], where monopoles enter a deconfined phase as the

temperature increases, accompanying the superconductor-insulator transition.

We remark that hedgehogs are not always energy-costly excitations as in Heisenberg

magnets. MnSi1−xGex has a stable phase of a hedgehog-antihedgehog lattice [151, 152, 153],

where there is evidence that four- and six-spin interactions may play an important role [178,

179, 180]. Here, we formally adopt a nonlocal term, which is particularly compatible with

our fictitious electromagnetic formalism, into our Heisenberg Hamiltonian:

U =

∫
d3r⃗

[A
2

(∇⃗n)2 +
C
2

(∂in× ∂jn)2
]
, (3.17)

where Einstein summation is implied over the i, j and C is a phenomenological parameter.

Other quartic terms, such as (∇⃗n)4, are also present in principle, but the above C term is of

special interest to us. It resembles the Maxwell magnetic field energy ∝ B2 (in the ordered

phase, s.t. |n| ≈ 1). The total potential energy for a hedgehog is thus U ∼ AR−C/R, which

indicates that hedgehogs are free at a small distance r ≪
√

C/A, where the Coulombic term

dominates. This phenomena mimics the asymptotic freedom in QCD [167, 168]. Likewise,

in a system of small size, the hedgehog confinement becomes insignificant when
√

C/A is

comparable to R.

3.6 Biased hedgehog flow

At the heart of the hedgehog transport is the (desired) capability of driving and manipu-

lating the hedgehog current. We focus on the dynamics near the Curie temperature of a

ferromagnet, where the hedgehogs get deconfined, while the thermal fluctuations are still

not too violent atomistically. The spin dynamics can be described by ∂tn = −ΓH, where

we allow the magnitude |n| to fluctuate. H = δF/δn is the effective field (with F being

the free energy of the ferromagnet) and Γ is a phenomenological dissipative coefficient. As

illustrated in Fig. 3.1, we apply an electric current density J⃗ = J ŷ in the left metal contact.

Given that the mirror-reflection symmetry is broken along the z axis, symmetry considera-
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tions [13, 103, 142, 134] suggest that a spin flow can be transferred (per unit volume) into

the magnetic texture, in the form:

J =
3ℏ
8eπ

(ζ⃗ · ∇⃗n) × (J⃗ · ∇⃗n), (3.18)

where ζ⃗ = ζẑ is a phenomenologically constructed vector (with the dimension of length),

which reflects the mirror-symmetry breaking in the z direction. Note that the spin transfer

J is isotropic in spin space and thus does not rely microscopically on the presence of a spin-

orbit coupling. We also remark that J is constructed phenomenologically based on symmetry

considerations. Its microscopic origin, magnitude, and direct experimental signatures remain

to be explored.

In the presence of this spin transfer, we have ∂tn = −ΓH+J/s, where s is the saturated

spin density. The changing rate of the free energy density is thus P = ∂tn ·H = J ·∂tn/sΓ−
(∂tn)2/Γ. Here, the second term is the Rayleigh dissipation and the first term yields the

total work done by the left contact upon magnetic dynamics:

W =

∫
dxdydzdt

J · ∂tn
sΓ

=
ℏλζJ
2esΓ

Q, (3.19)

where λ is a length scale, which depends on the effective spatial extent within which the spin

transfer, as a proximity effect at the interface, is operative. Note the work is proportional to

the topological charge Q. The setup in Fig. 3.1 therefore discriminates between topological

charges of opposite sign, biasing a net hedgehog current. We also remark that mirror-

symmetry in the z direction is the minimal symmetry we need to break, in order for ζ⃗ to

effectively realize a polar vector in Eq. (3.18). As a symmetry-allowed process, a hedgehog

current can be generated naturally as a channel to release the energy associated with electron

dynamics in the left contact (where an electric current is applied, see Fig. 3.1). The electric

current in the (left) metal contact provides an effective boundary bias for the hedgehog flow

into the bulk, effectively establishing a local chemical potential for hedgehogs:

µ̄L ≡ δW

δQ =
ℏλζJ
2esΓ

. (3.20)

122



3.7 Nonlocal spin drag

We are now ready to study the transport of hedgehogs in the geometry depicted in Fig. 3.1.

To this end, we operate the system in the paramagnetic phase, such that hedgehogs become

mobile, rendering a finite effective hedgehog conductivity σ. We employ an Ohmic constitu-

tive relation jx = −σ∂xµ within the magnet. At the left boundary, using an electric current,

the chemical potential for hedgehogs is raised by µ̄L. At the right terminal, which serves as

the ground, the natural chemical potential vanishes, as hedgehogs can freely go in and out

through the right boundary. The hedgehog flow in y and z directions are nonvanishing in

general. Here we assume translational invariance along these two directions and focus on

dynamics in x direction. By invoking the reaction-rate theory [181], we obtain the hedgehog

inflow and outflow at the left and right boundaries:

jLx = 2γL(µ̄L − µL)/kBT, j
R
x = 2γRµR/kBT, (3.21)

in linear response. Here, µL,R ≡ µ(x = 0, L) is the chemical potential at two ends of the

magnet, where L is its length along the x direction. γL,R ∼ νL,Re
−E0/kBT is the equilibrium

injection rate of hedgehogs at the respective boundaries, in terms of the attempt frequencies

νL,R and an effective energy barrier E0 governed by the core energy. Continuity of the

hedgehog flux establishes a steady-state current

jx =
ℏJ λζ/2esΓ
L/σ + kBT/γ

, (3.22)

where we took γL = γR = γ for simplicity. kBT/γ is the boundary impedance. L/σ is the

bulk impedance, scaling linearly with the system size, which dominates in the thermodynamic

limit L → ∞. This is similar to the ordinary Ohmic impedance for a conserved electric

current. The hedgehog conductivity σ = ρ0D/kBT is highly tunable via temperature, where

ρ0 and D are the background hedgehog density and the diffusion constant, respectively. In

the paramagnetic phase (T ≳ J/kB with J being the exchange energy), let us consider

the limiting case where the order parameter varies on the atomic scale. Here, we estimate
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ρ0 ∼ 1/a3 and D ∼ Ja2/ℏ, with a being the lattice spacing. This yields the optimal

conductivity σ ∼ 1/aℏ in the paramagnetic phase, while ρ0 ∝ e−E0/kBT and thus σ is

exponentially small in the ordered phase.

The hedgehog current reaching the right terminal exerts a pumping electromotive force

on the metal contact [126, 111, 127], which is determined by invoking the Onsager reci-

procity [106]: ε⃗ = ℏλ j× ζ⃗/2esΓ. This leads to a finite nonlocal drag resistivity (whose sign

is opposite to a viscous drag):

ϱ ≡ ε

J =
(ℏλζ/2esΓ)2

L/σ + kBT/γ
, (3.23)

which is defined as the ratio of the detected voltage (per unit length) along y at the right

contact to the injected charge current density at the left contact. In the thermodynamic

limit, the bulk impedance dominates and thus the resistivity scales algebraically ϱ ∝ L−1.

In the ordered phase, hedgehog currents vanish in linear response in the thermodynamic

limit, while there can be transport in finite-size magnets. The magnet behaves like a hedge-

hog dielectric, which can be polarized by the hedgehog chemical potential provided by the

applied electric current in the contact, like a usual dielectric polarized by an electric field.

This may be observed directly with the coherent diffractive imaging [182, 183] or by testing

(anti)skyrmion structures on surfaces at two ends [184, 185, 186].

Similar to the work on elastic response of skyrmion crystals [187], one can study the

transport feature due to the elasticity of a hedgehog lattice across the hedgehog-lattice

melting transition, in the geometry of Fig. 3.1. To this end, the magnet is replaced by a

hedgehog lattice, which should be experimentally accessible [151, 152, 153].

Interesting physics emerges when one studies the interplay between electric currents and

skyrmion dynamics [162, 188, 189], such as skyrmion Hall effect due to the emergent magnetic

flux associated with skyrmions. Similarly, we expect hedgehogs to exhibit rich dynamics un-

der electric currents, due to the possible complexity of emergent 3D magnetic field associated

with hedgehogs in general.
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3.8 Hedgehog conductivity

Here we deduce the conductivity of hedgehogs, taking the view that they can be treated

as point-particles, where collective coordinate approach can be employed.[190, 103] In the

diffusion regime, the conductivity is σ̂ = ρ0µ̂ = ρ0 D̂/kBT , where µ̂ is the hedgehog mobility

(related to diffusion constant D̂ by the Einstein relation) and ρ0 is the background hedgehog

density.[109] The force acting on the hedgehog F⃗ is related with its velocity via the con-

stitutive relation v⃗ = µ̂ · F⃗ . To work out the force due to the inherent spin Berry phase

effect,[138] we could look at the variation of the spin action:

δS = s

∫
d3r⃗dt (n× ṅ) · δn, (3.24)

where s = ℏS/a3 is the saturated spin density coarse-grained from quantum-mechanical spin

operators of length S defined on a microscopic lattice of characteristic constant a. By using

the collective variables,

n(r⃗, t) = n(r⃗ − R⃗(t)), (3.25)

one obtains

δS = s
[ ∫

d3r⃗dt n · (∂xn× ∂yn)
]

(ẊδY − Ẏ δX)

+ s
[ ∫

d3r⃗dt n · (∂yn× ∂zn)
]

(Ẏ δZ − ŻδY )

+ s
[ ∫

d3r⃗dt n · (∂zn× ∂xn)
]

(ŻδX − ẊδZ), (3.26)

from which we can write down the gyrotropic force acting on a hedgehog:

F⃗ = B × v⃗. (3.27)

Here, we introduce B = (Bx,By,Bz) with Bi ≡ 4πs
∫
d3r⃗ Bi.

To capture the damping effect, one need to start from Landau-Lifshitz-Gilbert equation

and obtains the total force

F⃗ = B × v⃗ + η̂ · v⃗ =
[
(B×) + η̂ ·

]
v⃗. (3.28)
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Here,

[η̂]ij = αs

∫
d3r⃗dt ∂in · ∂jn, (3.29)

is a generalized viscosity tensor, where α is the Gilbert damping. Therefore, the hedgehog

conductivity can be formally written as

σ̂ = ρ0µ̂ = ρ0
[
(B×) + η̂ ·

]−1
. (3.30)

One can write down the µ̂ (thus σ̂) explicitly by inverting the matrix equation (3.28).

Three important observations are in order. First, the resistivity tensor ρ̂ = σ̂−1 can be

written as a sum of a symmetric tensor and an antisymmetric tensor. The former is damping-

related η̂ which is dissipative while the latter is due to gyrotropic force (rooted in the spin

Berry phase), which is nondissipative. Second, when the hedgehog is isotropic (e.g., n0 =

{x, y, z}/r), the gyrotropic force vanishes and [η̂]ij = ηδij, where η = 4πs
∫
d3r⃗dt ∂xn · ∂xn.

Thus we have conductivity σ̂ = ρ0/ηδij. Third, our above derivation is based on collective

coordinate approach. This approach breaks down at very high temperatures (kBT ≥ J with

J being exchange energy), where we are not able to treat hedgehogs as point particles. In

such a case, we expect the conductivity to be saturated and its temperature dependence to

be weak. We approximate ρ0 ∼ 1/a3 and D ∼ Ja2/ℏ based on basic dimension analysis.

This would give us the optimal hedgehog conductivity σ ∼ 1/aℏ.

3.9 Discussion and outlook

We note that, though our discussion is based on insulating magnets, it applies equally well

to conducting magnets, when the dimension along x is much larger than the other two in

Fig. 3.1, so that we can disregard an Ohmic drag between the side contacts. Our symmetry

arguments for the hedgehog injection can also be extended to antiferromagnetic systems,

with the Néel order parameter, subject to a careful consideration of the magnetic space

group.
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There are two interesting open questions we did not address beyond phenomenologi-

cal level: the microscopic origin of the spin transfer (3.18) and a precise description of

confinement-deconfinement transition of hedgehogs. We remark that the proposed nonlocal

spin drag experiment in Fig. 3.1 also serves as a good testing platform of the deconfinement

of hedgehogs in the paramagnetic phase.

The advances in coherent diffractive imaging and vector-field tomography have proven

promising for direct observations of 3D magnetic textures, as space and time resolutions

are under improvement [182, 183]. This progress makes it possible for our theoretical con-

cepts and proposals to be experimentally investigated for further understanding and future

application of 3D topological spin textures.

Our study broadens the scope of 3D spintronics in at least two aspects: Hedgehogs, as

commonly existing topological textures in magnets, are promising to support nonlocal trans-

port in magnets and serve as information carriers. The study of the hedgehog current also

offers us a handle to manipulate two-dimensional skyrmion textures, with various potential

applications in skyrmionics. Transverse skyrmion textures and their associated free energy

can be loaded into a chiral magnet by biasing a hedgehog flux through it. If the induced

skyrmion density can be preserved at lower temperatures, e.g. by the Dzyaloshinskii-Moriya

interaction, this would provide a 3D realization of the energy-storage proposal of Ref. [105].

Being able to change the skyrmion number, the hedgehog flow can also be used to flip the

polarity of a vortex core, while maintaining the vorticity.
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CHAPTER 4

Squeezing spin entanglement out of magnons

“When an old and distinguished person

speaks to you, listen to him carefully

and with respect — but do not believe

him. Never put your trust into

anything but your own intellect. Your

elder, no matter whether he has gray

hair or has lost his hair, no matter

whether he is a Nobel laureate — may

be wrong. The world progresses, year

by year, century by century, as the

members of the younger generation

find out what was wrong among the

things that their elders said. So you

must always be skeptical — always

think for yourself.”

Linus Pauling

In this chapter, we study the entanglement between two arbitrary spins in a magnetic

material, where magnons naturally form a general squeezed coherent state, in the presence

of an applied magnetic field and axial anisotropies. Employing concurrence as a measure of

entanglement, we demonstrate that spins are generally entangled in thermodynamic equi-

128



librium, with the amount of entanglement controlled by the external fields and anisotropies.

As a result, the magnetic medium can serve as a resource to store and process quantum

information. We, furthermore, show that the entanglement can jump discontinuously when

decreasing the transverse magnetic field. This tunable entanglement can be potentially used

as an efficient switch in quantum-information processing tasks.

4.1 Introduction

Entanglement [66, 67] is a measure of how much quantum information is stored in a quantum

state and is one of the most fundamental properties that distinguish a quantum phenomenon

from its classical counterpart. It was under a severe skepticism, however, since the discovery

of quantum mechanics [191], due to its nonlocality that appeared to violate the local-realism

view of causality. Following the derivation of Bell’s inequalities, which rendered the nonlocal

features of quantum theory accessible to experimental verification, numerous experiments in

different systems have been carried out, including photons, neutrinos, electrons, molecules

as large as buckyballs, and even small diamonds, unequivocally demonstrating the exis-

tence of quantum entanglement [192, 193, 194, 195, 196, 197, 198]. In parallel with these

developments, quantum entanglement has come to be recognized as a valuable resource in

quantum-information processing [95]. For example, a quantum computer can be much faster

and more powerful than a classical one for certain computational tasks, by taking the advan-

tage of the superposition and entanglement in a quantum system [199]. Moreover, we can

realize several quantum protocols, such as teleportation, exclusively with the help of entan-

gled states [200]. These merits of entanglement in quantum information science stimulate

the research trying to coherently prepare and manipulate it in various systems.

A magnon Bose-Einstein condensate (BEC) [201], where quanta of spin waves condense

into a single state, may be taken as a platform to look for controllable entanglement [202],

since particles in a condensate are distributed over space in a coherent way. Magnon BEC
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is attractive in practice, as it can be driven by microwave [203, 204, 205, 206, 207, 208, 209]

or electronic [210, 211] pumping in an insulating ferromagnet through a quasiequilibration

process at room temperature. Without magnon pumping, we can also achieve magnon BEC

in equilibrium, by introducing an easy-plane anisotropy in the magnetic system [212]. As we

show later, magnons condense by forming a general squeezed coherent state, when the system

is subjected to external magnetic fields and anisotropies. A squeezed coherent state [213],

akin to a coherent state, is a minimum uncertainty state but with uncertainties of conjugate

operators being different. This state has been investigated extensively in quantum optics,

resulting in many applications. For example, it can be used to improve the precision of atom

clocks [214, 215] and quantum-information processing in the continuous-variables regime

[216].

In this chapter, we explore the entanglement of arbitrary two spins in a magnetic system

(assuming the number of spin sites is N0), utilizing the concurrence C [71, 67] as a measure

of entanglement, where magnons are condensed into a general squeezed coherent state. The

average number of condensed magnons in such a state can be tuned by the external field

and magnetic anisotropies [213]. We distinguish between two types of magnons: coherent

magnons related to a uniform order-parameter tilting and squeezed magnons related to the

anisotropic squeezing effect [see Eq. (4.11) below]. From numerical analysis, we find that

the system transits abruptly to a highly entangled state from an unentangled state, when

we decrease the number of coherent magnons (denoted by Nc) across a critical value that is

determined by the number of squeezed magnons (denoted by Ns):

Nc =
√

2N0Ns. (4.1)

This can be potentially used as a switch in quantum-information processing tasks. Whereas

a simple coherent state has no entanglement, a squeezed vacuum state is entangled with

concurrence

C =
2

N0

√
Ns√

Ns + 1 +
√
Ns

. (4.2)
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This concurrence will increase as the number of squeezed magnons rises. Resembling squeezed

light in quantum optics [216, 217, 218], our squeezed coherent magnetic states can also serve

as an essential resource to realize continuous-variables protocols for quantum communica-

tion, unconditional quantum teleportation, and one-way quantum computing. Apart from

this, we also discuss the entanglement when the condensate is in a Fock state and we match

our result with the entanglement of Dicke states [219], which has been well understood in

quantum spin squeezing [220, 221, 222]. In contrast to the entanglement between macro-

scopic building blocks of cavity magnetomechanical systems [223, 224], we are considering

the intrinsic spin entanglement within a quantum medium.

4.2 Model

Our model system is a set of localized spins interacting through a nearest-neighbor exchange

coupling on a three-dimensional lattice, with axial anisotropies and a tilted magnetic field,

according to the following Hamiltonian [225]:

H = −J
∑
⟨i,j⟩

Si · Sj −B ·
∑
i

Si +H1 +H2, (4.3)

H1 =
K

w

∑
⟨i,j⟩

(Sxi S
x
j − Syi S

y
j ), (4.4)

H2 = −h ·
∑
i

Si. (4.5)

Here, Si = σi/2 is the spin operator on the ith site (σ are Pauli matrices and we have

set ℏ = 1 for simplicity), w is the lattice coordination number (for example, w = 6 for

a simple cubic lattice), J > 0 is the exchange constant of a simple Heisenberg magnet

(J ≫ B, |K|), |K| is the anisotropy strength, ⟨i, j⟩ stands for all nearest-neighbor pairs, and

B = B ẑ, h = h x̂ are the external fields (absorbing all constant factors). We will restrict our

discussion to the case B > |K|, so that quantum spin fluctuations can be expanded around

the z axis.
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We will focus on the low-temperature limit, T ≪ J , where thermal magnons are dilute.

It is convenient to switch from the SU(2) spin algebra to the bosonic algebra: S+
i = ai, S

z
i =

1/2−a†iai, where a†i , ai are the magnon creation and annihilation operators in real space that

obey bosonic commutation relations. This transformation is exact, when complemented with

the hard-core repulsion for magnons [226]. In the dilute limit, where the average magnon

density is small ⟨a†iai⟩ ≪ 1, as in our case of J ≫ B > |K|, we can relax the hard-core

repulsion constraint and, as a result, the Hamiltonian H can be linearized and rewritten as

H =
∑
k

(2Jk2 +B)a†kak +
K

2

∑
k

(a†−ka
†
k + aka−k) − h

√
N0

2
(a† + a) + · · · . (4.6)

Here, a ≡ aq=0, the ellipsis represents nonlinear terms, and N0 is the total number of sites in

the system. Note we have set the lattice constant to be 1, which means all quantities with

length dimension will be measured in unit of the lattice constant. The above Hamiltonian

can be diagonalized by applying Bogoliubov transformations [227, 228] and rewritten as

H =
∑
k ̸=0

ω(k)b†kbk + ωb†b, (4.7)

where b†, b and b†k, bk are bosonic operators, ω(k) =
√

(2Jk2 +B)2 −K2 and ω ≡ ω(k = 0).

The operator b and bk are related to a and ak via

b = D(α)S(r)aS†(r)D†(α); (4.8)

bk = S(ϕk/2)akS
†(ϕk/2), k ̸= 0. (4.9)

S(ϕk/2) = e(aka−k−a†ka
†
−k)ϕk/2 is a two-mode squeezing operator [229, 230] and ϕk is deter-

mined by tanhϕk = K/(2Jk2 + B). S(r) = e[a
2−(a†)2]r/2 is a squeezing operator [213] with

r = ϕk=0/2. D(α) = eαa
†−α∗a is a displacement operator with α = h

√
N0e

−2r/2ω.

The ground state |ψ⟩ is given by b |ψ⟩ = 0, bk |ψ⟩ = 0 for all k and thus

|ψ⟩ =
(
D(α)S(r) |0⟩

)
⊗
(∏

k ̸=0

S(ϕk/2) |0⟩
)
, (4.10)
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where |0⟩ is the Fock vacuum defined by ak |0⟩ = 0 for any wavenumber k. The average

number of magnons in the ground state is

⟨a†kak⟩ = δk,0|α|2 + sinh2 ϕk

2
. (4.11)

In the large exchange-coupling limit with the size of the system being finite, the effect

of nonzero wavenumber modes is negligible and the ground state reduces to the so called

squeezed coherent state |ψ⟩ = D(α)S(r) |0⟩. Under the circumstances, ⟨a†kak⟩ = δk,0(|α|2 +

sinh2 r). We refer to the part related to the coherent parameter α as coherent magnons and

the part related to the squeezing parameter r as squeezed magnons, denoted by

Nc ≡ |α|2 and Ns ≡ sinh2 r, (4.12)

respectively.

Staying in the large-J limit, when we turn off both the anisotropy K and the in-plane

magnetic field h so that r = α = 0, the ground state is the Fock vacuum of operators ak,

corresponding to all spins aligned along B. If we turn on the in-plane magnetic field h and

keep the anisotropy off, there are finite number of magnons in the q = 0 mode forming a

coherent state |ψ⟩ = D(α) |0⟩, where all spins deviate from B direction uniformly (see Fig.

4.1a). The number of magnons (the degree of the deviation) is determined by the magnitude

of h via Nc = N0h
2/4B2, which is much smaller than N0 in the dilute limit. We emphasize

that this is a minimum uncertainty state and equally balanced between Sx and Sy with

∆Sx = ∆Sy = 1/2 [231]. If we turn on the anisotropy and keep the in-plane magnetic field

off, the ground state is a squeezed vacuum state |ψ⟩ = S(r) |0⟩, where spins align along B

on average by noting that ⟨Sx⟩ = ⟨Sy⟩ = 0 but with finite number of condensed magnons

Ns = sinh2 r (see Fig. 4.1b). The uncertainty is also minimized in this state, but not equally

balanced between Sx and Sy. This is also implied from the Hamiltonian H1 where the in-

plane U(1) symmetry is broken explicitly, which is the crucial ingredient for the presence

of entanglement. The degree of this squeezing is measured by the squeezing factor r, more

explicitly ∆Sy/∆Sx = e2r. When both anisotroy and in-plane magnetic field are present, all
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spins deviate from B on average and the uncertainties in Sx and Sy have the same behavior

as the squeezed vacuum state. The average number of condensed magnons is N = Ns +Nc,

consisting of coherent magnons and squeezed magnons [see Eq. (4.11)]. The entanglement

between two arbitrary spins is determined by the interplay between those parts. In other

words, we can tune the entanglement by varying the parameters, such as the anisotropy and

the in-plane magnetic field which determine Nc and Ns. Note that we refer to this global

tilting state as a condensed state, since the number of magnons in the q=0 mode remains to

be finite under any spin rotation in the spin space.

In the thermodynamic limit, the contribution to the entanglement due to q = 0 mode is

negligible and the effective ground state is the squeezed vacuum state |ψ⟩ =
∏

k ̸=0 S(ϕk/2) |0⟩.
There are only squeezed magnons, because the uniform magnetic field only couples with the

q = 0 mode. The entanglement in this case is distance dependent, since |ψ⟩ involves finite-

wavenumber modes. This will be addressed in Sec. 4.4.5. Before delving into that, let us

introduce the entanglement measure we employ in our analysis: the concurrence.

4.3 Entanglement Measures

The problem of measuring entanglement is a vast field of research on its own [66, 67].

Numerous different methods have been proposed to that end. For a pure bipartite state

ρAB = |ψAB⟩ ⟨ψAB|, we usually adopt the von Neumann entropy as the entanglement measure:

S(|ψAB⟩) ≡ − tr ρA ln ρA = − tr ρB ln ρB. For a general mixed state ρAB, this von-Neumann

entropy is no longer a good measure since the classical mixture in ρAB will also contribute

to the von Neumann entropy. Therefore, many new measures have been introduced, such

as entanglement of formation, distillable entanglement, and entanglement cost, which all

reduce to the von Neumann entropy when evaluated on pure states. Here we will use the

entanglement of formation as the entanglement measure as we can accomplish some analytic

results for problems we are interested in. In the next section, we explore the entanglement
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between two arbitrary spins for various states we discussed in Section 4.2.
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ẑ
<latexit sha1_base64="VGLSCN98gvocARP/3zXp0heglw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJpwP6IjJULBKFqp0x9TzJ5mg2rNrbtzkFXiFaQGBZqD6ld/GLM04gqZpMb0PDdBP6MaBZN8VumnhieUTeiI9yxVNOLGz+bnzsiZVYYkjLUthWSu/p7IaGTMNApsZ0RxbJa9XPzP66UYXvuZUEmKXLHFojCVBGOS/06GQnOGcmoJZVrYWwkbU00Z2oQqNgRv+eVV0r6oe27du7+sNW6KOMpwAqdwDh5cQQPuoAktYDCBZ3iFNydxXpx352PRWnKKmWP4A+fzB7NGj8s=</latexit><latexit sha1_base64="VGLSCN98gvocARP/3zXp0heglw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJpwP6IjJULBKFqp0x9TzJ5mg2rNrbtzkFXiFaQGBZqD6ld/GLM04gqZpMb0PDdBP6MaBZN8VumnhieUTeiI9yxVNOLGz+bnzsiZVYYkjLUthWSu/p7IaGTMNApsZ0RxbJa9XPzP66UYXvuZUEmKXLHFojCVBGOS/06GQnOGcmoJZVrYWwkbU00Z2oQqNgRv+eVV0r6oe27du7+sNW6KOMpwAqdwDh5cQQPuoAktYDCBZ3iFNydxXpx352PRWnKKmWP4A+fzB7NGj8s=</latexit><latexit sha1_base64="VGLSCN98gvocARP/3zXp0heglw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJpwP6IjJULBKFqp0x9TzJ5mg2rNrbtzkFXiFaQGBZqD6ld/GLM04gqZpMb0PDdBP6MaBZN8VumnhieUTeiI9yxVNOLGz+bnzsiZVYYkjLUthWSu/p7IaGTMNApsZ0RxbJa9XPzP66UYXvuZUEmKXLHFojCVBGOS/06GQnOGcmoJZVrYWwkbU00Z2oQqNgRv+eVV0r6oe27du7+sNW6KOMpwAqdwDh5cQQPuoAktYDCBZ3iFNydxXpx352PRWnKKmWP4A+fzB7NGj8s=</latexit><latexit sha1_base64="VGLSCN98gvocARP/3zXp0heglw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJpwP6IjJULBKFqp0x9TzJ5mg2rNrbtzkFXiFaQGBZqD6ld/GLM04gqZpMb0PDdBP6MaBZN8VumnhieUTeiI9yxVNOLGz+bnzsiZVYYkjLUthWSu/p7IaGTMNApsZ0RxbJa9XPzP66UYXvuZUEmKXLHFojCVBGOS/06GQnOGcmoJZVrYWwkbU00Z2oQqNgRv+eVV0r6oe27du7+sNW6KOMpwAqdwDh5cQQPuoAktYDCBZ3iFNydxXpx352PRWnKKmWP4A+fzB7NGj8s=</latexit>

ẑ
<latexit sha1_base64="VGLSCN98gvocARP/3zXp0heglw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJpwP6IjJULBKFqp0x9TzJ5mg2rNrbtzkFXiFaQGBZqD6ld/GLM04gqZpMb0PDdBP6MaBZN8VumnhieUTeiI9yxVNOLGz+bnzsiZVYYkjLUthWSu/p7IaGTMNApsZ0RxbJa9XPzP66UYXvuZUEmKXLHFojCVBGOS/06GQnOGcmoJZVrYWwkbU00Z2oQqNgRv+eVV0r6oe27du7+sNW6KOMpwAqdwDh5cQQPuoAktYDCBZ3iFNydxXpx352PRWnKKmWP4A+fzB7NGj8s=</latexit><latexit sha1_base64="VGLSCN98gvocARP/3zXp0heglw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJpwP6IjJULBKFqp0x9TzJ5mg2rNrbtzkFXiFaQGBZqD6ld/GLM04gqZpMb0PDdBP6MaBZN8VumnhieUTeiI9yxVNOLGz+bnzsiZVYYkjLUthWSu/p7IaGTMNApsZ0RxbJa9XPzP66UYXvuZUEmKXLHFojCVBGOS/06GQnOGcmoJZVrYWwkbU00Z2oQqNgRv+eVV0r6oe27du7+sNW6KOMpwAqdwDh5cQQPuoAktYDCBZ3iFNydxXpx352PRWnKKmWP4A+fzB7NGj8s=</latexit><latexit sha1_base64="VGLSCN98gvocARP/3zXp0heglw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJpwP6IjJULBKFqp0x9TzJ5mg2rNrbtzkFXiFaQGBZqD6ld/GLM04gqZpMb0PDdBP6MaBZN8VumnhieUTeiI9yxVNOLGz+bnzsiZVYYkjLUthWSu/p7IaGTMNApsZ0RxbJa9XPzP66UYXvuZUEmKXLHFojCVBGOS/06GQnOGcmoJZVrYWwkbU00Z2oQqNgRv+eVV0r6oe27du7+sNW6KOMpwAqdwDh5cQQPuoAktYDCBZ3iFNydxXpx352PRWnKKmWP4A+fzB7NGj8s=</latexit><latexit sha1_base64="VGLSCN98gvocARP/3zXp0heglw4=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJpwP6IjJULBKFqp0x9TzJ5mg2rNrbtzkFXiFaQGBZqD6ld/GLM04gqZpMb0PDdBP6MaBZN8VumnhieUTeiI9yxVNOLGz+bnzsiZVYYkjLUthWSu/p7IaGTMNApsZ0RxbJa9XPzP66UYXvuZUEmKXLHFojCVBGOS/06GQnOGcmoJZVrYWwkbU00Z2oQqNgRv+eVV0r6oe27du7+sNW6KOMpwAqdwDh5cQQPuoAktYDCBZ3iFNydxXpx352PRWnKKmWP4A+fzB7NGj8s=</latexit>

~S
<latexit sha1_base64="xREkmjcJ+WgPaXU87Q7qSUgf53s=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N4US+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqzU7k2QZY+zfrniVt0FyDrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwVuqlGhPKxnSIXUsljVD72eLcGbmwyoCEsbIlDVmovycyGmk9jQLbGVEz0qveXPzP66YmvPEzLpPUoGTLRWEqiInJ/Hcy4AqZEVNLKFPc3krYiCrKjE2oZEPwVl9eJ62rqudWvYfrSv02j6MIZ3AOl+BBDepwDw1oAoMxPMMrvDmJ8+K8Ox/L1oKTz5zCHzifP3mqj6U=</latexit><latexit sha1_base64="xREkmjcJ+WgPaXU87Q7qSUgf53s=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N4US+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqzU7k2QZY+zfrniVt0FyDrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwVuqlGhPKxnSIXUsljVD72eLcGbmwyoCEsbIlDVmovycyGmk9jQLbGVEz0qveXPzP66YmvPEzLpPUoGTLRWEqiInJ/Hcy4AqZEVNLKFPc3krYiCrKjE2oZEPwVl9eJ62rqudWvYfrSv02j6MIZ3AOl+BBDepwDw1oAoMxPMMrvDmJ8+K8Ox/L1oKTz5zCHzifP3mqj6U=</latexit><latexit sha1_base64="xREkmjcJ+WgPaXU87Q7qSUgf53s=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N4US+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqzU7k2QZY+zfrniVt0FyDrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwVuqlGhPKxnSIXUsljVD72eLcGbmwyoCEsbIlDVmovycyGmk9jQLbGVEz0qveXPzP66YmvPEzLpPUoGTLRWEqiInJ/Hcy4AqZEVNLKFPc3krYiCrKjE2oZEPwVl9eJ62rqudWvYfrSv02j6MIZ3AOl+BBDepwDw1oAoMxPMMrvDmJ8+K8Ox/L1oKTz5zCHzifP3mqj6U=</latexit><latexit sha1_base64="xREkmjcJ+WgPaXU87Q7qSUgf53s=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N4US+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx3dxvT1BpHssnM03Qj+hQ8pAzaqzU7k2QZY+zfrniVt0FyDrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwVuqlGhPKxnSIXUsljVD72eLcGbmwyoCEsbIlDVmovycyGmk9jQLbGVEz0qveXPzP66YmvPEzLpPUoGTLRWEqiInJ/Hcy4AqZEVNLKFPc3krYiCrKjE2oZEPwVl9eJ62rqudWvYfrSv02j6MIZ3AOl+BBDepwDw1oAoMxPMMrvDmJ8+K8Ox/L1oKTz5zCHzifP3mqj6U=</latexit>

Sx
<latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit><latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit><latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit><latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit>

Sy
<latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit><latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit><latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit><latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit>

Sx
<latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit><latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit><latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit><latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit>

Sx
<latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit><latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit><latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit><latexit sha1_base64="8L2Qyre2wPOYCzzuPaQqIxSlL6o=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68Vip/YA2ls120y7dbMLuRCyhP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqpXn946pXKbsWdgSwTLydlyFHrlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrnFc+teHcX5ep1HkcBjuEEzsCDS6jCLdSgAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gA9aY3B</latexit>

Sy
<latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit><latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit><latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit><latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit>

Sy
<latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit><latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit><latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit><latexit sha1_base64="uP9f+4rH7YjM4O/pts1S8gFUEyQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8dK7Qe0sWy2k3bpZhN2N0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHkyXoR3QoecgZNVZqNB6zfrniVt05yCrxclKBHPV++as3iFkaoTRMUK27npsYf0KV4UzgtNRLNSaUjekQu5ZKGqH2J/NTp+TMKgMSxsqWNGSu/p6Y0EjrLApsZ0TNSC97M/E/r5ua8NqfcJmkBiVbLApTQUxMZn+TAVfIjMgsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4vK7WbPI4inMApnIMHV1CDO6hDExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gA+7Y3C</latexit>

1/2
<latexit sha1_base64="rlpHHpLQSei57ggxUOFYcoYvWAg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU02KoMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB++i1i9X3Ko7B1klXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJp6VeanhC2ZgOeddSRSNu/Gx+6pScWWVAwljbUkjm6u+JjEbGTKLAdkYUR2bZm4n/ed0Uw2s/EypJkSu2WBSmkmBMZn+TgdCcoZxYQpkW9lbCRlRThjadkg3BW355lbRqVc+teveXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OZI58V5dz4WrQUnnzmGP3A+fwBYC40q</latexit><latexit sha1_base64="rlpHHpLQSei57ggxUOFYcoYvWAg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU02KoMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB++i1i9X3Ko7B1klXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJp6VeanhC2ZgOeddSRSNu/Gx+6pScWWVAwljbUkjm6u+JjEbGTKLAdkYUR2bZm4n/ed0Uw2s/EypJkSu2WBSmkmBMZn+TgdCcoZxYQpkW9lbCRlRThjadkg3BW355lbRqVc+teveXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OZI58V5dz4WrQUnnzmGP3A+fwBYC40q</latexit><latexit sha1_base64="rlpHHpLQSei57ggxUOFYcoYvWAg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU02KoMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB++i1i9X3Ko7B1klXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJp6VeanhC2ZgOeddSRSNu/Gx+6pScWWVAwljbUkjm6u+JjEbGTKLAdkYUR2bZm4n/ed0Uw2s/EypJkSu2WBSmkmBMZn+TgdCcoZxYQpkW9lbCRlRThjadkg3BW355lbRqVc+teveXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OZI58V5dz4WrQUnnzmGP3A+fwBYC40q</latexit><latexit sha1_base64="rlpHHpLQSei57ggxUOFYcoYvWAg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU02KoMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB++i1i9X3Ko7B1klXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJp6VeanhC2ZgOeddSRSNu/Gx+6pScWWVAwljbUkjm6u+JjEbGTKLAdkYUR2bZm4n/ed0Uw2s/EypJkSu2WBSmkmBMZn+TgdCcoZxYQpkW9lbCRlRThjadkg3BW355lbRqVc+teveXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OZI58V5dz4WrQUnnzmGP3A+fwBYC40q</latexit>

�/2
<latexit sha1_base64="KhRf1Uim6XRgQ6ZdURctsele21s=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqe4WQY9FLx4r2A9ol5JNs21sNlmSrFCW/gcvHhTx6v/x5r8xbfegrQ8GHu/NMDMvTAQ31vO+UWFtfWNzq7hd2tnd2z8oHx61jEo1ZU2qhNKdkBgmuGRNy61gnUQzEoeCtcPx7cxvPzFtuJIPdpKwICZDySNOiXVSq5eM+EWtX654VW8OvEr8nFQgR6Nf/uoNFE1jJi0VxJiu7yU2yIi2nAo2LfVSwxJCx2TIuo5KEjMTZPNrp/jMKQMcKe1KWjxXf09kJDZmEoeuMyZ2ZJa9mfif101tdB1kXCapZZIuFkWpwFbh2et4wDWjVkwcIVRzdyumI6IJtS6gkgvBX355lbRqVd+r+veXlfpNHkcRTuAUzsGHK6jDHTSgCRQe4Rle4Q0p9ILe0ceitYDymWP4A/T5A/PLjrQ=</latexit><latexit sha1_base64="KhRf1Uim6XRgQ6ZdURctsele21s=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqe4WQY9FLx4r2A9ol5JNs21sNlmSrFCW/gcvHhTx6v/x5r8xbfegrQ8GHu/NMDMvTAQ31vO+UWFtfWNzq7hd2tnd2z8oHx61jEo1ZU2qhNKdkBgmuGRNy61gnUQzEoeCtcPx7cxvPzFtuJIPdpKwICZDySNOiXVSq5eM+EWtX654VW8OvEr8nFQgR6Nf/uoNFE1jJi0VxJiu7yU2yIi2nAo2LfVSwxJCx2TIuo5KEjMTZPNrp/jMKQMcKe1KWjxXf09kJDZmEoeuMyZ2ZJa9mfif101tdB1kXCapZZIuFkWpwFbh2et4wDWjVkwcIVRzdyumI6IJtS6gkgvBX355lbRqVd+r+veXlfpNHkcRTuAUzsGHK6jDHTSgCRQe4Rle4Q0p9ILe0ceitYDymWP4A/T5A/PLjrQ=</latexit><latexit sha1_base64="KhRf1Uim6XRgQ6ZdURctsele21s=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqe4WQY9FLx4r2A9ol5JNs21sNlmSrFCW/gcvHhTx6v/x5r8xbfegrQ8GHu/NMDMvTAQ31vO+UWFtfWNzq7hd2tnd2z8oHx61jEo1ZU2qhNKdkBgmuGRNy61gnUQzEoeCtcPx7cxvPzFtuJIPdpKwICZDySNOiXVSq5eM+EWtX654VW8OvEr8nFQgR6Nf/uoNFE1jJi0VxJiu7yU2yIi2nAo2LfVSwxJCx2TIuo5KEjMTZPNrp/jMKQMcKe1KWjxXf09kJDZmEoeuMyZ2ZJa9mfif101tdB1kXCapZZIuFkWpwFbh2et4wDWjVkwcIVRzdyumI6IJtS6gkgvBX355lbRqVd+r+veXlfpNHkcRTuAUzsGHK6jDHTSgCRQe4Rle4Q0p9ILe0ceitYDymWP4A/T5A/PLjrQ=</latexit><latexit sha1_base64="KhRf1Uim6XRgQ6ZdURctsele21s=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqe4WQY9FLx4r2A9ol5JNs21sNlmSrFCW/gcvHhTx6v/x5r8xbfegrQ8GHu/NMDMvTAQ31vO+UWFtfWNzq7hd2tnd2z8oHx61jEo1ZU2qhNKdkBgmuGRNy61gnUQzEoeCtcPx7cxvPzFtuJIPdpKwICZDySNOiXVSq5eM+EWtX654VW8OvEr8nFQgR6Nf/uoNFE1jJi0VxJiu7yU2yIi2nAo2LfVSwxJCx2TIuo5KEjMTZPNrp/jMKQMcKe1KWjxXf09kJDZmEoeuMyZ2ZJa9mfif101tdB1kXCapZZIuFkWpwFbh2et4wDWjVkwcIVRzdyumI6IJtS6gkgvBX355lbRqVd+r+veXlfpNHkcRTuAUzsGHK6jDHTSgCRQe4Rle4Q0p9ILe0ceitYDymWP4A/T5A/PLjrQ=</latexit>
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state
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Figure 4.1: (a). A general coherent state |α⟩ = D(α) |0⟩, where D(α) ≡ exp
{
αa† − α∗a

}
is a

displacement operator with α = |α|eiθ, is the minimum uncertainty state (∆Sx = ∆Sy = 1/2

). All spins deviate from B ∝ ẑ direction coherently. (b). The general squeezed vacuum state

S(ζ) |0⟩, where S(ζ) ≡ e

[
ζ∗a2−ζ(a†)2

]
/2 is the squeezing operator with a squeezing parameter

ζ = reiϕ, is also a minimum uncertainty state with uncertainties being squeezed (blue ellipse)

compared with the vacuum uncertainties (green disk). The direction of the squeezing (the

orientation of the semi-minor axis of the ellipse with respect to the Sx axis) is ϕ/2. The

length of the semi-minor axis is e−r/2 and the length of the semi-major axis is er/2. The

average direction of the spin in such state is along B. (c). For the general squeezed coherent

state D(α)S(ζ) |0⟩, the degree of the deviation from ẑ is determined by the parameter α and

the degree of squeezing of the uncertainty is determined by the squeezing parameter ζ.

4.4 Entanglement Quantification

In the first four subsections, we discuss the entanglement due to the q = 0 mode in a

finite size sample with large exchange coupling where this mode dominates the quantum

fluctuation. In the last subsection, entanglement and its distance dependence are examined
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in thermodynamic limit, where finite wavenumber modes must be taken into account.

4.4.1 Fock States

We start with investigating the concurrence between two spins in Fock states |N⟩ where

N is the number of magnons in the zero-momentum mode. For the Fock vacuum |0⟩, the

concurrence is zero since this is a product state |↑↑ · · · ↑⟩. When there is a finite number of

magnons, invoking the reduced density matrix (1.136), which is simplified for this specific

case, we show the concurrence (Eq. 1.129) between arbitrary two spins is given by

CFock = 2 max

{
0, |⟨σ+

i σ
−
j ⟩| −

√
⟨k+i k+j ⟩⟨k−i k−j ⟩

}
≈ 2

N

N0

(
1 −

√
1 − 1/N

)
. (4.13)

Note that the upper bound of the concurrence is 2/N0, which is known as the tight bound for

symmetric sharing of entanglement [232]. The concurrence reaches its maximum value when

there is only one magnon, corresponding to the state |↓↑ · · · ↑⟩+|↑↓ · · · ↑⟩+|↑↑ · · · ↓⟩. This is

a generalization of the Bell state |Ψ+⟩ ∼ |↑↓⟩+ |↓↑⟩ and thus maximally entangled. Another

feature we should pay attention to is that the concurrence is a decreasing function of N and

approaches 1/N0 as N → ∞. This is consistent with the analysis of the Dicke state [219]

|N0/2,M⟩ in quantum optics, which describes a system consisting of N0 two-level systems

(spin-1/2 particles) and is a pure symmetric (with respect to permutations) state. N0/2−M
is the number of excited two-level systems (i.e., the flipped spins). The concurrence of such

Dicke state is given by [220, 221, 222]

CDicke =
N2

0 − 4M2 −
√

(N2
0 − 4M2)[(N0 − 2)2 − 4M2]

2N0(N0 − 1)

≈ CFock, (4.14)

where we have identified N = N0/2−M and specialized to the case N ≪ N0 by noting that

the number of excited two-level systems is exactly the number of magnons in our context. It

should be clear from our discussion above that we must invoke the one-magnon state |N = 1⟩
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to produce a maximally-entangled configuration.

In Ref. [76], it was found that the entanglement between two spins increases with the

number of condensed magnons N , which is contrary to what we discussed above. This dis-

crepancy can be traced to the second term in Eq. (4.13), which, despite being comparable to

the first term, was omitted in Ref. [76]. In particular, we see that the entanglement vanishes

in the thermodynamic limit, N0 → ∞, in the Fock state |N⟩ with any N , in agreement with

the tight bound for symmetric sharing of entanglement. At a finite temperature T , when

two spins sit at a distance smaller than the thermal de Broglie wavelength λT ∝
√
J/T , we

expect the concurrence to be inversely proportional to the total number of sites within the

corresponding volume: C ∝ 1/λ3T (crossing over to C ∝ 1/N0 as T → 0 and λT exceeds the

system size). Beyond the thermal de Broglie wavelength λT , the entanglement should decay

exponentially, ∼ e−R/λT , with the distance R between two spins, which agrees qualitatively

with the analysis of Ref. [76].

4.4.2 Coherent States

Let us turn on the in-plane magnetic field which will lead to a coherent state |α⟩ ≡ D(α) |0⟩
as the ground state. We evaluate the elements of density matrix (1.136) in the coherent state

and obtain

ρ(σy ⊗ σy)ρ
∗(σy ⊗ σy) ∝ 14×4. (4.15)

This implies the entanglement between any two spins is zero and there is no quantum corre-

lation stored in spins according to the definition of the concurrence Eq. (1.129). Indeed, this

is not surprising and it has been shown any bosonic coherent state is unentangled [202]. It is

true as well for spin coherent states since |θ, ϕ⟩ = ⊗Ns
l=1

[
cos θ

2
|↓⟩l + eiϕ sin θ

2
|↑⟩l

]
is a product

state where θ and ϕ specify the direction of spins. Coherent states have minimum uncer-

tainty which are equally balanced between Sx and Sy with ∆Sx = ∆Sy = 1/2. Furthermore,

any classical mixture of coherent states, such as ρ̂ =
∫
d2α Pα |α⟩ ⟨α| with Pα > 0 being the
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probability density in |α⟩, can only increase the uncertainty and also has zero entanglement

since classical correlations do not contribute to the entanglement. Such states are known

as classical light states in the quantum optics [233]. One typical nonclassical light state is

squeezed states and we will examine the entanglement of those states below.

4.4.3 Squeezed Vacuum Magnetic States

By turning on the anisotropy in Hamiltonian H1 and keeping the in-plane magnetic field

off, we can generate the squeezed vacuum state |ψ⟩ = S(r) |0⟩ as the ground state, where

the uncertainty in Sx is below the vacuum level. There must be quantum correlations in

such states since they can never be achieved by mixing coherent states. We show that the

concurrence (1.129) between two spins is given by

C =
2

N0

√
Ns√

Ns + 1 +
√
Ns

, (4.16)

whereNs = sinh2 r is the number of magnons in the squeezed vacuum state. In contrast to the

Fock state, the concurrence of the squeezed vacuum state increases as we increase the number

of magnons. This can be understood by noting that increasing Ns corresponds to squeezing

the vacuum more. Namely, the degree of squeezing, ∆Sy/∆Sx = e2r = (
√
Ns + 1 +

√
Ns)

2,

equals unity when Ns = 0, which corresponds to zero entanglement. ∆Sy/∆Sx approaches

infinity as Ns rises, where the vacuum is infinitely squeezed and has maximum concurrence

1/N0, which is half of the tight bound for symmetric sharing of entanglement [232]. We

remark that this reduction in the entanglement is due to the odd parity missing in the wave

function.

4.4.4 Squeezed Coherent Magnetic States

Now let us turn on both the anisotropy and the in-plane magnetic field, resulting in the

squeezed coherent state |ψ⟩ = D(α)S(r) |0⟩ as our ground state. We will see that in contrast

to the coherent states that retain their (trivial) entanglement character under displacement,
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displacing a squeezed state does have a nontrivial effect. Unlike states we discussed above,

however, it is difficult to obtain an analytic expression for the concurrence in this case.

Therefore, we obtain the concurrence C numerically by plotting it as a function of r for

different values of |α| (see Fig. 4.2a), where we assume the anisotropy K > 0 without loss

of generality. As increasing the value of |α| from zero, we have zero concurrence under a

critical value of rc = rc(|α|) (see Fig. 4.2b) and nonzero concurrence above rc. The maximal

concurrence will increase to 2/N0 from 1/N0 as we increase the number of coherent magnons.

Thus we can see that the coherent magnons will unlink the quantum correlations between

spins established by a small number of squeezed magnons. This is because the coherent

magnons dominate the physics when the number of squeezed magnons is small. However,

coherent magnons will be beneficial for information storage when the number of squeezed

magnons is large. The upper bound of the concurrence rises since the coherent part involves

states with both parities, unlike squeezed vacuum states which only involve even parity states

{|2k⟩}, and thus increases the upper bound. We remark that, in contrast to the discussion

in Sec. 4.4 B where the displacement operation does not yield entanglement since it is acting

on a trivial state (Fock vacuum state), the displacement operator here results in nontrivial

entanglement behavior as it acts on a squeezed state which is entangled.

To determine this transition, we study the critical value N
1/4
s =

√
sinh rc numerically and

plot it as a function of |α| which can be fitted well with a linear relation (see Fig. 3.3b). We

conclude that there is no entanglement when

Nc ≥
√

2N0Ns. (4.17)

Otherwise we have nonzero entanglement. This transition is discontinuous as implied from

Fig. 3.3a. When |α| is large, N0C is a step function of r, which can be potentially used as

an efficient switch in quantum information processing tasks.
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Figure 4.2: (a). Concurrence C as a function of the number of squeezed magnons Ns = sinh2 r

for different number of coherent magnons Nc = |α|2. |α| = 0 corresponds to the squeezed

vacuum state (see Eq. (4.16)), where the maximal concurrence is 1/N0. As we increase

the number of coherent magnons, the physics is dominated by the coherent part when the

number of squeezed magnons is small. As a result, the concurrence is zero. However, the

presence of the coherent part can increase the upper bound of the concurrence once the

number of squeezed magnons is above some critical value sinh2 rc, which depends on the

amount of coherent magnons we put into the system. (b). Critical values (Ns)
1/4 =

√
sinh rc

as a function of |α|, which can be fitted using a linear relation. When the number of

coherent magnons is larger than
√

2N0Ns, the coherent part dominates the physics and the

concurrence is zero. Otherwise, we have a finite concurrence. In the numerical study above,

we set N0 = 108.

4.4.5 Thermodynamic Limit

In the thermodynamic limit, one can see that the entanglement between two arbitrary spins

due to q = 0 mode vanishes from our discussion above. Under the circumstances, nonzero

wavenumber modes should be taken into account and we can show that the concurrence

between a spin at Ri and a spin at Rj in d dimension is given by

Cij = max
{

0, T (γ, λ, η)
}
, (4.18)
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where

T (γ, λ, η) ≈ 1

(2π)d

∣∣∣∣ ∫
B.Z.

ddq
η cos

(
γR̂ · q

)
√

(1 + 2λ2q2)2 − η2

∣∣∣∣
+

1

(2π)d

∫
B.Z.

ddq

[
1 − 1 + 2λ2q2√

(1 + 2λ2q2)2 − η2

]
. (4.19)

Here γ = |R| = |Ri −Rj| and λ =
√
J/B are the distance between two spins and the

exchange length. η = |K|/B < 1 is a dimensionless parameter and R̂ = (Ri−Rj)/|R|. B.Z.

represents the Brillouin zone.

Here we sketch the derivation of Eq. (4.18) (Eq. (4.13) and Eq. (4.16) are similar). In

state |ψ⟩ =
∏

k ̸=0 S(ϕk/2) |0⟩, where S(ϕk/2) = e(aka−k−a†ka
†
−k)ϕk/2 is the two-mode squeezing

operator and ϕk is determined by tanhϕk = K/(2Jk2 +B), we evaluate the reduced density

matrix Eq. (1.136) for a spin at Ri and a spin at Rj in d dimension and obtain

ρij =


1 − 2⟨a†iai⟩ + ⟨a†iaia†jaj⟩ 0 0 ⟨a†ia†j⟩

0 ⟨a†iai⟩ − ⟨a†iaia†jaj⟩ ⟨a†jai⟩ 0

0 ⟨a†iaj⟩ ⟨a†jaj⟩ − ⟨a†iaia†jaj⟩ 0

⟨aiaj⟩ 0 0 ⟨a†iaia†jaj⟩

.
(4.20)

Here we have used the fact that expectation value of any product of odd number of magnon

creation or annihilation operators vanishes (this is true for any squeezed vacuum state), for

example ⟨ψ| a†iaiaj |ψ⟩ = 0. Then one can determine the explicit form of ρ(σy⊗σy)ρ∗(σy⊗σy)
and show that the concurrence Eq. (1.129) is given by

C(ρij) = 2 max
{

0, |⟨a†ia†j⟩| − ⟨a†iai⟩ + ⟨a†iaia†jaj⟩
}

(4.21)

Invoking identities

⟨ψ| a†qa†k |ψ⟩ = −δq,−k sinh
ϕk

2
cosh

ϕk

2
; (4.22)

⟨ψ| a†qak |ψ⟩ = δq,k sinh2 ϕk

2
, (4.23)
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we obtain the explicit expression of the concurrence

C(ρij) = max{0, T }, (4.24)

where

T =
1

(2π)d

∣∣∣∣ ∫
B.Z.

sinh
ϕq

2
cosh

ϕq

2
eiq·(Rj−Ri) ddq

∣∣∣∣− 1

(2π)d

∫
B.Z.

sinh2 ϕq

2
ddq. (4.25)

Here B.Z. represents the Brillouin zone. Considering tanhϕk = K/(2Jk2 +B) and introduc-

ing parameters γ = |R| = |Ri −Rj|, λ =
√
J/B, η = |K|/B and R̂ = (Ri −Rj)/|R|, we

can rewrite Eq. (4.25) and obtain Eq. (4.18):

T (γ, λ, η) ≈ 1

(2π)d

∣∣∣∣ ∫
B.Z.

ddq
η cos

(
γR̂ · q

)
√

(1 + 2λ2q2)2 − η2

∣∣∣∣+ 1

(2π)d

∫
B.Z.

ddq

[
1− 1 + 2λ2q2√

(1 + 2λ2q2)2 − η2

]
.

(4.26)

Applying Wick’s theorem to ⟨a†iaia†jaj⟩ and using |⟨a†ia†j⟩| ∼ O(η/λ2), |⟨a†iaj⟩| < ⟨a†iai⟩ ∼
O
(
η2+d/2/λd

)
, which are all small, we see that the quartic correlator can be neglected.

Figure 4.3a visualizes the distance γ dependence of concurrence Cij in dimension d = 1,

d = 2 and d = 3, respectively. It suggests that Cij is smaller when the dimension is higher.

From Fig. 4.3b, we can see that, keeping other parameters fixed, Cij will decrease to zero

as we increase the distance γ to a critical value γc, which is proportional to the exchange

length λ. In other words, spins within the exchange length can communicate and entangle

with each other. Note that, in the limit of diverging exchange length λ → ∞, the overall

value of concurrence will vanish even though spins can entangle with each other over a long

distance.
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Figure 4.3: (a). Concurrence as a function of the distance γ between two spins in dimension

d = 1, d = 2 and d = 3, respectively. The overall value of the concurrence will decrease as

we increase the dimension of our system. In a given dimension, the concurrence is finite but

will decrease as we increase the distance between these two spins within a critical distance

γc, beyond which the concurrence vanishes. We have set λ = 10, η = 0.5 and R̂ = x̂ in

higher dimension. (b). Critical distance γc as a function of the correlation length λ, which

can be fitted well with a linear relation. We have set η = 0.5.

4.4.6 Remarks

Let us modify the H1 and H2 to allow for more general squeezed coherent states,

H1 =
K

w

∑
⟨ij⟩

[
cos θ1(S

x
i S

x
j − Syi S

y
j ) + 2 sin θ1S

x
i S

y
j

]
,

H2 = −h cos θ2
∑
i

Sxi − h sin θ2
∑
i

Syi .

(4.27)

Compared with the original Hamiltonian (4.3), we have rotated the in-plane magnetic

field and anisotropy by θ2 and θ1/2, respectively, H1 → U(θ1/2)H1U(θ1/2)† and H2 →
U(θ2)H2U(θ2)

† with U(θ) =
∏

i e
−iθSz

i being the rotation operator. Therefore, the entan-

glement should only depend on the physical angle θ2 − θ1/2. The ground state of this

Hamiltonian, in the large exchange-coupling limit (so that we can neglect nonzero wavenum-

ber modes [234]), is given by |ψ⟩ = D(α)S(ζ) |0⟩ with ζ = reiθ1 and α =
√
N0h[eiθ2 cosh 2r−
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ei(θ1−θ2) sinh 2r]/2ω, where ω =
√
B2 −K2 and r is determined by tanh 2r = K/B. We re-

cover what we have obtained before [see Eq. (4.10)] when θ1 = θ2 = 0, as expected. We point

out that, by taking this angle dependence into account, the behavior of the concurrence does

not get modified qualitatively, since its angular variation is much smaller than the absolute

value (see Fig. 4.4).
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Figure 4.4: Concurrence as a function of one angle (setting the another angle to zero). For

the pink dashed curve, we plot the concurrence as a function of the angle ϕ and set θ = 0.

For the black solid curve, we plot the concurrence as a function of the angle θ and set ϕ = 0.

We find that concurrence is periodic with period 2π in ϕ and π in θ. In both cases, we set

Ns = sinh2 4, Nc = 9 × 104 and N0 = 108.

The above Hamiltonian realizes the general squeezed coherent state D(α)S(ζ) |0⟩ with

α = |α|eiθ and ζ = reiϕ being complex-valued, where D(α) = eαa
†−α∗a is the displacement

operator and S(ζ) = e[ζ
∗a2−ζ(a†)2]/2 is the squeezing operator. The entanglement in such

states only depends on |ϕ/2 − θ| instead of depending on these two angles separately. This

is implied from the Fig. 4.1c where the only physical angle is |ϕ/2 − θ|. More explicitly,

we have D(|α|eiθ)S(reiϕ) |0⟩ → D(|α|ei(θ−ϕ/2))S(r) |0⟩ under a gauge transformation a →
aeiϕ/2 which will not alter any physics of the system. We find numerically the concurrence
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is periodic with period 2π in ϕ (the pink curve in Fig. 4.4) and π in θ (the black curve

in Fig. 4.4). This is consistent with what we discussed above where ζ = reiθ1 and α =
√
N0h[eiθ2 cosh 2r−ei(θ1−θ2) sinh 2r]/2ω. Under the gauge transformation, we have the ground

state D(αe−iθ1/2)S(r) |0⟩ where αe−iθ1/2 =
√
N0h[ei(θ2−θ1/2) cosh 2r − e−i(θ2−θ1/2) sinh 2r]/2ω

and thus the entanglement only depends on the physical angle θ2 − θ1/2.

A few ways have recently been proposed to store and control quantum information in

magnetic systems. For example, topological defects can be used as quantum information

carriers [235] and two spins can be coupled via the spin-superfluid mode harbored by an

antiferromagnetic domain wall [236]. Our discussion can be also applied to entangle two

distant spin qubits (see Fig. 4.5). Let us consider the situation where two spin qubits are

placed in the vicinity of a ferromagnetic insulator. Then, turn on the coupling J̃ between

spin qubits and the insulator strong enough so that the two spins are entangled as if they

are part of the magnetic insulator. Upon the sufficiently rapid turnoff of the coupling, we

can obtain the isolated system of the two spin qubits that remain entangled.

4.5 Summary and Outlook

We have investigated the entanglement generation and entanglement control in a magnetic

system. In the low temperature regime T ≪ J , magnons form a general squeezed coherent

state, which is a minimum uncertainty state with the quantum noise in one observable

reduced below its vacuum level with the sacrifice of enhanced uncertainties in the another

observable. We showed these squeezed states can be fully controlled by tuning applied

external fields and in-plane anisotropies. Utilizing the entanglement of formation, or more

specifically the concurrence, as a measure of entanglement, we illustrated that in the large

exchange-coupling limit, a general squeezed coherent state, including its special case of a

squeezed vacuum state, exhibits a high degree of entanglement between two arbitrary spins,

as opposed to a coherent state which is not entangled. Therefore, a magnetic system can
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serve as a resource for storing quantum information and processing quantum information,

such as quantum teleportation, quantum network and quantum logical encoding.

Ferromagnetic insulator
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<latexit sha1_base64="H8CnNMR6LJPS9QS3mIiScK3De9o=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgqiQi6LK2G5cV7APaECbTSTt0Mgkzk0IJ+RM3LhRx65+482+ctFlo9cDA4Zx7uWdOkHCmtON8WZWNza3tnepubW//4PDIPj7pqTiVhHZJzGM5CLCinAna1UxzOkgkxVHAaT+YtQu/P6dSsVg86kVCvQhPBAsZwdpIvm2PIqynBPOsnfvZXSv37brTcJZAf4lbkjqU6Pj252gckzSiQhOOlRq6TqK9DEvNCKd5bZQqmmAywxM6NFTgiCovWybP0YVRxiiMpXlCo6X6cyPDkVKLKDCTRU617hXif94w1eGtlzGRpJoKsjoUphzpGBU1oDGTlGi+MAQTyUxWRKZYYqJNWTVTgrv+5b+kd9VwnYb7cF1vtso6qnAG53AJLtxAE+6hA10gMIcneIFXK7OerTfrfTVascqdU/gF6+MbjKKTlg==</latexit><latexit sha1_base64="H8CnNMR6LJPS9QS3mIiScK3De9o=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgqiQi6LK2G5cV7APaECbTSTt0Mgkzk0IJ+RM3LhRx65+482+ctFlo9cDA4Zx7uWdOkHCmtON8WZWNza3tnepubW//4PDIPj7pqTiVhHZJzGM5CLCinAna1UxzOkgkxVHAaT+YtQu/P6dSsVg86kVCvQhPBAsZwdpIvm2PIqynBPOsnfvZXSv37brTcJZAf4lbkjqU6Pj252gckzSiQhOOlRq6TqK9DEvNCKd5bZQqmmAywxM6NFTgiCovWybP0YVRxiiMpXlCo6X6cyPDkVKLKDCTRU617hXif94w1eGtlzGRpJoKsjoUphzpGBU1oDGTlGi+MAQTyUxWRKZYYqJNWTVTgrv+5b+kd9VwnYb7cF1vtso6qnAG53AJLtxAE+6hA10gMIcneIFXK7OerTfrfTVascqdU/gF6+MbjKKTlg==</latexit><latexit sha1_base64="H8CnNMR6LJPS9QS3mIiScK3De9o=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgqiQi6LK2G5cV7APaECbTSTt0Mgkzk0IJ+RM3LhRx65+482+ctFlo9cDA4Zx7uWdOkHCmtON8WZWNza3tnepubW//4PDIPj7pqTiVhHZJzGM5CLCinAna1UxzOkgkxVHAaT+YtQu/P6dSsVg86kVCvQhPBAsZwdpIvm2PIqynBPOsnfvZXSv37brTcJZAf4lbkjqU6Pj252gckzSiQhOOlRq6TqK9DEvNCKd5bZQqmmAywxM6NFTgiCovWybP0YVRxiiMpXlCo6X6cyPDkVKLKDCTRU617hXif94w1eGtlzGRpJoKsjoUphzpGBU1oDGTlGi+MAQTyUxWRKZYYqJNWTVTgrv+5b+kd9VwnYb7cF1vtso6qnAG53AJLtxAE+6hA10gMIcneIFXK7OerTfrfTVascqdU/gF6+MbjKKTlg==</latexit><latexit sha1_base64="H8CnNMR6LJPS9QS3mIiScK3De9o=">AAAB+XicbVDLSsNAFL2pr1pfUZduBovgqiQi6LK2G5cV7APaECbTSTt0Mgkzk0IJ+RM3LhRx65+482+ctFlo9cDA4Zx7uWdOkHCmtON8WZWNza3tnepubW//4PDIPj7pqTiVhHZJzGM5CLCinAna1UxzOkgkxVHAaT+YtQu/P6dSsVg86kVCvQhPBAsZwdpIvm2PIqynBPOsnfvZXSv37brTcJZAf4lbkjqU6Pj252gckzSiQhOOlRq6TqK9DEvNCKd5bZQqmmAywxM6NFTgiCovWybP0YVRxiiMpXlCo6X6cyPDkVKLKDCTRU617hXif94w1eGtlzGRpJoKsjoUphzpGBU1oDGTlGi+MAQTyUxWRKZYYqJNWTVTgrv+5b+kd9VwnYb7cF1vtso6qnAG53AJLtxAE+6hA10gMIcneIFXK7OerTfrfTVascqdU/gF6+MbjKKTlg==</latexit>

entangled

h

B
J̃

<latexit sha1_base64="fGA20hNwIF3YatLJBbEJGopSiZM=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi3iqYGulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v530qzW37s5AlolXkBoUaParX70wYZniMTJJjel6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxAE1rAQMEzvMKbo50X5935mLeWnGLmEP7A+fwB/WiQhA==</latexit><latexit sha1_base64="fGA20hNwIF3YatLJBbEJGopSiZM=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi3iqYGulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v530qzW37s5AlolXkBoUaParX70wYZniMTJJjel6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxAE1rAQMEzvMKbo50X5935mLeWnGLmEP7A+fwB/WiQhA==</latexit><latexit sha1_base64="fGA20hNwIF3YatLJBbEJGopSiZM=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi3iqYGulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v530qzW37s5AlolXkBoUaParX70wYZniMTJJjel6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxAE1rAQMEzvMKbo50X5935mLeWnGLmEP7A+fwB/WiQhA==</latexit><latexit sha1_base64="fGA20hNwIF3YatLJBbEJGopSiZM=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi3iqYGulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v530qzW37s5AlolXkBoUaParX70wYZniMTJJjel6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxAE1rAQMEzvMKbo50X5935mLeWnGLmEP7A+fwB/WiQhA==</latexit>

J̃
<latexit sha1_base64="fGA20hNwIF3YatLJBbEJGopSiZM=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi3iqYGulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v530qzW37s5AlolXkBoUaParX70wYZniMTJJjel6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxAE1rAQMEzvMKbo50X5935mLeWnGLmEP7A+fwB/WiQhA==</latexit><latexit sha1_base64="fGA20hNwIF3YatLJBbEJGopSiZM=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi3iqYGulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v530qzW37s5AlolXkBoUaParX70wYZniMTJJjel6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxAE1rAQMEzvMKbo50X5935mLeWnGLmEP7A+fwB/WiQhA==</latexit><latexit sha1_base64="fGA20hNwIF3YatLJBbEJGopSiZM=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi3iqYGulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v530qzW37s5AlolXkBoUaParX70wYZniMTJJjel6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxAE1rAQMEzvMKbo50X5935mLeWnGLmEP7A+fwB/WiQhA==</latexit><latexit sha1_base64="fGA20hNwIF3YatLJBbEJGopSiZM=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi3iqYGulDWWz2bRLd5OwOxFK6K/w4kERr/4cb/4bt20O2vpg4PHeDDPzglQKg6777ZRWVtfWN8qbla3tnd296v5B2ySZZrzFEpnoTkANlyLmLRQoeSfVnKpA8odgdD31H564NiKJ73Gccl/RQSwiwSha6bGHQoY8v530qzW37s5AlolXkBoUaParX70wYZniMTJJjel6bop+TjUKJvmk0ssMTykb0QHvWhpTxY2fzw6ekBOrhCRKtK0YyUz9PZFTZcxYBbZTURyaRW8q/ud1M4wu/VzEaYY8ZvNFUSYJJmT6PQmF5gzl2BLKtLC3EjakmjK0GVVsCN7iy8ukfVb33Lp3d15rXBVxlOEIjuEUPLiABtxAE1rAQMEzvMKbo50X5935mLeWnGLmEP7A+fwB/WiQhA==</latexit>

x
<latexit sha1_base64="f2yzimwbR/Dgjzp6tZ360fHRqNI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N2IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB5jmM/A==</latexit><latexit sha1_base64="f2yzimwbR/Dgjzp6tZ360fHRqNI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N2IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB5jmM/A==</latexit><latexit sha1_base64="f2yzimwbR/Dgjzp6tZ360fHRqNI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N2IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB5jmM/A==</latexit><latexit sha1_base64="f2yzimwbR/Dgjzp6tZ360fHRqNI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N2IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB5jmM/A==</latexit>

y
<latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit><latexit sha1_base64="l29WxoUb9DEbvmhLG7jHtZ0OU24=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokIeix68diC/YA2lM120q7dbMLuRgihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LBZAn6ER1JHnJGjZWa2aBSdWvuHGSVeAWpQoHGoPLVH8YsjVAaJqjWPc9NjJ9TZTgTOC33U40JZRM6wp6lkkao/Xx+6JScW2VIwljZkobM1d8TOY20zqLAdkbUjPWyNxP/83qpCW/8nMskNSjZYlGYCmJiMvuaDLlCZkRmCWWK21sJG1NFmbHZlG0I3vLLq6R9WfPcmte8qtZvizhKcApncAEeXEMd7qEBLWCA8Ayv8OY8Oi/Ou/OxaF1zipkT+APn8wfnvYz9</latexit>

z
<latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit><latexit sha1_base64="HDzXchlsPlmuEyZZ/9zFJ+iVC6I=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3btZhN2N0IN/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3H1FpHst7M0nQj+hQ8pAzaqzUeOqXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqN3kcRTiBUzgHD66gBndQhyYwQHiGV3hzHpwX5935WLQWnHzmGP7A+fwB6UGM/g==</latexit>

Figure 4.5: Spin A and B are placed above a ferromagnetic insulator subjected to magnetic

fields h, B and anisotropies, which realizes the Hamiltonian that we discussed in Sec. 4.2.

Turning on the coupling J̃(t) between spins and the insulator adiabatically so that these spins

behavior like a part of the insulator and thus the concurrence CAB grows correspondingly.

This entanglement remains even after the coupling J̃ is turned off so long as this turnoff

process is rapid enough.

As temperature rises, we expect a thermal crossover from squeezing dominated regime

to simply Fock-coherent regime discussed in Sec. 4.4A. A more systematic study of the

temperature dependence of entanglement is left for a future work. In our analysis, we

ignored the dipole-dipole interaction. For the uniform mode, the dipolar interactions would

simply contribute a shape-dependent demagnetizing field, which can be absorbed into our

anisotropy constants [237]. For the large-k modes, the effective anisotropies would become

k-dependent, which would modify the quantitative details of our analysis. At this point,

for simplicity, we are focusing on the materials where dominant anisotropies are crystalline.

Two-mode squeezing arises naturally also in Heisenberg antiferromagnets [238], resulting
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in a large entanglement between two antiparallel magnetic sublattices even in the absence

of magnetic anisotropies. It may be interesting to study the spatial distribution of this

entanglement as well as its possible tunability by external parameters.

In the thermodynamic limit, the entanglement attributable to the zero wavenumber mode

vanishes due to the existence of the tight bound for symmetric sharing of entanglement

2/N0. Thus nonzero wavenumber modes should be taken into account and we studied the

distance dependence of the concurrence. The existence of the tight bound is because we are

considering the entanglement between two spins. How will the entanglement bound change if

we consider the entanglement between two regions (that can contain many spins separately

in general) instead of just two spins? This scaling property of the entanglement is well

understood when the bipartite system is a gapped ground state of a local Hamiltonian and

known as the entanglement area law [239]. Its constant correction is known as the topological

entanglement entropy [240] characterizing many-body states that possess topological order.

For a mixed state, however, as in our case, the scaling property is far from being well

understood. Nevertheless, we would expect the upper bound of the entanglement to increase

as we consider the entanglement between two regions in general, since the Hilbert space is

larger compared with the two-spin case. Therefore, it can potentially store more quantum

information, with the exact scaling behavior remaining to be explored.
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CHAPTER 5

Bell-state generation for spin qubits via dissipative

coupling

“Feynman’s cryptic remark, ‘no one is

that much smarter ...,’ to me, implies

something Feynman kept emphasizing:

that the key to his achievements was

not anything magical but the right

attitude, the focus on nature’s reality,

the focus on asking the right questions,

the willingness to try (and to discard)

unconventional answers, the sensitive

ear for phoniness, self-deception,

bombast, and conventional but

unproven assumptions.”

Philip Warren Anderson

In this chapter, we show that a magnetically-active medium can act as a coupler for

distant spin qubits for entanglement generation. While previous studies focus on the com-

petition between coherent coupling and local relaxation, we reveal an effective coupling of

dissipative nature in this work. We theoretically investigate the different dynamical regimes

of the entanglement evolution in the presence of this dissipative coupling and demonstrate

the advantage of its utilization as a route to generate steady entanglement and even Bell
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state, insensitive to the initial state. Our work points to a new direction of the application

of spintronic schemes in future quantum information technology.

5.1 Background

Entanglement between individually addressable qubits is the key to many quantum-information

processes [95, 241]. The realization of qubits has been achieved in several cases, such

as trapped atoms [242, 243, 244, 245], quantum dots [246, 247, 248], superconducting

qubits [249], and nitrogen-vacancy (NV) centers [250], etc. For example, the NV qubit

has a long coherence time and a good performance in the initialization and readout of spin

states [251, 252, 253]. However, because the direct dipolar interactions between NVs extend

only up to tens of nanometers, the generation of entanglement between distant qubits has

been one of the main adversities in building a scalable platform for practical applications. A

potential solution to this problem is to exploit hybrid quantum devices [254], where qubits

are interfaced with a solid-state system [255, 256, 257, 258, 259, 260]. The latter, being long-

range correlated, can act as a medium to induce an effective coherent coupling between the

qubits, based on which certain two-qubit gates can be implemented [261, 262]. Meanwhile,

the presence of a medium also enhances dissipation effects. To achieve a finite entanglement

between qubits, the timescale set by the coherent coupling needs to be shorter than that

of the local qubit relaxation. The competition between the two has thus been the focus of

recent investigations [261, 262, 263, 93, 236, 264, 265, 266, 267].

Dissipation is not always detrimental to quantum effects. Entanglement generation in

an open quantum system by environment engineering was first discussed in the context of

quantum optics [268, 269]. It was shown formally that two qubits can be entangled by

undergoing Markovian dissipative dynamics [270]. Various proposals have been made to

realize this, mainly in quantum optical and electronic systems [271, 272, 273, 274, 275, 276,

277, 88, 278]. In addition, dissipation is intensely investigated as a resource for quantum
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magnetically-active medium

（uncontrolled environment）
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<latexit sha1_base64="KLCYeKR7IZSFMLVQtpXzLBgBrFo=">AAACA3icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKthXaUDbbTbt0swm7EyGGHv0BXvUneBOv/hB/gX/DbZuDtj4YeLw3w8y8IJHCoOt+OaWV1bX1jfJmZWt7Z3evun/QNnGqGW+xWMb6PqCGS6F4CwVKfp9oTqNA8k4wvp76nQeujYjVHWYJ9yM6VCIUjKKVOr0Rxfxx0q/W3Lo7A1kmXkFqUKDZr373BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx27oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcV/vWSUGcHMwnoML/1cqCRFrth8e5hKgjGZBkIGQnOGMrOEMi3sA4SNqKYMbWwVm4y3mMMyaZ/VPbfu3Z7XGldFRmU4gmM4BQ8uoAE30IQWMBjDM7zAq/PkvDnvzse8teQUM4fwB87nD+stmMM=</latexit><latexit sha1_base64="KLCYeKR7IZSFMLVQtpXzLBgBrFo=">AAACA3icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKthXaUDbbTbt0swm7EyGGHv0BXvUneBOv/hB/gX/DbZuDtj4YeLw3w8y8IJHCoOt+OaWV1bX1jfJmZWt7Z3evun/QNnGqGW+xWMb6PqCGS6F4CwVKfp9oTqNA8k4wvp76nQeujYjVHWYJ9yM6VCIUjKKVOr0Rxfxx0q/W3Lo7A1kmXkFqUKDZr373BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx27oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcV/vWSUGcHMwnoML/1cqCRFrth8e5hKgjGZBkIGQnOGMrOEMi3sA4SNqKYMbWwVm4y3mMMyaZ/VPbfu3Z7XGldFRmU4gmM4BQ8uoAE30IQWMBjDM7zAq/PkvDnvzse8teQUM4fwB87nD+stmMM=</latexit><latexit sha1_base64="KLCYeKR7IZSFMLVQtpXzLBgBrFo=">AAACA3icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKthXaUDbbTbt0swm7EyGGHv0BXvUneBOv/hB/gX/DbZuDtj4YeLw3w8y8IJHCoOt+OaWV1bX1jfJmZWt7Z3evun/QNnGqGW+xWMb6PqCGS6F4CwVKfp9oTqNA8k4wvp76nQeujYjVHWYJ9yM6VCIUjKKVOr0Rxfxx0q/W3Lo7A1kmXkFqUKDZr373BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx27oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcV/vWSUGcHMwnoML/1cqCRFrth8e5hKgjGZBkIGQnOGMrOEMi3sA4SNqKYMbWwVm4y3mMMyaZ/VPbfu3Z7XGldFRmU4gmM4BQ8uoAE30IQWMBjDM7zAq/PkvDnvzse8teQUM4fwB87nD+stmMM=</latexit><latexit sha1_base64="KLCYeKR7IZSFMLVQtpXzLBgBrFo=">AAACA3icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKthXaUDbbTbt0swm7EyGGHv0BXvUneBOv/hB/gX/DbZuDtj4YeLw3w8y8IJHCoOt+OaWV1bX1jfJmZWt7Z3evun/QNnGqGW+xWMb6PqCGS6F4CwVKfp9oTqNA8k4wvp76nQeujYjVHWYJ9yM6VCIUjKKVOr0Rxfxx0q/W3Lo7A1kmXkFqUKDZr373BjFLI66QSWpM13MT9HOqUTDJJ5VeanhC2ZgOeddSRSNu/Hx27oScWGVAwljbUkhm6u+JnEbGZFFgOyOKI7PoTcV/vWSUGcHMwnoML/1cqCRFrth8e5hKgjGZBkIGQnOGMrOEMi3sA4SNqKYMbWwVm4y3mMMyaZ/VPbfu3Z7XGldFRmU4gmM4BQ8uoAE30IQWMBjDM7zAq/PkvDnvzse8teQUM4fwB87nD+stmMM=</latexit>

a
<latexit sha1_base64="Y7ug7vHb815v4USx0Jd9RxR4vXA=">AAAB/XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48JmAckS5id9CZDZmeXmVlhWYIf4FU/wZt49Vv8An/DSbIHjRY0FFXddHcFieDauO6nU1pb39jcKm9Xdnb39g+qh0cdHaeKYZvFIla9gGoUXGLbcCOwlyikUSCwG0xv5373AZXmsbw3WYJ+RMeSh5xRY6UWHVZrbt1dgPwlXkFqUKA5rH4NRjFLI5SGCap133MT4+dUGc4EziqDVGNC2ZSOsW+ppBFqP18cOiNnVhmRMFa2pCEL9edETiOtsyiwnRE1E73qzcV/vWSSac70ynoTXvs5l0lqULLl9jAVxMRkHgUZcYXMiMwSyhS3DxA2oYoyYwOr2GS81Rz+ks5F3XPrXuuy1rgpMirDCZzCOXhwBQ24gya0gQHCEzzDi/PovDpvzvuyteQUM8fwC87HN8LUld0=</latexit><latexit sha1_base64="Y7ug7vHb815v4USx0Jd9RxR4vXA=">AAAB/XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48JmAckS5id9CZDZmeXmVlhWYIf4FU/wZt49Vv8An/DSbIHjRY0FFXddHcFieDauO6nU1pb39jcKm9Xdnb39g+qh0cdHaeKYZvFIla9gGoUXGLbcCOwlyikUSCwG0xv5373AZXmsbw3WYJ+RMeSh5xRY6UWHVZrbt1dgPwlXkFqUKA5rH4NRjFLI5SGCap133MT4+dUGc4EziqDVGNC2ZSOsW+ppBFqP18cOiNnVhmRMFa2pCEL9edETiOtsyiwnRE1E73qzcV/vWSSac70ynoTXvs5l0lqULLl9jAVxMRkHgUZcYXMiMwSyhS3DxA2oYoyYwOr2GS81Rz+ks5F3XPrXuuy1rgpMirDCZzCOXhwBQ24gya0gQHCEzzDi/PovDpvzvuyteQUM8fwC87HN8LUld0=</latexit><latexit sha1_base64="Y7ug7vHb815v4USx0Jd9RxR4vXA=">AAAB/XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48JmAckS5id9CZDZmeXmVlhWYIf4FU/wZt49Vv8An/DSbIHjRY0FFXddHcFieDauO6nU1pb39jcKm9Xdnb39g+qh0cdHaeKYZvFIla9gGoUXGLbcCOwlyikUSCwG0xv5373AZXmsbw3WYJ+RMeSh5xRY6UWHVZrbt1dgPwlXkFqUKA5rH4NRjFLI5SGCap133MT4+dUGc4EziqDVGNC2ZSOsW+ppBFqP18cOiNnVhmRMFa2pCEL9edETiOtsyiwnRE1E73qzcV/vWSSac70ynoTXvs5l0lqULLl9jAVxMRkHgUZcYXMiMwSyhS3DxA2oYoyYwOr2GS81Rz+ks5F3XPrXuuy1rgpMirDCZzCOXhwBQ24gya0gQHCEzzDi/PovDpvzvuyteQUM8fwC87HN8LUld0=</latexit><latexit sha1_base64="Y7ug7vHb815v4USx0Jd9RxR4vXA=">AAAB/XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48JmAckS5id9CZDZmeXmVlhWYIf4FU/wZt49Vv8An/DSbIHjRY0FFXddHcFieDauO6nU1pb39jcKm9Xdnb39g+qh0cdHaeKYZvFIla9gGoUXGLbcCOwlyikUSCwG0xv5373AZXmsbw3WYJ+RMeSh5xRY6UWHVZrbt1dgPwlXkFqUKA5rH4NRjFLI5SGCap133MT4+dUGc4EziqDVGNC2ZSOsW+ppBFqP18cOiNnVhmRMFa2pCEL9edETiOtsyiwnRE1E73qzcV/vWSSac70ynoTXvs5l0lqULLl9jAVxMRkHgUZcYXMiMwSyhS3DxA2oYoyYwOr2GS81Rz+ks5F3XPrXuuy1rgpMirDCZzCOXhwBQ24gya0gQHCEzzDi/PovDpvzvuyteQUM8fwC87HN8LUld0=</latexit>

ã
<latexit sha1_base64="Sum2oCfkhZBRVkDMGOM2V6huerQ=">AAACBXicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cKtlXaUDabSbt0swm7E6GEnv0BXvUneBOv/g5/gX/DbZuDtj4YeLw3w8y8IJXCoOt+OaWV1bX1jfJmZWt7Z3evun/QNkmmObR4IhN9HzADUihooUAJ96kGFgcSOsHoeup3HkEbkag7HKfgx2ygRCQ4Qys99FDIEHI26Vdrbt2dgS4TryA1UqDZr373woRnMSjkkhnT9dwU/ZxpFFzCpNLLDKSMj9gAupYqFoPx89nBE3pilZBGibalkM7U3xM5i40Zx4HtjBkOzaI3Ff/10uHYCG4W1mN06edCpRmC4vPtUSYpJnQaCQ2FBo5ybAnjWtgHKB8yzTja4Co2GW8xh2XSPqt7bt27Pa81roqMyuSIHJNT4pEL0iA3pElahJOYPJMX8uo8OW/Ou/Mxby05xcwh+QPn8wdn55mT</latexit><latexit sha1_base64="Sum2oCfkhZBRVkDMGOM2V6huerQ=">AAACBXicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cKtlXaUDabSbt0swm7E6GEnv0BXvUneBOv/g5/gX/DbZuDtj4YeLw3w8y8IJXCoOt+OaWV1bX1jfJmZWt7Z3evun/QNkmmObR4IhN9HzADUihooUAJ96kGFgcSOsHoeup3HkEbkag7HKfgx2ygRCQ4Qys99FDIEHI26Vdrbt2dgS4TryA1UqDZr373woRnMSjkkhnT9dwU/ZxpFFzCpNLLDKSMj9gAupYqFoPx89nBE3pilZBGibalkM7U3xM5i40Zx4HtjBkOzaI3Ff/10uHYCG4W1mN06edCpRmC4vPtUSYpJnQaCQ2FBo5ybAnjWtgHKB8yzTja4Co2GW8xh2XSPqt7bt27Pa81roqMyuSIHJNT4pEL0iA3pElahJOYPJMX8uo8OW/Ou/Mxby05xcwh+QPn8wdn55mT</latexit><latexit sha1_base64="Sum2oCfkhZBRVkDMGOM2V6huerQ=">AAACBXicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cKtlXaUDabSbt0swm7E6GEnv0BXvUneBOv/g5/gX/DbZuDtj4YeLw3w8y8IJXCoOt+OaWV1bX1jfJmZWt7Z3evun/QNkmmObR4IhN9HzADUihooUAJ96kGFgcSOsHoeup3HkEbkag7HKfgx2ygRCQ4Qys99FDIEHI26Vdrbt2dgS4TryA1UqDZr373woRnMSjkkhnT9dwU/ZxpFFzCpNLLDKSMj9gAupYqFoPx89nBE3pilZBGibalkM7U3xM5i40Zx4HtjBkOzaI3Ff/10uHYCG4W1mN06edCpRmC4vPtUSYpJnQaCQ2FBo5ybAnjWtgHKB8yzTja4Co2GW8xh2XSPqt7bt27Pa81roqMyuSIHJNT4pEL0iA3pElahJOYPJMX8uo8OW/Ou/Mxby05xcwh+QPn8wdn55mT</latexit><latexit sha1_base64="Sum2oCfkhZBRVkDMGOM2V6huerQ=">AAACBXicbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cKtlXaUDabSbt0swm7E6GEnv0BXvUneBOv/g5/gX/DbZuDtj4YeLw3w8y8IJXCoOt+OaWV1bX1jfJmZWt7Z3evun/QNkmmObR4IhN9HzADUihooUAJ96kGFgcSOsHoeup3HkEbkag7HKfgx2ygRCQ4Qys99FDIEHI26Vdrbt2dgS4TryA1UqDZr373woRnMSjkkhnT9dwU/ZxpFFzCpNLLDKSMj9gAupYqFoPx89nBE3pilZBGibalkM7U3xM5i40Zx4HtjBkOzaI3Ff/10uHYCG4W1mN06edCpRmC4vPtUSYpJnQaCQ2FBo5ybAnjWtgHKB8yzTja4Co2GW8xh2XSPqt7bt27Pa81roqMyuSIHJNT4pEL0iA3pElahJOYPJMX8uo8OW/Ou/Mxby05xcwh+QPn8wdn55mT</latexit>

A
<latexit sha1_base64="WwndAHi4gG/ca3NINhyDWsmOPXg=">AAAB/XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMeoF48JmAckS5id9CZDZmeXmVlhCcEP8Kqf4E28+i1+gb/hJNmDJhY0FFXddHcFieDauO6XU1hb39jcKm6Xdnb39g/Kh0ctHaeKYZPFIladgGoUXGLTcCOwkyikUSCwHYzvZn77EZXmsXwwWYJ+RIeSh5xRY6XGTb9ccavuHGSVeDmpQI56v/zdG8QsjVAaJqjWXc9NjD+hynAmcFrqpRoTysZ0iF1LJY1Q+5P5oVNyZpUBCWNlSxoyV39PTGikdRYFtjOiZqSXvZn4r5eMMs2ZXlpvwmt/wmWSGpRssT1MBTExmUVBBlwhMyKzhDLF7QOEjaiizNjASjYZbzmHVdK6qHpu1WtcVmq3eUZFOIFTOAcPrqAG91CHJjBAeIYXeHWenDfn3flYtBacfOYY/sD5/AGPtJW9</latexit><latexit sha1_base64="WwndAHi4gG/ca3NINhyDWsmOPXg=">AAAB/XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMeoF48JmAckS5id9CZDZmeXmVlhCcEP8Kqf4E28+i1+gb/hJNmDJhY0FFXddHcFieDauO6XU1hb39jcKm6Xdnb39g/Kh0ctHaeKYZPFIladgGoUXGLTcCOwkyikUSCwHYzvZn77EZXmsXwwWYJ+RIeSh5xRY6XGTb9ccavuHGSVeDmpQI56v/zdG8QsjVAaJqjWXc9NjD+hynAmcFrqpRoTysZ0iF1LJY1Q+5P5oVNyZpUBCWNlSxoyV39PTGikdRYFtjOiZqSXvZn4r5eMMs2ZXlpvwmt/wmWSGpRssT1MBTExmUVBBlwhMyKzhDLF7QOEjaiizNjASjYZbzmHVdK6qHpu1WtcVmq3eUZFOIFTOAcPrqAG91CHJjBAeIYXeHWenDfn3flYtBacfOYY/sD5/AGPtJW9</latexit><latexit sha1_base64="WwndAHi4gG/ca3NINhyDWsmOPXg=">AAAB/XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMeoF48JmAckS5id9CZDZmeXmVlhCcEP8Kqf4E28+i1+gb/hJNmDJhY0FFXddHcFieDauO6XU1hb39jcKm6Xdnb39g/Kh0ctHaeKYZPFIladgGoUXGLTcCOwkyikUSCwHYzvZn77EZXmsXwwWYJ+RIeSh5xRY6XGTb9ccavuHGSVeDmpQI56v/zdG8QsjVAaJqjWXc9NjD+hynAmcFrqpRoTysZ0iF1LJY1Q+5P5oVNyZpUBCWNlSxoyV39PTGikdRYFtjOiZqSXvZn4r5eMMs2ZXlpvwmt/wmWSGpRssT1MBTExmUVBBlwhMyKzhDLF7QOEjaiizNjASjYZbzmHVdK6qHpu1WtcVmq3eUZFOIFTOAcPrqAG91CHJjBAeIYXeHWenDfn3flYtBacfOYY/sD5/AGPtJW9</latexit><latexit sha1_base64="WwndAHi4gG/ca3NINhyDWsmOPXg=">AAAB/XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMeoF48JmAckS5id9CZDZmeXmVlhCcEP8Kqf4E28+i1+gb/hJNmDJhY0FFXddHcFieDauO6XU1hb39jcKm6Xdnb39g/Kh0ctHaeKYZPFIladgGoUXGLTcCOwkyikUSCwHYzvZn77EZXmsXwwWYJ+RIeSh5xRY6XGTb9ccavuHGSVeDmpQI56v/zdG8QsjVAaJqjWXc9NjD+hynAmcFrqpRoTysZ0iF1LJY1Q+5P5oVNyZpUBCWNlSxoyV39PTGikdRYFtjOiZqSXvZn4r5eMMs2ZXlpvwmt/wmWSGpRssT1MBTExmUVBBlwhMyKzhDLF7QOEjaiizNjASjYZbzmHVdK6qHpu1WtcVmq3eUZFOIFTOAcPrqAG91CHJjBAeIYXeHWenDfn3flYtBacfOYY/sD5/AGPtJW9</latexit>Ã

<latexit sha1_base64="FjEhIzEywoQll4iTN0rPx587e8Y=">AAACBXicbVDLSsNAFJ3UV62vqks3g0VwVRIRdFl147KCfUgbymRy0w6dmYSZiRBC136AW/0Ed+LW7/AL/A2nbRbaeuDC4Zx7ufeeIOFMG9f9ckorq2vrG+XNytb2zu5edf+greNUUWjRmMeqGxANnEloGWY4dBMFRAQcOsH4Zup3HkFpFst7kyXgCzKULGKUGCs99A3jIeRXk0G15tbdGfAy8QpSQwWag+p3P4xpKkAayonWPc9NjJ8TZRjlMKn0Uw0JoWMyhJ6lkgjQfj47eIJPrBLiKFa2pMEz9fdEToTWmQhspyBmpBe9qfivl4wyzaheWG+iSz9nMkkNSDrfHqUcmxhPI8EhU0ANzywhVDH7AKYjogg1NriKTcZbzGGZtM/qnlv37s5rjesiozI6QsfoFHnoAjXQLWqiFqJIoGf0gl6dJ+fNeXc+5q0lp5g5RH/gfP4ANKeZcw==</latexit><latexit sha1_base64="FjEhIzEywoQll4iTN0rPx587e8Y=">AAACBXicbVDLSsNAFJ3UV62vqks3g0VwVRIRdFl147KCfUgbymRy0w6dmYSZiRBC136AW/0Ed+LW7/AL/A2nbRbaeuDC4Zx7ufeeIOFMG9f9ckorq2vrG+XNytb2zu5edf+greNUUWjRmMeqGxANnEloGWY4dBMFRAQcOsH4Zup3HkFpFst7kyXgCzKULGKUGCs99A3jIeRXk0G15tbdGfAy8QpSQwWag+p3P4xpKkAayonWPc9NjJ8TZRjlMKn0Uw0JoWMyhJ6lkgjQfj47eIJPrBLiKFa2pMEz9fdEToTWmQhspyBmpBe9qfivl4wyzaheWG+iSz9nMkkNSDrfHqUcmxhPI8EhU0ANzywhVDH7AKYjogg1NriKTcZbzGGZtM/qnlv37s5rjesiozI6QsfoFHnoAjXQLWqiFqJIoGf0gl6dJ+fNeXc+5q0lp5g5RH/gfP4ANKeZcw==</latexit><latexit sha1_base64="FjEhIzEywoQll4iTN0rPx587e8Y=">AAACBXicbVDLSsNAFJ3UV62vqks3g0VwVRIRdFl147KCfUgbymRy0w6dmYSZiRBC136AW/0Ed+LW7/AL/A2nbRbaeuDC4Zx7ufeeIOFMG9f9ckorq2vrG+XNytb2zu5edf+greNUUWjRmMeqGxANnEloGWY4dBMFRAQcOsH4Zup3HkFpFst7kyXgCzKULGKUGCs99A3jIeRXk0G15tbdGfAy8QpSQwWag+p3P4xpKkAayonWPc9NjJ8TZRjlMKn0Uw0JoWMyhJ6lkgjQfj47eIJPrBLiKFa2pMEz9fdEToTWmQhspyBmpBe9qfivl4wyzaheWG+iSz9nMkkNSDrfHqUcmxhPI8EhU0ANzywhVDH7AKYjogg1NriKTcZbzGGZtM/qnlv37s5rjesiozI6QsfoFHnoAjXQLWqiFqJIoGf0gl6dJ+fNeXc+5q0lp5g5RH/gfP4ANKeZcw==</latexit><latexit sha1_base64="FjEhIzEywoQll4iTN0rPx587e8Y=">AAACBXicbVDLSsNAFJ3UV62vqks3g0VwVRIRdFl147KCfUgbymRy0w6dmYSZiRBC136AW/0Ed+LW7/AL/A2nbRbaeuDC4Zx7ufeeIOFMG9f9ckorq2vrG+XNytb2zu5edf+greNUUWjRmMeqGxANnEloGWY4dBMFRAQcOsH4Zup3HkFpFst7kyXgCzKULGKUGCs99A3jIeRXk0G15tbdGfAy8QpSQwWag+p3P4xpKkAayonWPc9NjJ8TZRjlMKn0Uw0JoWMyhJ6lkgjQfj47eIJPrBLiKFa2pMEz9fdEToTWmQhspyBmpBe9qfivl4wyzaheWG+iSz9nMkkNSDrfHqUcmxhPI8EhU0ANzywhVDH7AKYjogg1NriKTcZbzGGZtM/qnlv37s5rjesiozI6QsfoFHnoAjXQLWqiFqJIoGf0gl6dJ+fNeXc+5q0lp5g5RH/gfP4ANKeZcw==</latexit>

~S2

<latexit sha1_base64="Uf3R9dTs1i4oPsCTPpSiaixyMhc=">AAACCnicbVBLTsMwEHX4lvIrsGQTUSGxqhKEgGUFG5ZFoh+pCZXjOq1Vx7bsCSiKegMOwBaOwA6x5RKcgGvgtllAy5NGenpvRjPzIsWZAc/7cpaWV1bX1ksb5c2t7Z3dyt5+y8hUE9okkkvdibChnAnaBAacdpSmOIk4bUej64nffqDaMCnuIFM0TPBAsJgRDFa6D0YU8iBVWGv5OO5Vql7Nm8JdJH5BqqhAo1f5DvqSpAkVQDg2put7CsIca2CE03E5SA1VmIzwgHYtFTihJsynV4/dY6v03VhqWwLcqfp7IseJMVkS2c4Ew9DMexPxX08NM8OImVsP8WWYM6FSoILMtscpd0G6k1zcPtOUAM8swUQz+4BLhlhjAja9sk3Gn89hkbROa/55zb89q9avioxK6BAdoRPkowtURzeogZqIII2e0Qt6dZ6cN+fd+Zi1LjnFzAH6A+fzB84KnAg=</latexit>

|"i
<latexit sha1_base64="Uf3R9dTs1i4oPsCTPpSiaixyMhc=">AAACCnicbVBLTsMwEHX4lvIrsGQTUSGxqhKEgGUFG5ZFoh+pCZXjOq1Vx7bsCSiKegMOwBaOwA6x5RKcgGvgtllAy5NGenpvRjPzIsWZAc/7cpaWV1bX1ksb5c2t7Z3dyt5+y8hUE9okkkvdibChnAnaBAacdpSmOIk4bUej64nffqDaMCnuIFM0TPBAsJgRDFa6D0YU8iBVWGv5OO5Vql7Nm8JdJH5BqqhAo1f5DvqSpAkVQDg2put7CsIca2CE03E5SA1VmIzwgHYtFTihJsynV4/dY6v03VhqWwLcqfp7IseJMVkS2c4Ew9DMexPxX08NM8OImVsP8WWYM6FSoILMtscpd0G6k1zcPtOUAM8swUQz+4BLhlhjAja9sk3Gn89hkbROa/55zb89q9avioxK6BAdoRPkowtURzeogZqIII2e0Qt6dZ6cN+fd+Zi1LjnFzAH6A+fzB84KnAg=</latexit>
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Figure 5.1: A system composed of two spin qubits is coupled with a magnetic environment,

which induces local relaxations a, ã, mediates dissipative couplings A, Ã, as well as coherent

couplings between two qubits. The two qubits may achieve a stable entangled state with

large enough A and Ã, and even a Bell state with the help of measurement and postselection.

error correction [279, 280, 281, 282, 283, 284] and other quantum information tasks [285,

286, 287, 288]. Non-Hermitian Hamiltonians, frequently invoked to handle dissipative effects

in the Hamiltonian form, can exhibit exceptional points [289] that have been shown to be

sweet spots to enhance entanglement [290, 291].

In this work, we discuss the dissipative coupling and entanglement generation induced

by a generic noisy magnetic medium, in a hybrid quantum system sketched in Fig. 5.1. The

qubits can be NVs or other isolated quantum defects and the medium is a generic solid-state

system emitting magnetic field noise, which can arise from fluctuations of spin or pseudospin

degrees of freedom [292]. Since many magnetic materials with different correlation properties

are generally available, artificial design of the environment is not required as a first step,

while spintronic engineering and tunability are promising for future studies.

To treat the induced coherent and dissipative couplings in a unified manner, we derive the
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full master equation [86, 96] that determines the time evolution of the qubit entanglement.

Specifically, two distinct types of dissipation are identified, bearing analogy to the local

damping and the spin pumping-mediated viscosity in the classical spin dynamics [293]: One

is the local relaxation, which originates in energy and information exchanges between a single

qubit and the medium. The other is the dissipative coupling between the qubits induced by

the correlated medium they both couple to, which appears to have gone underappreciated

so far [261, 262, 93, 236, 264, 265, 266, 267] but manifests naturally in our treatment.

While the former is detrimental to quantum entanglement, we show the latter can help

to establish a steady entanglement between qubits, even in a pessimistic scenario where

the coherent coupling is absent. The long-time behavior of the qubits exhibits a dynamic

phase transition. When the dissipative coupling is comparable to the local relaxation, the

Lindbladian evolution induced by the medium can result in sizable robust entanglement

between the qubits. This can be achieved for qubit separation on a lengthscale dictated by the

relevant excitations responsible for dissipation (such as magnons for a magnetically ordered

medium). Furthermore, we can stabilize a Bell state in the time evolution governed by a non-

Hermitian Hamiltonian when complemented by proper postselections [294, 295, 296, 297],

where different dynamic phases are separated by an exceptional point.

5.2 Model

Let us consider an illustrative model consisting of two spin qubits weakly coupled to a

magnet, with the following Hamiltonian:

H = HS +HE +HSE. (5.1)

Here, HS = −(∆1σ
z
1 + ∆2σ

z
2)/2 is the Hamiltonian for the system with two qubits subjected

to magnetic fields ∆1 and ∆2, respectively, along the z direction, HE is an unspecified

Hamiltonian of the medium as an environment for the system, and HSE = λ(σ⃗1 · S⃗1 + σ⃗2 · S⃗2)

describes the system-environment interaction with coupling strength λ, where σ⃗i stands
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for the Pauli matrice of the ith qubit, and S⃗i for local spin density operators it couples

to within the medium. Without loss of generality, we assume ∆1 ≥ ∆2 ≥ 0. We will

consider an axially-symmetric environment HE in spin space, while a generalization would

be straightforward. It would also be straightforward to generalize the treatment to the

dipolar coupling between the qubit and the medium [93, 236].

The following Lindblad master equation of the density matrix of the two-qubit system

can be derived microscopically based on the Born and Markov approximations:

d

dt
ρ = −i

[
HS +Heff, ρ

]
− L[ρ]. (5.2)

Leaving the derivation to the appendix A, we start with a phenomenological understanding

of it on symmetry grounds. Here, Heff is the medium-induced effective coherent coupling

between qubits, participating in the unitary system evolution, while L[ρ] is the dissipative

Lindbladian expanded in the usual form:

L[ρ] =
∑
nm

hnm
(
O†
mOnρ+ ρO†

mOn − 2OnρO†
m

)
, (5.3)

where the coefficient matrix h is Hermitian and positive-semidefinite [86, 96], and O =

(σ−
1 , σ

−
2 , σ

+
1 , σ

+
2 , σ

z
1, σ

z
2) comprises qubit operators.

The most general form of Heff, allowed by the axial symmetry, is Heff = Jzσ
z
1σ

z
2 +

J⊥(σx1σ
x
2 + σy1σ

y
2) +Dẑ · σ⃗1 × σ⃗2, summation of an XXZ model and a Dzyaloshinskii-Moriya

(DM) interaction term. The DM interaction must vanish if, for example, the structure is in-

variant under π z-rotation (see Fig. 5.1 for the coordinate frame). These coherent couplings

induced by the magnetic medium can build up a finite entanglement within the timescale

inversely proportional to the coupling strength, if it is shorter than the timescale set by

dissipation. In the limiting case of a full isotropicity in spin space and ∆i = 0, Heff is further

reduced to a Heisenberg form Heff = Jσ⃗1 · σ⃗2 resembling the RKKY coupling [298]. These

effective coupling parameters are all real constants determined by the Green’s functions of

the medium (see appendix A), as is consistent with previous results from Schrieffer-Wolff
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transformation [261, 262, 93, 236, 264, 265, 266, 267]. Direct dipolar interaction between

qubits is typically negligible, except for very small spacings.

In the dissipative Lindblad part, h is block diagonal due to the axial symmetry. In general

terms, we have

h =

 ã Ã

Ã∗ ã

⊕

a A∗

A a

⊕

 d D

D∗ d

, (5.4)

where ã, a, d and Ã, A,D are real and complex phenomenological parameters, respectively.

These parameters represent three types of dissipative effects: a and ã are associated with

local decay and the reverse process. They govern local relaxation of individual qubits, giving

rise to the relaxation time T1 and contribute to the decoherence time T2 of a single qubit. In

contrast, A and Ã are related to cooperative decay and the reverse process involving both

qubits, and are referred to as dissipative couplings, which depend on the distance between

the two qubits. They are the focus of this work. d and D are pure-dephasing parameters,

originating from those terms in HSE that commute with HS, namely λ
∑

i=1,2 σ
z
i S

z
i . They

only cause information but not energy exchange between the system and the medium, and

in practice can be suppressed by dynamic decoupling [299, 300, 301, 302]. We thus neglect

them in the following discussions. The Lindbladian (5.3) can then be brought into a diagonal

form with four quantum-jump operators [303, 304]

J1 =

√√√√ ã+ |Ã|
2

(
σ−
1 + σ−

2

)
, J2 =

√√√√ ã− |Ã|
2

(
σ−
1 − σ−

2

)
,

J3 =

√√√√a+ |A|
2

(
σ+
1 + σ+

2

)
, J4 =

√√√√a− |A|
2

(
σ+
1 − σ+

2

)
,

(5.5)

yielding

L[ρ] =
4∑
i=1

DJi [ρ], (5.6)

where the dissipator is defined as DJ [ρ] ≡ J†Jρ+ ρJ†J − 2JρJ†.
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Microscopically, all parameters are given by the Green’s functions of the medium in

equilibrium (see appendix A), such that the fluctuation-dissipation theorem dictates that

they are not independent: ã = e−β∆a and Ã = e−β∆A, where β = 1/kBT and ∆ ≡ (∆1 +

∆2)/2. The zero temperature therefore corresponds to ã = Ã = 0, where only the decay

processes survive. Also, the thermodynamic stability of the magnetic medium imposes a ≥
|A| and ã ≥ |Ã| (see appendix A), which ensures the matrix h is positive-semidefinite.

5.3 Dissipative coupling vs local relaxation

Let us now explore the entanglement evolution of two qubits focusing on the dissipative

effects, by setting ourselves in a pessimistic situation where the induced coherent dynamics

is absent:
d

dt
ρ = −i[HS, ρ] − L[ρ]. (5.7)

Here, we treat the scenario of zero temperature ã = Ã = 0 analytically to demonstrate the

effects of local relaxation and dissipative couplings. Numerical results for finite temperature

are presented in the appendix A, which does not qualitatively change our conclusion below.

The qubits are initialized into a trivial product state, taking the example of |↑↓⟩ for the

sake of concreteness. We show the master equation (5.7) can be reduced to an equation for

x ≡ Re ⟨↑↓| ρ |↓↑⟩ (see appendix A):

ẍ+ 4aẋ+ 4
(
δ2 + a2 − |A|2

)
x = 0, (5.8)

where δ ≡ (∆1 − ∆2)/2 is the local field asymmetry. This equation resembles a damped

oscillator with complex characteristic frequencies

ω± = ±2ω0 − i2a, (5.9)

where ω0 ≡
√
δ2 − |A|2. The real part gives the coherent beating of the density matrix ele-

ments, while the imaginary part reflects decoherence. The contribution from local relaxation
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Overdamped

Figure 5.2: Concurrence of two qubits as a function of time, with initial state |↑↓⟩, where we

set both local dissipation a and dissipative coupling |A| to be 1. The black curve corresponds

to the underdamped quantum regime. The orange curve is at the critical point δ = 1, where

entanglement decays as C(t) ∝ te−2at. The cyan, δ = 0.3, and the red, δ = 0, curves are in

overdamped quantum regime, where the lifetime of entanglement is extended dramatically.

−i2a leads to a decaying envelope factor e−2at in the entanglement between two qubits (as

detailed below), indicating its detrimental effect on quantum coherence as expected.

We identify three distinct parameter regimes for the quantum dynamics. In the under-

damped regime, δ > |A|, ω0 is real valued. To quantify the time evolution of the entan-

glement between the two qubits, we calculate the concurrence [71] as a function of time:

C(t) = 2e−2at|A sinω0t|
√
δ2 − |A cosω0t|2/ω2

0. See Fig. 5.2. The entanglement oscillates

with frequency 2ω0 as the system decays rapidly to the ground state |↑↑⟩ on the time scale

τ = 1/2a. At the critical point δ = |A|, ω0 = 0, there is no oscillation. The concurrence

evolves as C(t) ∝ te−2at, where the final steady state is also |↑↑⟩. As shown in Fig. 5.2, we

have a larger transient-peak entanglement and the decay process is slowed down moderately

compared with the underdamped regime.

In the overdamped regime, δ < |A|, ω0 becomes purely imaginary and ω± = −2i(a±κ0),
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with κ0 =
√
|A|2 − δ2. The time-dependent concurrence is

C(t) = 2e−2at|A| sinhκ0t
√

|A coshκ0t|2 − δ2/κ20. (5.10)

In addition to a larger transient peak entanglement, the decay process has been slowed down

dramatically. On a long time scale t ≫ 1/κ0, C(t) ∝ e−2(a−κ0)t. The entanglement can last

for τ = 1/2(a− κ0), which becomes τ = 1/2(a− |A|) when the two local fields are the same,

δ = 0. See Fig. 5.2. It is clear from this expression of the lifetime τ that the dissipative

coupling A and the local relaxation a, though both originating from the qubits-magnet cou-

pling, have opposite effects on the quantum entanglement in the nonunitary evolution. The

local dissipation tends to destroy any quantum coherence whereas the dissipative coupling

can be exploited to extend the lifetime of entanglement and even realize steady entangled

states. With equal local fields δ = 0, a finite entanglement can persist for a long time

before eventually decaying to zero in the large dissipative coupling regime |A| ≲ a. Based

on their (greater) Green’s function expressions [305] 2a = iλ2G>
S+
1 S

−
1

(∆) = iλ2G>
S+
2 S

−
2

(∆),

2A = iλ2G>
S+
1 S

−
2

(∆), |A| ≲ a physically corresponds to the scenario with two qubits placed

within a lengthscale dictated by the relevant excitations responsible for dissipation. For

example, for qubits coupled to a magnetically ordered medium via processes of magnon ab-

sorption and emission, this lengthscale is set by the wavelength of the magnon at frequency

∆. Furthermore, the concurrence lifetime extends to infinity τ → ∞ when |A| reaches its

maximal allowed value |A| = a, and thus a steady entanglement is achieved, C(∞) = 1/2 for

the final state

ρ∞ = (|↑↑⟩ ⟨↑↑| + |00⟩ ⟨00|) /2. (5.11)

Noting that the singlet |00⟩ cannot be evolved to a different state by the operative jump

operators or the system Hamiltonian, it is a dark state—the system would stay in this pure

state indefinitely. For this reason, a steady-state entanglement can also be reached at finite

temperatures when a = |A|, ã = |Ã| (see appendix A), though with a smaller concurrence,

since the singlet now has a smaller probability amplitude in the final state, with other states,

such as |↓↓⟩, mixed in.
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C(t)
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Figure 5.3: Concurrence of qubits as a function of time with initial state |↑↓⟩ under con-

tinuous measurements and postselections. We set Γ = 2. The black curve δ = 5 is in the

PT -exact regime, where entanglement oscillates and its maximal value is less than 1. At the

exceptional point (cyan curve), there is no oscillation and its maximal value is 1. In PT -

broken regime (red curve), entanglement is C(t) = tanh 2Γt. The inset shows the maximal

concurrence as a function of δ/Γ.

We stress that the above critical point and the associated transition from underdamped

to overdamped regime result from the dissipative couplings, which are the main focus of this

article. We next show how to generate Bell states by exploiting this dissipative coupling,

when combined with proper measurements and postselections.

5.4 Non-Hermitian Hamiltonian scheme

Let us turn to the evolution of qubits under measurements (see Fig. 5.1), which is often

invoked to perform feedback and conditional control as a valuable resource in controlling open

quantum systems [70, 306, 307, 308, 309]. To this end, we rewrite the master equation (5.7)
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in the following form:

d

dt
ρ = −i[[[Heff, ρ]]] + 2

4∑
i=1

JiρJ
†
i , (5.12)

where

Heff = HS − i
∑
i

J†
i Ji, (5.13)

is a non-Hermitian Hamiltonian. Correspondingly, the commutator should now be under-

stood as [[[Heff, ρ]]] ≡ Heffρ− ρH†
eff = [HS, ρ]− i{∑i J

†
i Ji, ρ}. By subjecting the two qubits to

continuous measurements of the absolute value of their total spin z component σz = σz1 +σz2

and subsequently conditioning the postselection on zero outcomes, we can effectively forbid

all quantum jump processes (5.5), as [Ji, σ
z] ̸= 0. This monitored dynamics of the two-qubit

system formally eliminates the last term in Eq. (5.12) and reduces quantum dynamics to a

non-Hermitian Hamiltonian form in the σz = 0 subspace [289], dρ/dt = −i[[[Heff, ρ]]], whose

integration is appropriately normalized to give [310]:

ρ(t) =
e−iHefftρ0e

iH†
efft

tr
(
e−iHefftρ0eiH

†
efft
) , (5.14)

in terms of the initial qubits state ρ0. Since the effective Hamiltonian (5.13) conserves the

quantum number σz [Heff, σ
z] = 0, the subspace H spanned by {|↑↓⟩ , |↓↑⟩} is closed under

time evolution. The eigenkets of Heff in H are

|s⟩ = eiφ sin θ |↑↓⟩ + cos θ |↓↑⟩ ,

|a⟩ = − cos θ |↑↓⟩ + eiφ sin θ |↓↑⟩ , (5.15)

with associated eigenenergies Es(a) = ∓ω − i(a + ã). Here, θ and φ are determined by the

sum of dissipative couplings Γ = |A| + |Ã| and the local field asymmetry δ: For δ ≥ Γ,

ω =
√
δ2 − Γ2, cos θ ≡ Γ/

√
|ω + δ|2 + Γ2 and eiφ sin θ ≡ −i(ω + δ)/

√
|ω + δ|2 + Γ2; for

δ < Γ, the principal value is taken for ω = iκ = i
√

Γ2 − δ2.

Bell state generation.—We now show that steady Bell states can be generated based on

the monitored dynamics governed by Heff (5.13), focusing on the two-qubit dynamics in the
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subspace H, which applies to zero and finite temperatures. Similarly to the unmonitored

scenario, we can identify three distinct parameter regimes: parity-time (PT ) symmetry

broken regime, δ < Γ, the exceptional point, δ = Γ, and PT -exact regime, δ > Γ [311, 312,

313].

In the PT -broken regime, eigenvalues Ea and Es are purely imaginary with ImEa >

ImEs. Thus the probability in the eigenmode |a⟩ (|s⟩) grows (decays) in time, and all

probability eventually flows into the eigenmode |a⟩. For an arbitrary initial state ρ0 =∑
i,j={a,s} pij |i⟩⟨j|, one can analytically solve for ρ(t) according to Eq. (5.14):

ρ(t)=
paae

2κt|a⟩⟨a|+pas |a⟩⟨s|+psa |s⟩⟨a|+psse−2κt |s⟩⟨s|
paae2κt + pas ⟨s|a⟩ + psa ⟨a|s⟩ + psse−2κt

, (5.16)

which ultimately evolves into |a⟩⟨a| when t≫ 1/2κ, irrespective of the initial state as long as

paa ̸= 0. Since |a⟩ =
(
|↑↓⟩ + eiφ̃ |↓↑⟩

)
/
√

2 is a maximally entangled state, where eiφ̃ = (−κ+

iδ)/Γ in the PT -broken regime, the two qubits eventually reach the maximal concurrence.

As an illustrative example, we evaluate the time-dependent concurrence, with initial state

|↑↓⟩ and equal local fields δ = 0, C(t) = tanh 2Γt, as shown in Fig. 5.3. In practice, the

entanglement-growth rate 2κ needs to be larger than the postselection rate (∼ the rate of

leaking out of the subspace H of our interest) 2(a+ ã− κ) for the system to settle into the

Bell state. The optimal scenario is when δ = 0, |A| = a, and |Ã| = ã, the same as that in

the overdamped quantum regime without postselection.

At the exceptional point, Heff is nondiagonalizable, since the eigenstates |a⟩ and |s⟩
coalesce into (|↑↓⟩ + i |↓↑⟩) /

√
2. The two qubits will gradually evolve into this sole state

where they are maximally entangled. For example, starting with a trivial state |↑↓⟩, the

concurrence C(t) = 2Γt
√

1 + Γ2t2/(1 + 2Γ2t2), algebraically approaching 1. See Fig. 5.3.

In the PT -exact regime, the eigenenergies Es and Ea have nonzero real parts. The am-

plitudes of eigenmodes |s⟩ and |a⟩ keep oscillating without reaching a steady state, hence no

steady entanglement. The frequency of entanglement oscillation is 2ω, as shown in Fig. 5.3.

The maximal entanglement one can achieve is Cmax(η) =
√

2 − 1/η2/η, with η = δ/Γ, which
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is less than 1. Notably, the second derivative of Cmax is discontinuous across the exceptional

point (η = 1), reflecting a dynamic phase transition (see Fig. 5.3).

This discussion, again, highlights the role of the nonlocal dissipative couplings in realizing

an exceptional point in the dynamics, further triggering an entanglement transition in the

long-time steady state. In the large nonlocal dissipative coupling regime, we achieve steady

Bell states.

5.5 Discussion and outlook

We remark that the non-Hermitian Hamiltonian scheme is precise when the rate of measure-

ments is infinite. As this rate approaches zero, we recover the full Lindblad dynamics. It

could be intriguing to explore, within our framework, possible dynamic phase transitions or

crossovers induced by finite-rate measurements.

In our case, the possible forms of induced coherent interactions and quantum jump op-

erators are determined by the axial symmetry of the generic media. This may render a

general guidance in studying the dynamics of hybrid quantum systems in the presence of

other classes of symmetries, especially their long-time entanglement behavior.

The theoretical framework developed here provides a good starting point for further stud-

ies on the relationship between the entanglement dynamics and thermodynamic properties of

the medium. One may be able to manipulate and control entanglement via engineering the

magnetic medium [89, 314, 88, 315, 316], enabled by recent progress in the field of spintron-

ics [113, 14, 11]. It is especially interesting to look into media with anisotropies, which have

been shown to be good entanglement reservoirs [23, 123, 317]. By extending our equilibrium

Green’s function treatment to allow for a quasi-equilibrium spin chemical potential, we may

be able to study the scenario with a spintronically pumped medium, where local relaxations

and dissipative couplings are tunable.

Lastly, NV centers have been demonstrated as good quantum probes of local fields and
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noise [318]. Here, we propose to extend this to nonlocal characteristics. For example, one may

use it to detect quantum phase transitions and steady exotic phases that are characterized

by nonlocal quantum correlations.
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APPENDIX A

Appendices to Chapter 5

A.1 Microscopic derivation of the master equation of the two

qubits

In this section, we derive the master equation for the two-qubit system interacting with a

magnetic medium. The system Hamiltonian is HS = −(∆1σ
z
1 + ∆2σ

z
2)/2 and the interaction

Hamiltonian is HSE = λ
∑

α=1,2

(
σ+
αS

−
α + σ−

αS
+
α + σzαS

z
α

)
, where σ± = (σx ± iσy)/2, S± =

Sx ± iSy, and S⃗α is the local spin density operator within the magnetic medium. To apply

the formalism (1.189) directly, we shift the total Hamiltonian by −λ⟨Sz⟩(σz1 + σz2), which is

equivalent to making Szα → S̃zα = Szα − ⟨Sz⟩, such that ⟨S̃zα⟩ = 0. Here and in what follows,

we refer to S̃z as Sz for notational convenience. Without loss of generality, we assume

∆1 ≥ ∆2 ≥ 0. Substituting

HSE(−τ) = λ
∑
α

[
σ+
αS

−
α (−τ)ei∆ατ + σ−

αS
+
α (−τ)e−i∆ατ + σzαS

z(−τ)
]
, (A.1)

into Eq. (1.190) yields an explicit expression

⟨S−
α S

+
β (−τ)⟩e−i∆βτ (σ+

α σ
−
β ρ− σ−

β ρσ
+
α ) + ⟨S+

α S
−
β (−τ)⟩ei∆βτ (σ−

α σ
+
β ρ− σ+

β ρσ
−
α )

+ ⟨SzαSzβ(−τ)(σzασ
z
βρ− σzβρσ

z
α) + H.c.,

(A.2)

where Einstein summation is implied over α, β = 1, 2. The effect of the above terms on the

evolution of the density matrix can be grouped under two operators, an effective Hamiltonian

and a Lindbladian, in the master equation (1.189):

ρ̇ = −i[HS +Heff, ρ] − L[ρ]. (A.3)
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The medium-induced effective qubit-qubit interaction is

Heff = Jαβ1 σ+
α σ

−
β + Jαβ2 σ−

α σ
+
β + Jαβz σzασ

z
β, (A.4)

and the Lindbladian superoperator is given by

L[ρ] = Ãαβ(σ+
α σ

−
β ρ+ ρσ+

α σ
−
β − 2σ−

β ρσ
+
α )

+ Aαβ(σ−
α σ

+
β ρ+ ρσ−

α σ
+
β − 2σ+

β ρσ
−
α )

+Dαβ(σzασ
z
βρ+ ρσzασ

z
β − 2σzβρσ

z
α).

(A.5)

A.1.1 Coherent couplings

The coherent couplings in Eq. (A.4) can all be related to the real part of retarded Green’s

functions of the magnetic medium. Firstly,

Jαβz = −iλ
2

2

∫ ∞

0

[
⟨SzαSzβ(−τ)⟩ − ⟨Szα(−τ)Szβ⟩

]
dτ = −iλ

2

2

∫ ∞

0

⟨[Szα(τ), Szβ]⟩dτ = λ2
GR
Sz
αS

z
β
(0)

2
(A.6)

is real valued by definition. Here we have adopted the standard definition for the retarded

Green’s function GR
AB(ω) = −i

∫∞
0
⟨[A(τ), B]⟩eiωτdτ . Secondly,

Jαβ1 =
−i
2

∫ ∞

0

[
⟨S−

α S
+
β (−τ)⟩e−i∆βτ − ⟨S−

α (−τ)S+
β ⟩ei∆ατ

]
dτ,

Jαβ2 =
−i
2

∫ ∞

0

[
⟨S+

α S
−
β (−τ)⟩ei∆βτ − ⟨S+

α (−τ)S−
β ⟩e−i∆ατ

]
dτ.

(A.7)

163



Therefore,

Jαβ1 σ+
α σ

−
β + Jαβ2 σ−

α σ
+
β =

∑
α ̸=β

(Jαβ1 + Jβα2 )σ+
α σ

−
β +

∑
α

(
Jαα1 σ+

α σ
−
α + Jαα2 σ−

α σ
+
α

)
=
∑
α ̸=β

(Jαβ1 + Jβα2 )σ+
α σ

−
β +

∑
α

Jαα1 − Jαα2

2
[σ+
α , σ

−
α ]

+
∑
α

Jαα1 + Jαα2

2
(σ+

α σ
−
α + σ−

α σ
+
α )

=λ2
GR
S+
2 S

−
1

(∆1) +GA
S+
2 S

−
1

(∆2)

2
σ+
1 σ

−
2 + H.c.

+
∑
α

[
λ2Im

∫ ∞

0

⟨{S−
α (τ), S+

α }⟩e−i∆ατdτ
]σzα

2

+ λ2
∑
α

GR
S+
α S

−
α

(∆α) +GA
S+
α S

−
α

(∆α)

4

≈
[
λ2ReGR

S+
2 S

−
1

(∆)σ+
1 σ

−
2 + H.c.

]
+HLamb + const.

(A.8)

is Hermitian. In the last step, we have approximated ∆1 ≈ ∆2 ≈ ∆ ≡ (∆1 + ∆2)/2. This

is sufficient for the discussion of medium-induced dynamics (both coherent and dissipative),

since we are primarily interested in the scenario with ∆1 ≈ ∆2, on the scale set by in-

duced interqubit coupling ∝ λ2. The expansion with respect to ∆1 − ∆2 would thus induce

higher-order corrections. Here, we have denoted ReGR
A,B(t, t′) ≡

[
GR
A,B(t, t′)+GA

A,B(t, t′)
]
/2,

noting this “real” part becomes the ordinary real part Re → Re when A = B†. The Lamb

shift HLamb ∝ σz, which we have already encountered at the level of single-spin dynamics

Eq. (1.194), can be absorbed into the bare system Hamiltonian HS, and we drop the real

constant term in later discussions. We therefore obtain the total induced effective interaction

Hamiltonian (A.4):

Heff/λ
2 =

[
ReGR

S+
2 S

−
1

(∆)σ+
1 σ

−
2 + H.c.

]
+
GR
Sz
1S

z
2
(0) +GR

Sz
2S

z
1
(0)

2
σz1σ

z
2, (A.9)

which is a close analogy to the RKKY interactions induced by itinerant electrons between

magnetic moments in a metal.
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A.1.2 Lindbladian

We now derive Eq. (4-6) in the main text to identify the two types of dissipation—local

relaxation and dissipative couplings—expressed in terms of greater or less Green’s functions

of the magnet. They are related to the imaginary part of retarded Green’s functions via the

fluctuation-dissipation theorem. The coefficients in the Lindbladian operator (A.5) are given

by

Ãαβ =
λ2

2

∫ ∞

0

[
⟨S−

α S
+
β (−τ)⟩e−i∆βτ + ⟨S−

α (−τ)S+
β ⟩ei∆ατ

]
dτ

≈ λ2

2

∫ ∞

−∞
⟨S−

α S
+
β (τ)⟩ei∆τdτ ≡

iλ2G<
S+
β S

−
α

(∆)

2
,

Aαβ =
λ2

2

∫ ∞

0

[
⟨S+

α S
−
β (−τ)⟩ei∆βτ + ⟨S+

α (−τ)S−
β ⟩e−i∆ατ

]
dτ

≈ λ2

2

∫ ∞

−∞
⟨S+

α (τ)S−
β ⟩ei∆τdτ ≡

iλ2G>
S+
α S

−
β

(∆)

2
,

Dαβ =
λ2

2

∫ ∞

0

[
⟨SzαSzβ(−τ)⟩ + ⟨Szα(−τ)Szβ⟩

]
dτ

=
λ2

2

∫ ∞

−∞
⟨Szα(τ)Szβ⟩dτ ≡

iλ2G>
Sz
αS

z
β
(0)

2
=
iλ2G<

Sz
βS

z
α
(0)

2
,

(A.10)

where the approximation ∆1 ≈ ∆2 ≈ ∆ is again taken in the first two equations. It can be

directly observed that Aαα, Ãαα, Dαα are real valued, and A∗
12 = A21, Ã

∗
12 = Ã21, D

∗
12 = D21.

We introduce the following parameters to clean up the notation: a ≡ A11 = A22, ã ≡ Ã11 =

Ã22, d ≡ D11 = D22, assuming the medium is homogeneous, and A ≡ A12, Ã ≡ Ã21, and

D ≡ D12. We then can write the Lindbladian (A.5) into the form of

L[ρ] =
∑
nm

hnm
(
O†
mOnρ+ ρO†

mOn − 2OnρO†
m

)
, (A.11)

with the column vector O=(σ−
1 , σ

−
2 , σ

+
1 , σ

+
2 , σ

z
1, σ

z
2)T and

h =

 ã Ã

Ã∗ ã

⊕

a A∗

A a

⊕

 d D

D∗ d

, (A.12)

where ⊕ denotes the direct sum of matrices. Originated from those terms in HSE that

commute with HS, namely λ
∑

i=1,2 σ
z
i S

z
i , the terms in Eq. (A.11) with parameters d and
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D are pure dephasing. They only cause information but not energy exchange between the

system and the medium, and can be suppressed by dynamic decoupling in practice.

In the following discussion, we focus on the four remaining dissipative parameters: a,

ã, A, and Ã. For one qubit, for example, by setting α, β = 1, we reproduce the results of

the single qubit scenario, where the local relaxation of individual qubits is governed by the

parameters a and ã. They correspond to B< and B> in Eq. (1.196) associated with local

decay and the reverse process. The parameters A and Ã apply to a system with multiple

qubits and are related to cooperative decay and the reverse process, which we refer to as

dissipative couplings. These parameters are not independent of each other: ã = e−β∆a and

Ã = e−β∆A, in thermal equilibrium, where β = 1/kBT . In particular at T = 0, the decay

processes ã = Ã = 0.

The coefficient matrix h is diagonalizable in general and Eq. (A.11) can take the form of

L[ρ] =
4∑
i=1

DJi [ρ], (A.13)

with the dissipator DJ [ρ] ≡ J†Jρ+ ρJ†J − 2JρJ†. There are four quantum-jump operators

(as we have neglected the dephasing effects):

J1 =

√
ã+ |Ã|

2

(
σ−
1 + σ−

2

)
, J2 =

√
ã− |Ã|

2

(
σ−
1 − σ−

2

)
,

J3 =

√
a+ |A|

2

(
σ+
1 + σ+

2

)
, J4 =

√
a− |A|

2

(
σ+
1 − σ+

2

)
.

(A.14)

A.2 Symmetry-dictated possible forms of the induced effective

Hamiltonian

For a two-qubit system with the axial symmetry around z axis in spin space, the interaction

between the two qubits in general takes the form of

Heff = Jzσ
z
1σ

z
2 + J⊥(σx1σ

x
2 + σy1σ

y
2) +Dẑ · σ⃗1 × σ⃗2, (A.15)
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which is an XXZ model allowing a Dzyaloshinskii-Moriya (DM) interaction. Further, adding

a mirror symmetry with respect to the xz-plane (containing both qubit sites) dictates a

vanishing D. In the fully isotropic limit, the interaction becomes Heisenberg Heff ∝ σ⃗1 · σ⃗2.

Denoting ReGR
S+
2 S

−
1

(∆) = g1 + ig2,

ReGR
S+
2 S

−
1

(∆)σ+
1 σ

−
2 + H.c. =

g1
2

(σx1σ
x
2 + σy1σ

y
2) +

g2
2
ẑ · σ⃗1 × σ⃗2. (A.16)

We precisely obtain the effective two-qubit Hamiltonian (A.9) in the general form (A.15),

where we identify Jz = [GR
Sz
1S

z
2
(0) + GR

Sz
2S

z
1
(0)]/2, J⊥ = g1/2, and D = g2/2, setting the

irrelevant overall factor λ = 1. For the explicit expressions:

g1 =
GR
S+
2 S

−
1

(∆) +GR
S+
1 S

−
2

(∆) +GA
S+
2 S

−
1

(∆) +GA
S+
1 S

−
2

(∆)

4
,

g2 =
GR
S+
2 S

−
1

(∆) −GR
S+
1 S

−
2

(∆) +GA
S+
2 S

−
1

(∆) −GA
S+
1 S

−
2

(∆)

4i
.

(A.17)

Both g1 and g2 are real, g1 is nonzero in general, and g2 is finite only when the xz-reflection

symmetry as well as the π x- or z-rotation symmetries are broken in the system. The DM

interaction, similar to other coherent couplings, can build up finite entanglement between

the two qubits. For example, taking HDM = Dẑ · σ⃗1× σ⃗2 and initial state |↑↓⟩, we obtain for

the state of the two qubits: |ψ(t)⟩ = cos(2Dt) |↑↓⟩ − sin(2Dt) |↓↑⟩, which has concurrence

CDM(t) = | sin(4Dt)|. Therefore, we can conclude that the entanglement would oscillate

between 0 and 1 with frequency 8D. We typically require the timescale 1/D to be shorter

than the timescale set by the dissipation such that we can make use of the entanglement

before it decays to zero.

In the SU(2)-symmetric limit and setting ∆ → 0, the effective Hamiltonian (A.9) simpli-

fies into the Heisenberg form, as expected:

Heff =
GR
Sx
2S

x
1
(0) +GR

Sx
1S

x
2
(0)

2
(σx1σ

x
2 + σy1σ

y
2) +

GR
Sz
2S

z
1
(0) +GR

Sz
1S

z
2
(0)

2
σz1σ

z
2

=
GR
Sx
2S

x
1
(0) +GR

Sx
1S

x
2
(0)

2
σ⃗1 · σ⃗2.

(A.18)

If, furthermore, the qubit sites can be exchanged under a spatial symmetry, then Heff =

GR
Sx
1S

x
2
(0) σ⃗1 · σ⃗2.
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A.3 Thermodynamic stability of the magnetic medium

The positive semidefinite evolution governed by Eq. (2) in the main text requires the con-

straints:

a ≥ |A|, ã ≥ |Ã|. (A.19)

In this section, we show that they are naturally guaranteed by the thermodynamic stability of

the magnetic medium. In the following, we show ã ≥ |Ã|, namely iG<
S+S−(ω) ≥

∣∣iG<
S+
2 S

−
1

(ω)
∣∣,

and a ≥ |A| can be proved in the same spirit. Let us consider the response in the magnetic

medium to the following perturbation:

H ′(t) =
∑
α=1,2

(
λαe

−iωtS−
α + H.c.

)
= λ1e

−iωtS−
1 + λ∗1e

iωtS+
1 + λ2e

−iωtS−
2 + λ∗2e

iωtS+
2 . (A.20)

The corresponding linear-response dissipation power can be calculated via

P ≡ d

dt
⟨H(t)⟩ = ⟨∂tH ′(t)⟩ = −iωe−iωt

∑
α=1,2

λα⟨S−
α ⟩ + iωeiωt

∑
α=1,2

λ∗α⟨S+
α ⟩

= − iω
∑
α,β

λα
λ∗β
ℏ
GA
S+
β S

−
α

(ω) + iω
∑
α,β

λ∗α
λβ
ℏ
GR
S+
α S

−
β

(ω)

=iω
|λ1|2
ℏ
[
GR
S+
1 S

−
1

(ω) −GA
S+
1 S

−
1

(ω)
]

+ iω
|λ2|2
ℏ
[
GR
S+
2 S

−
2

(ω) −GA
S+
2 S

−
2

(ω)
]

+ iω
λ1λ

∗
2

ℏ
[
GR
S+
2 S

−
1

(ω) −GA
S+
2 S

−
1

(ω)
]

+ iω
λ∗1λ2
ℏ
[
GR
S+
1 S

−
2

(ω) −GA
S+
1 S

−
2

(ω)
]

=iω
|λ1|2
ℏ

2i ImGR
S+
1 S

−
1

(ω) + iω
|λ2|2
ℏ

2i ImGR
S+
2 S

−
2

(ω) + iω
λ1λ

∗
2

ℏ
2i ImGR

S+
2 S

−
1

(ω)

+ iω
λ∗1λ2
ℏ

2i ImGR
S+
1 S

−
2

(ω)

=
ω|λ1|2

ℏ
AS+

1 S
−
1

(ω) +
ω|λ2|2

ℏ
AS+

2 S
−
2

(ω) +
ωλ1λ

∗
2

ℏ
AS+

2 S
−
1

(ω) +
ωλ∗1λ2

ℏ
AS+

1 S
−
2

(ω),

(A.21)

where we have used the Kubo formula in

⟨S+
α ⟩ =

∑
β

λβ
ℏ
e−iωtGR

S+
α S

−
β

(ω), and ⟨S−
α ⟩ = ⟨S+

α ⟩∗ =
∑
β=1,2

λ∗β
ℏ
eiωtGA

S+
β S

−
α

(ω), (A.22)

Here, ImGR
AB(ω) =

[
GR
AB(ω) −GA

AB(ω)
]
/2i is the “imaginary” part of the retarded Green’s

function, which is reduced to the ordinary imaginary part for A = B†, and AA,B(ω) ≡
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−2ImGR
A,B(ω) = 2ImGA

A,B(ω) is the spectral density. Invoking the fluctuation-dissipation

theorem G<
A,B(ω) = iAA,B(ω)/(1 − eβℏω), the requirement of the equilibrium stability P ≥ 0

imposes

|λ1|2ã+ |λ2|2ã+ λ1λ
∗
2Ã+ λ∗1λ2Ã

∗ ≥ 0 ⇐⇒ ã ≥ −λ1λ∗2Ã+ c.c.

|λ1|2 + |λ2|2
(A.23)

for all frequency ω and arbitrary values of λ1 and λ2. We therefore obtain

ã ≥ Max

{−λ1λ∗2A12 + c.c.

|λ1|2 + |λ2|2
}

= |Ã|. (A.24)

A.4 Full entanglement dynamics

In this section, we study the full entanglement dynamics governed by the master equation:

d

dt
ρ = −i[HS, ρ] − L[ρ]. (A.25)

Taking a trivial product state |↑↓⟩ as the initial state, the time evolution of all the relevant

elements of ρ(t) is given by

ρ̇00 = −4ãρ00 + 2a(ρ11 + ρ22) + 2|A|(ρ12 + ρ21),

ρ̇11 = −2(a+ ã)ρ11 + 2ãρ00 + 2aρ33 − Γ(ρ12 + ρ21),

ρ̇22 = −2(a+ ã)ρ22 + 2ãρ00 + 2aρ33 − Γ(ρ12 + ρ21),

ρ̇33 = −4aρ33 + 2ã(ρ11 + ρ22) + 2|Ã|(ρ12 + ρ21),

ρ̇12 = 2
[
iδ − (a+ ã)

]
ρ12 − Γ(ρ11 + ρ22) + 2|Ã|ρ00 + 2|A|ρ33

ρ̇21 = 2
[
− iδ − (a+ ã)

]
ρ21 − Γ(ρ11 + ρ22) + 2|Ã|ρ00 + 2|A|ρ33,

(A.26)

with net dissipative coupling Γ ≡ |A| + |Ã| and local field asymmetry δ ≡ (∆1 − ∆2)/2 .

In general, we need to solve the above six coupled differential equations with the constraint

tr ρ(t) = 1.
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A.4.0.1 Derivation of Eq. (8) in the main text

At zero temperature, ã = |Ã| = 0, the coupled differential equations above reduce to a single

equation for x ≡ Re ⟨↑↓| ρ |↓↑⟩:

ẍ+ 4aẋ+ 4(δ2 + a2 − |A|2)x = 0, (A.27)

with the initial condition ρ(t = 0) = |↑↓⟩ ⟨↑↓|. We first note that, in our situation, ρ33(t) = 0

since ρ33(0) = 0 and the differential equation for ρ33 is reduced to ρ̇33 = −4aρ33. We also

have

ρ̇11 − ρ̇22 = −2a(ρ11 − ρ22) −→ ρ11(t) = ρ22(t) + e−2at. (A.28)

Invoking tr ρ = 1, we obtain

ρ00(t) = 1 − 2ρ22(t) − e−2at. (A.29)

Choosing the free parameters to be ρ22, ρ12 and ρ21 we denote ρ22 = h(t) and ρ12 = x(t)+iy(t).

We can reduce Eq. (A.26) to three coupled differential equations:

ḣ = −2ah− 2|A|x

ẋ = −2δy − 2ax− 2|A|h− |A|e−2at,

ẏ = 2δx− 2ay,

(A.30)

and equivalently,
d(he2at)

dt
= −2|A|xe2at,

d(ye2at)

dt
= 2δxe2at,

d(xe2at)

dt
= −2δ(ye2at) − 2|A|(he2at) − |A|,

(A.31)

from which we obtain

ẍ+ 4aẋ+ 4(δ2 + a2 − |A|2)x = 0. (A.32)

Starting from this equation, one can solve for the density matrix ρ(t) and thus the
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concurrence C(t) between the two qubits. For example, in the overdamped regime,

x(t) = − |A|
2κ0

sinh 2κ0t e
−2at, y(t) = −|A|δe−2at

κ20
sinh2 κ0t, h(t) =

|A|2e−2at

κ20
sinh2 κ0t.

(A.33)

where κ0 =
√

|A|2 − δ2. In this case, the full density matrix reads

ρ(t) =


1 − |A|2 cosh 2κ0t−δ2

κ20
e−2at 0 0 0

0 |A|2 cosh2 κ0t−δ2
κ20

e−2at x(t) + iy(t) 0

0 x(t) − iy(t) |A|2
κ20
e−2at sinh2 κ0t 0

0 0 0 0

. (A.34)

The concurrence is thus given by

C(t) = 2|x(t) + y(t)| = 2|A| sinhκ0te
−2at
√
|A coshκ0t|2 − δ2/κ20. (A.35)

A time scale for the decay of the entanglement can be extracted:

1/τ = 2a− 2κ0 = 2
(
a−

√
|A|2 − δ2

)
≥ 0. (A.36)

Therefore, to extend the lifetime of the entanglement, one can reduce the local field asym-

metry δ or increase the dissipative coupling |A|. As one particular interesting scenario, equal

local fields δ = 0 yields the lifetime of entanglement τ = 1/(a − |A|), indicating that local

relaxation a and the dissipative coupling |A| have perfectly opposite effects on entanglement.

The maximal allowed value of |A| = a can be reached when the spatial separation of the two

qubits are short enough. This length scale is set by the relevant excitations responsible for

dissipation, such as magnons in a magnetic medium. When |A| = a, we can achieve a steady

entanglement with concurrence C(∞) = 1/2, with the final steady state being

ρ(∞) =
|00⟩ ⟨00| + |↑↑⟩ ⟨↑↑|

2
, (A.37)

where |00⟩ is the singlet state and also a dark state in this situation. This can be seen from the

effects of jump operators acting on the state: out of the four quantum-jump operators (A.14),

only J3 is operative and J3 |00⟩ = 0.
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A.4.0.2 Dynamics of entanglement at finite temperature

At finite temperatures, both local relaxations a, ã and dissipative couplings |A|, |Ã| are non-

vanishing. There is no analytic solution to the master equation (A.26). Instead, numerical

solutions are studied. Similar to the conclusion we have drawn in the main text, we find that

increasing the dissipative couplings |A| and |Ã| could extend the lifetime of entanglement

dramatically and steady entanglement can be obtained when |A| and |Ã| reach their allowed

maximal values |A| = a and |Ã| = ã. Recall that these four parameters are not independent:

a/ã = |A|/|Ã| = eβ∆, where β = 1/kBT .

Figure A.1: Concurrence as a function of time for the initial state |↑↓⟩ at a finite temperature.

(a). The local relaxations are set to a = 30, ã = 3, and the local fields are equal δ =

0. Curves of different colors are plotted with an increasing dissipative coupling |A| →
{20, 25, 27, 28, 29, 30} along the direction of the gray arrow. The two dissipative couplings

are related by |A|/|Ã| = a/ã = 10. When |A| reaches its maximal values 30 (and |Ã| = |A|/10

reaches its maximal allowed value 3), we achieve steady entanglement (red curve). (b). The

concurrence for a = |A| = 10, ã = |Ã| = 1 and varying δ → {0, 2, 4, 6, 8, 10, 16}.

As shown in Fig. A.1 (a), with the local relaxations fixed a = 30, ã = 3 and the local

fields set to be equal δ = 0, the lifetime of entanglement increases as we increase the dissi-

172



pative coupling |A| (and also |Ã| accordingly). A steady entanglement with the concurrence

being around 0.35 is achieved when the dissipative couplings |A| and |Ã| reach their allowed

maximal values |A| = a = 30 and |Ã| = ã = 3. In Fig. A.1 (b), we fix all dissipation

parameters and vary δ. The lifetime of entanglement decreases as δ increases, which is also

consistent with the trend at zero temperature [see Eq. (A.36)].

In Fig. A.2, we show that a finite steady-state entanglement can always be achieved

when the dissipative couplings reach their allowed maximal values |A| = a and |Ã| = ã,

with δ = 0. When |A| = |Ã|, the final steady entanglement is zero and the final density

matrix is ρ∞ = I4×4/4. This corresponds to infinite temperature. The entire x axis with

|Ã| = 0 shows the zero-temperature case, where the steady concurrence is 1/2 as we have

discussed before. A steady entanglement smaller than 1/2 persists for finite temperatures,

in the regime |Ã|/|A| = e−β∆ < 1, while |Ã| > |A| is unphysical. At finite temperatures, the

density matrix of the steady state is also partly made of the singlet state, which remains a

dark state as J1 |00⟩ = J3 |00⟩ = 0 (only these two jump operators are operative).

Figure A.2: Final steady-state concurrence as a function of dissipative couplings |A| and |Ã|,
assuming they are at their maximal values |A| = a and |Ã| = ã, and δ = 0. The initial state

is |↑↓⟩.
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[11] A. Avsar, H. Ochoa, F. Guinea, B. Özyilmaz, B. J. van Wees, and I. J. Vera-Marun.
Colloquium: Spintronics in graphene and other two-dimensional materials. Rev. Mod.
Phys., 92:021003, Jun 2020.

[12] A. V. Chumak, V. I. Vasyuchka, A. A. Serga, and B. Hillebrands. Magnon spintronics.
Nature Physics, 11(6):453–461, 2015.

[13] So Takei and Yaroslav Tserkovnyak. Superfluid spin transport through easy-plane
ferromagnetic insulators. Phys. Rev. Lett., 112:227201, Jun 2014.

[14] Yaroslav Tserkovnyak. Perspective: (beyond) spin transport in insulators. Journal of
Applied Physics, 124(19):190901, 2018.

174



[15] Ji Zou, Se Kwon Kim, and Yaroslav Tserkovnyak. Topological transport of vorticity
in heisenberg magnets. Phys. Rev. B, 99:180402, May 2019.

[16] Yaroslav Tserkovnyak and Ji Zou. Quantum hydrodynamics of vorticity. Phys. Rev.
Research, 1:033071, Nov 2019.

[17] Yaroslav Tserkovnyak, Ji Zou, Se Kwon Kim, and So Takei. Quantum hydrodynamics
of spin winding. Phys. Rev. B, 102:224433, Dec 2020.

[18] Dalton Jones, Ji Zou, Shu Zhang, and Yaroslav Tserkovnyak. Energy storage in mag-
netic textures driven by vorticity flow. Phys. Rev. B, 102:140411, Oct 2020.

[19] Ji Zou, Shu Zhang, and Yaroslav Tserkovnyak. Topological transport of deconfined
hedgehogs in magnets. Phys. Rev. Lett., 125:267201, Dec 2020.

[20] Mostafa Tanhayi Ahari, Shu Zhang, Ji Zou, and Yaroslav Tserkovnyak. Biasing topo-
logical charge injection in topological matter. Phys. Rev. B, 104:L201401, Nov 2021.

[21] Bei Zeng, Xie Chen, Duan-Lu Zhou, and Xiao-Gang Wen. Quantum Information Meets
Quantum Matter: From Quantum Entanglement to Topological Phases of Many-Body
Systems. Springer, March 29, 2019.

[22] H.Y. Yuan, Yunshan Cao, Akashdeep Kamra, Rembert A. Duine, and Peng Yan.
Quantum magnonics: When magnon spintronics meets quantum information science.
Physics Reports, 965:1–74, 2022.

[23] Ji Zou, Se Kwon Kim, and Yaroslav Tserkovnyak. Tuning entanglement by squeezing
magnons in anisotropic magnets. Phys. Rev. B, 101:014416, Jan 2020.

[24] Andrii V. Chumak, Alexander A. Serga, and Burkard Hillebrands. Magnon transistor
for all-magnon data processing. Nature Communications, 5(1):4700, 2014.

[25] K. Vogt, F. Y. Fradin, J. E. Pearson, T. Sebastian, S. D. Bader, B. Hillebrands,
A. Hoffmann, and H. Schultheiss. Realization of a spin-wave multiplexer. Nature
Communications, 5(1):3727, 2014.

[26] Ji Zou, Shu Zhang, and Yaroslav Tserkovnyak. Bell-state generation for spin qubits
via dissipative coupling. page arXiv:2108.07365, August 2021.

[27] Mikio Nakahara. Geometry, Topology and Physics. CRC Press, 2 edition edition, June
6, 2003.

[28] Kenji Ueno, Koji Shiga, Shigeyuki Morita, and Toshikazu Sunada. A Mathematical
Gift, I: The Interplay Between Topology, Functions, Geometry, and Algebra. American
Mathematical Society, 2005.

175



[29] Steven Weinberg. Gravitation and Cosmology: Principles and Applications of the
General Theory of Relativity. Wiley, 1972.

[30] Steven M. Girvin and Kun Yang. Modern Condensed Matter Physics. Cambridge
University Press, 1st edition edition, 2019.

[31] Claudio Chamon, Mark O. Goerbig, Roderich Moessner, and Leticia F. Cugliandolo,
editors. Topological Aspects of Condensed Matter Physics: Lecture Notes of the Les
Houches Summer School. Oxford University Press, 2017.

[32] Sidney Coleman. Aspects of Symmetry: Selected Erice Lectures. Cambridge University
Press, 1988.

[33] A. A. Belavin and A. M. Polyakov. Metastable states of two-dimensional isotropic
ferromagnets. Soviet Journal of Experimental and Theoretical Physics Letters, 22:245,
November 1975.

[34] Michael Stone and Paul Goldbart. Mathematics for Physics: A Guided Tour for Grad-
uate Students. Cambridge University Press, 2009.

[35] M. Shifman. Advanced Topics in Quantum Field Theory: A Lecture Course. Cam-
bridge University Press, February 20, 2012.

[36] Horatiu Nastase. Classical Field Theory. Cambridge, 2019.

[37] L. D. Faddeev. Some comments on the many-dimensional solitons. Letters in Mathe-
matical Physics, 1(4):289–293, 1976.

[38] T. H. R. Skyrme and Basil Ferdinand Jamieson Schonland. A non-linear field the-
ory. Proceedings of the Royal Society of London. Series A. Mathematical and Physical
Sciences, 260(1300):127–138, 1961.

[39] Egor Babaev, Ludvig D. Faddeev, and Antti J. Niemi. Hidden symmetry and knot
solitons in a charged two-condensate bose system. Phys. Rev. B, 65:100512, Feb 2002.

[40] Tin-Lun Ho. Spinor bose condensates in optical traps. Phys. Rev. Lett., 81:742–745,
Jul 1998.

[41] Yuki Kawaguchi, Muneto Nitta, and Masahito Ueda. Knots in a spinor bose-einstein
condensate. Phys. Rev. Lett., 100:180403, May 2008.

[42] Bryan Gin-ge Chen, Paul J. Ackerman, Gareth P. Alexander, Randall D. Kamien,
and Ivan I. Smalyukh. Generating the hopf fibration experimentally in nematic liquid
crystals. Phys. Rev. Lett., 110:237801, Jun 2013.

[43] Paul Sutcliffe. Skyrmion knots in frustrated magnets. Phys. Rev. Lett., 118:247203,
Jun 2017.

176



[44] Yizhou Liu, Roger K. Lake, and Jiadong Zang. Binding a hopfion in a chiral magnet
nanodisk. Physical Review B, 98(17):174437–, 11 2018.

[45] X. S. Wang, A. Qaiumzadeh, and A. Brataas. Current-driven dynamics of magnetic
hopfions. Phys. Rev. Lett., 123:147203, Sep 2019.

[46] Yizhou Liu, Wentao Hou, Xiufeng Han, and Jiadong Zang. Three-dimensional dynam-
ics of a magnetic hopfion driven by spin transfer torque. Phys. Rev. Lett., 124:127204,
Mar 2020.

[47] Noah Kent, Neal Reynolds, David Raftrey, Ian T. G. Campbell, Selven Virasawmy,
Scott Dhuey, Rajesh V. Chopdekar, Aurelio Hierro-Rodriguez, Andrea Sorrentino, Eva
Pereiro, Salvador Ferrer, Frances Hellman, Paul Sutcliffe, and Peter Fischer. Creation
and observation of hopfions in magnetic multilayer systems. Nature Communications,
12(1):1562, 2021.

[48] J H C Whitehead. An expression of hopf’s invariant as an integral. Proceedings of
the National Academy of Sciences of the United States of America, 33(5):117–123, 05
1947.

[49] Frank Wilczek and A. Zee. Linking numbers, spin, and statistics of solitons. Physical
Review Letters, 51(25):2250–2252, 12 1983.

[50] Yong-Shi Wu and A. Zee. Comments on the hopf lagrangian and fractional statistics
of solitons. Physics Letters B, 147(4):325–329, 1984.

[51] Alexander Altland and Ben D. Simons. Condensed matter field theory. Cambridge
University Press, 2nd edition, 2010.

[52] Eduardo Fradkin. Field Theories of Condensed Matter Physics. Cambridge University
Press, 2 edition edition, 2013.

[53] Ramamurti Shankar. Quantum Field Theory and Condensed Matter. Cambridge,
2017.

[54] Alexander G. Abanov. Topology, geometry and quantum interference in condensed
matter physics. arXiv e-prints, page arXiv:1708.07192, August 2017.

[55] E. B. Sonin. Spin currents and spin superfluidity. Advances in Physics, 59(3):181–255,
05 2010.

[56] Se Kwon Kim, So Takei, and Yaroslav Tserkovnyak. Topological spin transport by
brownian diffusion of domain walls. Phys. Rev. B, 92:220409, Dec 2015.

[57] Se Kwon Kim and Yaroslav Tserkovnyak. Topological effects on quantum phase slips
in superfluid spin transport. Phys. Rev. Lett., 116:127201, Mar 2016.

177



[58] Se Kwon Kim, So Takei, and Yaroslav Tserkovnyak. Thermally activated phase slips
in superfluid spin transport in magnetic wires. Phys. Rev. B, 93:020402, Jan 2016.

[59] Tom Banks. Modern Quantum Field Theory: A Concise Introduction. Cambridge
University Press, 2008.

[60] A. Zee. Quantum Field Theory in a Nutshell. Princeton University Press, 2 edition,
2010.

[61] Sayak Dasgupta and Ji Zou. Zeeman term for the néel vector in a two sublattice
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[109] A. Einstein. Über die von der molekularkinetischen Theorie der Wärme geforderte
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[134] Ricardo Zarzuela, Héctor Ochoa, and Yaroslav Tserkovnyak. Hydrodynamics of three-
dimensional skyrmions in frustrated magnets. Phys. Rev. B, 100:054426, Aug 2019.

[135] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, and A. K. Geim. The
electronic properties of graphene. Rev. Mod. Phys., 81:109–162, Jan 2009.

[136] Sebastian A. Diaz and Daniel P. Arovas. Quantum Nucleation of Skyrmions in Mag-
netic Films by Inhomogeneous Fields. arXiv e-prints, page arXiv:1604.04010, April
2016.

[137] Amel Derras-Chouk, Eugene M. Chudnovsky, and Dmitry A. Garanin. Quantum col-
lapse of a magnetic skyrmion. Phys. Rev. B, 98:024423, Jul 2018.

[138] Xiao-Gang Wen. Quantum Field Theory of Many-body Systems: From the Origin of
Sound to an Origin of Light and Electrons. Oxford University Press, 2007.

[139] Nathan Seiberg, T. Senthil, Chong Wang, and Edward Witten. A duality web in 2+1
dimensions and condensed matter physics. Annals of Physics, 374:395–433, 2016.

[140] T. Senthil, Dam Thanh Son, Chong Wang, and Cenke Xu. Duality between (2+1)d
quantum critical points. Physics Reports, 827:1–48, 2019. Duality between (2+1)d
quantum critical points.

[141] Matthew S. Paoletti and Daniel P. Lathrop. Quantum turbulence. Annual Review of
Condensed Matter Physics, 2(1):213–234, 2011.

[142] Se Kwon Kim, Roberto Myers, and Yaroslav Tserkovnyak. Nonlocal spin transport
mediated by a vortex liquid in superconductors. Phys. Rev. Lett., 121:187203, Oct
2018.

183



[143] Brynmor Haskell and Andrew Melatos. Models of pulsar glitches. International Jour-
nal of Modern Physics D, 24(03):1530008, 2015.

[144] So Takei, Amir Yacoby, Bertrand I. Halperin, and Yaroslav Tserkovnyak. Spin super-
fluidity in the ν = 0 quantum hall state of graphene. Phys. Rev. Lett., 116:216801,
May 2016.

[145] S. A. Wolf, D. D. Awschalom, R. A. Buhrman, J. M. Daughton, S. von Molnár, M. L.
Roukes, A. Y. Chtchelkanova, and D. M. Treger. Spintronics: A spin-based electronics
vision for the future. Science, 294(5546):1488–1495, 2001.

[146] L. J. Cornelissen, J. Liu, R. A. Duine, J. Ben Youssef, and B. J. van Wees. Long-
distance transport of magnon spin information in a magnetic insulator at room tem-
perature. Nature Physics, 11(12):1022–1026, 2015.

[147] Koichi Oyanagi, Saburo Takahashi, Ludo J. Cornelissen, Juan Shan, Shunsuke Daimon,
Takashi Kikkawa, Gerrit E. W. Bauer, Bart J. van Wees, and Eiji Saitoh. Spin trans-
port in insulators without exchange stiffness. Nature Communications, 10(1):4740,
2019.

[148] S. C. Chae, N. Lee, Y. Horibe, M. Tanimura, S. Mori, B. Gao, S. Carr, and S.-
W. Cheong. Direct observation of the proliferation of ferroelectric loop domains and
vortex-antivortex pairs. Phys. Rev. Lett., 108:167603, Apr 2012.

[149] F. P. Chmiel, N. Waterfield Price, R. D. Johnson, A. D. Lamirand, J. Schad, G. van der
Laan, D. T. Harris, J. Irwin, M. S. Rzchowski, C. B. Eom, and P. G. Radaelli. Ob-
servation of magnetic vortex pairs at room temperature in a planar α-fe2o3/co het-
erostructure. Nature Materials, 17(7):581–585, 2018.

[150] K. Everschor-Sitte, J. Masell, R. M. Reeve, and M. Kläui. Perspective: Magnetic
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Opportunities for long-range magnon-mediated entanglement of spin qubits via on-
and off-resonant coupling. arXiv e-prints, page arXiv:2101.09220, January 2021.

[268] J. F. Poyatos, J. I. Cirac, and P. Zoller. Quantum reservoir engineering with laser
cooled trapped ions. Phys. Rev. Lett., 77:4728–4731, Dec 1996.

[269] M. B. Plenio, S. F. Huelga, A. Beige, and P. L. Knight. Cavity-loss-induced generation
of entangled atoms. Phys. Rev. A, 59:2468–2475, Mar 1999.

[270] Fabio Benatti, Roberto Floreanini, and Marco Piani. Environment induced entangle-
ment in markovian dissipative dynamics. Phys. Rev. Lett., 91:070402, Aug 2003.

[271] S. Diehl, A. Micheli, A. Kantian, B. Kraus, H. P. Büchler, and P. Zoller. Quantum
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