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## ABSTRACT OF THE DISSERTATION
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The general theme in this thesis is the exploration of topology, transport, and quantum entanglement in magnetic systems.

We first set up the stage in chapter 1 by introducing some notions that we use in later chapters. In chapters 2 and 3, we discuss the (hydro)dynamics of vortices and hedgehogs in two- and three-dimensional insulating magnets, respectively, in both classical and quantum regimes based on the topological conservation laws of vortices and hedgehogs, which follow from their topological nature instead of symmetries of the system Hamiltonian (thus are robust against impurities and anisotropies). To illustrate the applications in spintronics, we formulate an experimentally feasible energy-storage concept based on vorticity (hydro)dynamics within an easy-plane insulating magnet in chapter 2 .

In chapter 4, we investigate entanglement between two arbitrary spins in a magnetic system in the presence of applied magnetic fields and axial anisotropies. We demonstrate that spins are generally entangled in thermodynamic equilibrium, indicating that the magnetic medium can serve as a resource to store and process quantum information in general. We, furthermore, show that the entanglement can jump discontinuously when varying the
magnetic field. This tunable entanglement can be potentially used as an efficient switch in quantum-information processing tasks.

Finally, in chapter 5, we present a study on the steady entanglement generation for two distant spin qubits interacting with a common magnetic medium. Our focus is a mediuminduced effective coupling (between the two qubits) of dissipative nature. We explore the different dynamical regimes of the entanglement evolution in the presence of this dissipative coupling and demonstrate the advantage of its utilization as a route to generate steady entanglement and even Bell state, insensitive to the initial state. Our work points to a new direction of the application of spintronic schemes in future quantum information technology.
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## LIST OF FIGURES

1.1 (a) A vortex is formed at the peak. (b) A vortex is form at the valley. (c) An anti-vortex is formed at the saddle point. (d) We can construct a tangent vector field on a closed surface with genus $g$ by a rainfall. There are one peak, one valley, and $2 g$ saddle points, giving us total vortex number: $2-2 g$.
1.2 (a) To evaluate the curvature at point $p$, we draw a small circle around it with area $d A$. As we move counterclockwisely around the circle, (the tip of) unit normal vector $\hat{\mathbf{n}}$ also rotates counterclockwisely and traces out a small closed loop $\gamma_{1}$ on the unit sphere $S^{2}$. In this case, the local Gaussian curvature $\hat{\mathbf{n}}(p)$ • $\partial_{x} \hat{\mathbf{n}}(p) \times \partial_{y} \hat{\mathbf{n}}(p) d A$ is positive and the value is the solid angle or the area enclosed by the loop $\gamma_{1}$ on the unit sphere. (b) We repeat the same procedure. Now (the tip of) unit normal vector $\hat{\mathbf{n}}$ rotates clockwisely, tracing out a small closed loop $\gamma_{2}$ on the unit sphere $S^{2}$ (as we move around the circle enclosing the point $p$ counterclockwisely). In this case, the curvature is negative and its value is given by the area enclosed by the loop $\gamma_{2}$ on the unit sphere.
1.3 (a) The upper spin configuration has winding number -1 . The spin angle increases by $-2 \pi$ as we move from left end to the right end. The lower spin texture has winding number +1 , where the angle increases by $+2 \pi$ as we move from the left to the right end. (b) The upper spin texture has skyrmion number -1 . The polarity (the change of the spin $z$ component from the center to infinity) is -1 . The vortex number of the region in-between is 1. For the lower spin texture, the skyrmion number is +1 , with polarity -1 and vortex number -1. . . . . . . . . 14
1.4 (a) Given a physical loop $\mathbf{n}(t)$, we consider two different extensions $\mathbf{n}(t, u), \mathbf{n}(t, \tilde{u})$.

Their base manifolds are denoted as $\Sigma, \tilde{\Sigma}$, which have the same boundary since it is where the physical $\mathbf{n}$ field lives. After identifying their boundary, it is clear that $\Sigma-\Sigma$ forms a sphere (note that directions of both $\Sigma, \tilde{\Sigma}$ are defined according to the direction of the loop). (b) The dynamics of a spin is equivalent to a massless particle with charge +1 moving on a surface of a unit sphere whose center has a magnetic monopole $q_{m}=-S$. The spin Berry phase in this case corresponds to the Aharonov-Bohm phase picked up by the particle moving the magnetic field.
2.1 A schematic for the proposed injection and detection of vortices. The electric current in the left magnetized contact pumps vortices into the insulating bulk. The applied voltage is $V_{\text {in }}$. The vortices leaving the system through the right magnetized contact sustain the output voltage $V_{\text {out }}$. The drag coefficient $\mathcal{C}_{d} \equiv$

| $V_{\text {out }} / V_{\text {in }}$ quantifies the efficiency of the topological vorticity transport. |
| :--- | . . . . . 74

2.2 Structural symmetries of the vortices and the applied torque setup: (a) Vortex charge $\mathcal{Q}$ is invariant under the $x z$ reflection. (b) A nonequilibrium vortex density can be controlled by the electric current circulating around the magnetic region. Red points represent vortex cores. Arrows represent electric current I =Ît, where the unit vector $\hat{\mathbf{t}}$ curls anticlockwise in the metal contact that is magnetized out of the $x y$ plane. 78
2.3 (a) Vortex charge density distribution as a function of position $x$, for a twodimensional strip extended in the transverse direction. The vorticity accumulates near the two ends with the screening length $\xi$. The electric-current induced work $W^{+}$(per vortex) at the left end injects vortices into the magnetic bulk. The vortex current is driven by the electrochemical potential $\mu$. (b) Electrochemical potential $\mu$ as a function of position $x$, in linear response. At the left boundary, the vortex inflow is given by $j_{x}^{L} \propto W^{+}-\mu_{L}$, while its outflow at the right is $j_{x}^{R} \propto \mu_{R}$. The respective edge electrochemical potentials $\mu_{L, R}$ parametrize the (adiabatic) work required to add an additional vortex there. . . . . . . . . . . . 81
2.4 The ring-shaped bilayer with a radius $r$, width $\delta r$, and heights $h_{m}$ for the magnetic insulator and $h_{c}$ for the metal contact. The order parameter of this magnetic insulator with easy- $x y$-plane anisotropy is parametrized by the spin space azimuthal angle $\varphi$. The (ferromagnetic) metal layer has a uniform magnetization $\mathbf{M}=M \hat{\mathbf{z}}$ and an azimuthal current $I$. The electric current induces a vortex flow $I_{v}$ in the radial direction, which builds up an azimuthal winding density $\partial_{l} \varphi$ of the magnetic order parameter, where $l(=r \theta$ in polar coordinates) is the polar position in the plane of the annulus. . . . . . . . . . . . . . . . . . . . . . . . . 86
2.5 (a) Schematic in Fig. 2.4 shows two viscously coupled hydrodynamic entities: one is electron flow $I$ and the other is vortex flow $I_{v}$. (b) The electrical circuit, with a current $I$, resistance $R$, self-inductance $L$ (due to geometry), and effective impedance $Z_{v}(\omega)$ arising from the vortex-flow back-action on the electric circuit. (c) Within the vortex circuit, the electric current $I$ acts as a bias $\mathcal{V}=\gamma I / h_{c}$ for the vortex flow, where $\gamma / h_{c}$ parametrizes the Magnus force between the electron and vortex degrees of freedom. Vortex flow through the magnetic bulk experiences resistance $R_{v}$ which is temperature dependent. The accumulated magnetic texture stores energy according to the capacitance $C_{v}$. 88
2.6 A quantum bosonic lattice described by an arbitrary Hamiltonian $H . \quad \Phi_{\imath \jmath}$ is the bosonic field operator at site $\imath, \jmath$, with index $\imath, \jmath$ running along the $x, y$ axis. $\tilde{\imath}=\imath+1$ and $\tilde{\jmath}=\jmath+1 . \quad \rho_{\imath \jmath}$ is the conserved topological charge per plaquette $\imath \jmath, j_{\imath \jmath}^{x}\left(j_{\imath \jmath}^{y}\right)$ is the flux per vertical (horizontal) link $\imath \jmath$, which togehter satisfay the quantum continuity equation. 100
2.7 Vorticity injection into a bosonic film. Coherently precessing magnetic dynamics $\mathbf{n}_{L}\left(\mathbf{n}_{R}\right)$ at the left (right) side realizes a vorticity reservoir with a conjugate chemical potential $\mu_{L}\left(\mu_{R}\right)$. This effectively acts as a battery for the injection of the topological charge $Q$. A positive chemical potential leads to a build-up of a positive vorticity charge at the interface. If $\mu_{L}=\mu_{R}=\mu$ (which could be accomplished by attaching the same magnet symmetrically to both sides), an equilibrium state with the vortex chemical potential $\mu$ is established in the steady state, which has a vanishing vortex flux. If $\mu_{L} \neq \mu_{R}$, a dc vortex flux (driven by thermal and/or quantum fluctuations) is expected towards the lower chemical-potential side. 103
3.1 A schematic for nonlocal transport measurement of hedgehog currents in a threedimensional insulating magnet. Two metallic contacts are bridged by a magnetic insulator with hedgehog excitations. In the paramagnetic phase, hedgehogs are free to diffuse, where black and white ripples stand respectively for delocalized hedgehog and antihedgehog densities. An applied electric current $I$ along $y$ within the left metal transfers spin flow into the magnetic texture, which biases a hedgehog flow along $x$. Reciprocally, the hedgehog flow reaching the right terminal builds up a detectable electric voltage $V$. The nonlocal drag resistivity, $\varrho \propto V / I$, quantifies the efficiency of the topological hedgehog transport as well as their interfacial exchange coupling with conducting electrons. We also show a familiar example of a hedgehog $\mathbf{n}_{0}=\{x, y, z\} / r$. 112
3.2 A tetrahedron severing as the elementary building block of an arbitrary lattice. $\mathbf{S}_{i}$ is the spin operator at site $i$. A skyrmion number and a hedgehog flux (3.9) can be defined for every facet $\mathbf{A}=A \hat{\mathbf{f}}$ with area $A$ and normal vector $\hat{\mathbf{f}}$. A hedgehog density (3.13) can be defined for every tetrahedron, where we choose the normal directions of all facets to be pointing outwards. . . . . . . . . . . . . . . . . . . 118
3.3 Different phases of hedgehogs. At temperatures above the Curie temperature $T_{C}$, hedgehogs (black ripples) and antihedgehogs (white ripples) carrying nonquantized topological charges proliferate and become mobile. In the ordered phase, hedgehogs are confined by a linear potential analogous to the quark confinement in QCD. They are singular quantized objects, represented by black and white spheres.
4.1 (a). A general coherent state $|\alpha\rangle=D(\alpha)|0\rangle$, where $D(\alpha) \equiv \exp \left\{\alpha a^{\dagger}-\alpha^{*} a\right\}$ is a displacement operator with $\alpha=|\alpha| e^{i \theta}$, is the minimum uncertainty state ( $\Delta S^{x}=$ $\Delta S^{y}=1 / 2$ ). All spins deviate from $\mathbf{B} \propto \hat{\mathbf{z}}$ direction coherently. (b). The general squeezed vacuum state $S(\zeta)|0\rangle$, where $S(\zeta) \equiv e^{\left[\zeta^{*} a^{2}-\zeta\left(a^{\dagger}\right)^{2}\right] / 2}$ is the squeezing operator with a squeezing parameter $\zeta=r e^{i \phi}$, is also a minimum uncertainty state with uncertainties being squeezed (blue ellipse) compared with the vacuum uncertainties (green disk). The direction of the squeezing (the orientation of the semi-minor axis of the ellipse with respect to the $S^{x}$ axis) is $\phi / 2$. The length of the semi-minor axis is $e^{-r} / 2$ and the length of the semi-major axis is $e^{r} / 2$. The average direction of the spin in such state is along $\mathbf{B}$. (c). For the general squeezed coherent state $D(\alpha) S(\zeta)|0\rangle$, the degree of the deviation from $\hat{\mathbf{z}}$ is determined by the parameter $\alpha$ and the degree of squeezing of the uncertainty is determined by the squeezing parameter $\zeta$. 135
4.2 (a). Concurrence $\mathcal{C}$ as a function of the number of squeezed magnons $N_{s}=\sinh ^{2} r$ for different number of coherent magnons $N_{c}=|\alpha|^{2}$. $|\alpha|=0$ corresponds to the squeezed vacuum state (see Eq. (4.16)), where the maximal concurrence is $1 / N_{0}$. As we increase the number of coherent magnons, the physics is dominated by the coherent part when the number of squeezed magnons is small. As a result, the concurrence is zero. However, the presence of the coherent part can increase the upper bound of the concurrence once the number of squeezed magnons is above some critical value $\sinh ^{2} r_{c}$, which depends on the amount of coherent magnons we put into the system. (b). Critical values $\left(N_{s}\right)^{1 / 4}=\sqrt{\sinh r_{c}}$ as a function of $|\alpha|$, which can be fitted using a linear relation. When the number of coherent magnons is larger than $\sqrt{2 N_{0} N_{s}}$, the coherent part dominates the physics and the concurrence is zero. Otherwise, we have a finite concurrence. In the numerical study above, we set $N_{0}=10^{8}$. 140
4.3 (a). Concurrence as a function of the distance $\gamma$ between two spins in dimension
$d=1, d=2$ and $d=3$, respectively. The overall value of the concurrence will decrease as we increase the dimension of our system. In a given dimension, the concurrence is finite but will decrease as we increase the distance between these two spins within a critical distance $\gamma_{c}$, beyond which the concurrence vanishes. We have set $\lambda=10, \eta=0.5$ and $\hat{\mathbf{R}}=\hat{\mathbf{x}}$ in higher dimension. (b). Critical distance $\gamma_{c}$ as a function of the correlation length $\lambda$, which can be fitted well with a linear relation. We have set $\eta=0.5$. . . . . . . . . . . . . . . . . . . . . . . . 143
4.4 Concurrence as a function of one angle (setting the another angle to zero). For the pink dashed curve, we plot the concurrence as a function of the angle $\phi$ and $\operatorname{set} \theta=0$. For the black solid curve, we plot the concurrence as a function of the angle $\theta$ and set $\phi=0$. We find that concurrence is periodic with period $2 \pi$ in $\phi$ and $\pi$ in $\theta$. In both cases, we set $N_{s}=\sinh ^{2} 4, N_{c}=9 \times 10^{4}$ and $N_{0}=10^{8}$. . . . 144
4.5 Spin A and B are placed above a ferromagnetic insulator subjected to magnetic fields $\mathbf{h}, \mathbf{B}$ and anisotropies, which realizes the Hamiltonian that we discussed in Sec. 4.2 Turning on the coupling $\tilde{J}(t)$ between spins and the insulator adiabatically so that these spins behavior like a part of the insulator and thus the concurrence $\mathcal{C}_{A B}$ grows correspondingly. This entanglement remains even after the coupling $\tilde{J}$ is turned off so long as this turnoff process is rapid enough. . . . 146
5.1 A system composed of two spin qubits is coupled with a magnetic environment, which induces local relaxations $a, \tilde{a}$, mediates dissipative couplings $A, \tilde{A}$, as well as coherent couplings between two qubits. The two qubits may achieve a stable entangled state with large enough $A$ and $\tilde{A}$, and even a Bell state with the help of measurement and postselection. . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.2 Concurrence of two qubits as a function of time, with initial state $|\uparrow \downarrow\rangle$, where we set both local dissipation $a$ and dissipative coupling $|A|$ to be 1. The black curve corresponds to the underdamped quantum regime. The orange curve is at the critical point $\delta=1$, where entanglement decays as $\mathcal{C}(t) \propto t e^{-2 a t}$. The cyan, $\delta=0.3$, and the red, $\delta=0$, curves are in overdamped quantum regime, where the lifetime of entanglement is extended dramatically. . . . . . . . . . . . . . . 155
5.3 Concurrence of qubits as a function of time with initial state $|\uparrow \downarrow\rangle$ under continuous measurements and postselections. We set $\Gamma=2$. The black curve $\delta=5$ is in the $\mathcal{P T}$-exact regime, where entanglement oscillates and its maximal value is less than 1. At the exceptional point (cyan curve), there is no oscillation and its maximal value is 1 . In $\mathcal{P} \mathcal{T}$-broken regime (red curve), entanglement is $\mathcal{C}(t)=\tanh 2 \Gamma t$. The inset shows the maximal concurrence as a function of $\delta / \Gamma$. . . . . . . . . . 157
A. 1 Concurrence as a function of time for the initial state $|\uparrow \downarrow\rangle$ at a finite temperature.
(a). The local relaxations are set to $a=30, \tilde{a}=3$, and the local fields are
equal $\delta=0$. Curves of different colors are plotted with an increasing dissipative coupling $|A| \rightarrow\{20,25,27,28,29,30\}$ along the direction of the gray arrow. The two dissipative couplings are related by $|A| /|\tilde{A}|=a / \tilde{a}=10$. When $|A|$ reaches its maximal values 30 (and $|\tilde{A}|=|A| / 10$ reaches its maximal allowed value 3 ), we achieve steady entanglement (red curve). (b). The concurrence for $a=|A|=$ $10, \tilde{a}=|\tilde{A}|=1$ and varying $\delta \rightarrow\{0,2,4,6,8,10,16\} . \operatorname{.} . . . . . . . .$.
A. 2 Final steady-state concurrence as a function of dissipative couplings $|A|$ and $|\tilde{A}|$, assuming they are at their maximal values $|A|=a$ and $|\tilde{A}|=\tilde{a}$, and $\delta=0$. The initial state is $|\uparrow \downarrow\rangle$.
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## CHAPTER 1

## Introduction

"What we observe is not nature itself,
but nature exposed to our method of
questioning."
$\frac{\text { Werner Heisenberg }}{}$

### 1.1 Motivation and outline

Magnetism, as one of the most common phenomena in nature and one of the oldest subjects of science, continues to actively contribute to the modern condensed matter physics. In particular, the merging of magnetism with topology has given rise to numerous vibrant new topics, such as skyrmions and topological insulators [1, 2, 3, 4, 5, 6, 7, 8, These are not only fundamentally interesting, but also are promising for a transformative revolution of information technology using topological charges as robust information carriers. Spintronics [9, 10, 11, 12] has emerged as a field that aims to develop devices that transmit and process information utilizing spins. Many recent efforts have been made to understand the transport phenomenon of topological excitations in magnetic systems and to explore their potential applications in (quantum) spintronics [13, 14, 15, 16, 17, 18, 19, 20].

Another interesting direction is due to the marriage of condensed matter physics and quantum information science, which provides us with new insights into many-body phenomena and offers rich opportunities for creative research [21]. In return, condensed matter
systems render various platforms for realizing ideas in quantum information. Spin systems, due to their intrinsic quantum origin, are perfect platforms to explore quantum entanglement and potential utilities [22, 23]. There are many intriguing questions that one can ask: What is the entanglement dynamics within a generic magnetic medium? How can we explore the potential usefulness of magnetic systems for quantum computing?

These two topics are the main focus of this thesis. The main purpose of this chapter is to introduce the basic notions and set up the stage for our discussions of later chapters. In section 1.2 , we introduce the basics of topology very briefly. We start with two simply but profound theorems-Poincaré-Hopf theorem and Gauss-Bonnet thorem, where the notion of winding number and skyrmion number is defined. We then introduce the general idea of homotopy group and some examples (including spin winding, magnetic skyrmions, hopfions, and 3D skyrmions in the Skyrme model) are discussed, where the notion of topological conservation laws are naturally introduced. In section 1.3, we recall all the basics of spin dynamics, including both ferromagnetic and antiferromagnetic case. We go through a thorough discussion of spin Berry phase in different representations. In the case of ferromagnet, we explore two examples - spin superfluid in an easy-plane ferromagnet and dynamics of skyrmions. For antiferromagnet, we derive the action for all dimensions and remarks are made for the topological term in one dimension. In section 1.4, we introduce various measures for quantum entanglement (for both pure states and mixed states). In section 1.5, we start with a general description of a non-unitary evolution. We then introduce the Lindblad master equation which is derived both formally from the Kraus operator sum representation of a quantum map, and from first principles. The theory of quantum trajectories is briefly discussed at the end, which provides another perspective for the Lindblad master equation.

Chapter 2 and 3 focus on the topological transport of vorticity [15] in 2D and magnetic hedgehogs [19] in 3D in both (semi)classical and quantum regimes. Identifying strategies to use magnetic insulators to achieve long-range signal transport is one key objective of spintronics studies. Insulating materials with dynamical spin degrees of freedom are good
platforms for spintronics applications. Since the signal transmission is based on pure spins without invoking any electric current, the process is immune to Joule heating and thus has high energy efficiency. Spin currents have been proposed to be promising data carriers in novel devices and computing architectures [9, 24, 25]. However, the spin flow decays exponentially beyond the associated spin-diffusion length [9] in that structural imperfections and anisotropies of materials are detrimental to its conservation law. We propose to utilize topological spin textures (vortex and hedgehogs) as spin signal carriers alternatively, which are shown to be topologically stable information carriers (in the presence of both quantum and thermal fluctuations). They are good candidates since their flows are conserved topologically, known as topological conservation laws, which are rooted in topology rather than symmetries of Hamiltonian, in contrast to Noether-conservation laws. As a result, the transport based on topological textures is robust against structural imperfections and anisotropies, and sustains long-distance spin transport, with broad applications such as energy storage, which is discussed in chapter 2 [18.

There has been much recent interest in coherently preparing and manipulating entanglement in various systems, stimulated by its importance in quantum information science. In chapter 4 , we investigate the entanglement between two arbitrary spins in a magnetic system in the presence of applied magnetic fields and axial anisotropies [23]. Spins are shown to be generally entangled in thermodynamic equilibrium, forming a squeezed coherent state, which implies that the magnetic medium can serve as a resource to store and process quantum information. We furthermore show that the entanglement can jump discontinuously when decreasing the transverse magnetic field, which can potentially serve as a switch for quantum information processing tasks.

Chapter 5 focuses on the steady entanglement generation for two distant spin qubits interacting with a common bath (a magnetic system) [26]. Our particular focus is on the induced dissipative coupling between the spin qubits. In contrast to the conventional wisdom that dissipation is detrimental to quantum effects, we show that a sizable long-lifetime
entanglement can be established via a dissipative environment, in the absence of any coherent coupling. Moreover, we demonstrate that maximally-entangled two-qubit states can be achieved in this scheme when complemented by proper postselection. In this situation, there is a dynamical phase transition separated by an exceptional point. The resultant Bell state is robust against weak random perturbations and does not require the preparation of a particular initial state. This result may find applications in quantum information science, quantum spintronics, and for sensing of nonlocal quantum correlations.

### 1.2 Brief primer on topology

Topology is the study of continuous functions and continuous deformations of objects. It was developed in the twentieth century, while many other fields of mathematics, including calculus, had already been developed three hundred years ago. The origin of topology can most likely be traced to Euler's work in the eighteenth century, and that of Gauss and Riemann in the nineteenth century. As the development of this subject, many branches have emerged, such as general topology, algebraic topology, differential topology, and geometric topology [27]. In particular, algebraic topology is a field that uses tools from algebra (such as group) to study topological spaces. The basic goal is to find algebraic invariants that classify topological spaces up to homeomorphism ideally, though usually most classify up to homotopy equivalence. The most important of these invariants are homotopy groups, homology, and cohomology, which all play a significant role in modern condensed matter physics.

The purpose of this section is twofold. On the one hand, we hope to illustrate the beauty of topology with simplest examples (without invoking any fancy concepts), such as Poincaré-Hopf theorem and Gauss-Bonnet theorem, which have little prerequisites. On the other hand, from these examples, we would like to introduce concepts that we will use in the subsequent chapters, such as vortex number, skyrmion number, topological conservation
laws of topological defects.

### 1.2.1 Poincaré-Hopf theorem

For simplicity, we consider a two-dimensional orientable closed surface. We will introduce the Euler characteristic of a surface, the topological number associated with vortices of tangent vector fields living on the surface, and the Poincaré-Hopf theorem which relates these two [28]. This is also the first example that I start to really appreciate the beauty of topology. We will see how the global topology of a surface constraints the possible dynamics (the vector field) that can exist on the surface, and how the dynamics happening on the surface indicates its topology.

Any two-dimensional orientable closed surface can be partitioned into triangular pieces. The Euler characteristic is then defined to be $\chi=V-E+F$, where $V, E$, and $F$ are respectively the numbers of vertices (corners), edges and faces. This is a topological invariant. For example, a tetrahedron and a cube, which can be deformed into each other smoothly, have the same Euler characteristic $\chi=2$. In general, two-dimensional orientable closed surfaces can be classfied by the number of genus $(g)$, having $\chi=2(1-g)$. Two familiar examples are the sphere $(g=0)$ and torus $(g=1)$, which have $\chi=2$ and $\chi=0$, respectively.

We now introduce tangent vector fields on a surface. Physically, one can imagine flows of water on the surface. In such a situation, we express a flow of water by vectors given at each point on the surface and indicating the velocity of the flow. The (tangent) vector field of most regions typically is smooth-both the direction and magnitude of the vector change continuously from point to point. There are also points where the water flow stops (the corresponding vector is a zero vector), which are called critical points or vortices of the vector field. In Fig. 1.1, we show how the flows of water create critical points and form vortices at the peak of a hill, at the low point of a valley, and at a saddle. One can associate
an integer number, known as winding number, to every vortex,

$$
\begin{equation*}
N_{v}=\frac{1}{2 \pi} \oint_{C} d \mathbf{l} \hat{\mathbf{z}} \cdot \hat{\mathbf{n}} \times \partial_{\mathbf{l}} \hat{\mathbf{n}}, \tag{1.1}
\end{equation*}
$$

where $C$ is an infinitesimal loop enclosing an isolated vortex, parameterized by $\mathbf{l} . \hat{\mathbf{z}}$ is the normal vector perpendicular to the surface where the vortex locates, which also defines the counterclockwise direction of the loop $C . \hat{\mathbf{n}}=\mathbf{v} /|\mathbf{v}|$ is the directional unit vector of the vector field $\mathbf{v}(\mathbf{l})$ living on the loop $C$. To make it transparent, we set $\hat{\mathbf{z}}=(0,0,1), \hat{\mathbf{n}}=$ $(\cos \varphi, \sin \varphi, 0)$, and we choose $C$ to be a circle and parametrize it with the polar angle $\theta$. Then Eq. (1.1) is simply reduced to $N_{v}=\oint_{C} d \theta \partial_{\theta} \varphi / 2 \pi$. The physical meaning of this winding number is clear now-counting how many times the vector $\hat{\mathbf{n}}$ winds around the unit circle in parameter space $\varphi \in[0,2 \pi)$ when we move along the loop $C$ counterclockwisely. In Fig. 1.1, vortices at the peak and valley have winding number $N_{v}=1$ since $\Delta \varphi=2 \pi$ in both cases and, in contrast, the vortex at the saddle has winding number $N_{v}=-1$. We remark that here we only considered tangent vector fields ( $\hat{\mathbf{z}}$ is always perpendicular to $\hat{\mathbf{n}}$ ). In general, the vector field can go out of plane, for example the magnetization field of an easy-plane ferromagnet. In this case, one needs to modify the definition of the vorticity, as we will discuss later.

At the end of the 19th century, Henri Poincaré showed that the Euler characteristic of a two-dimensional orientable closed surface $S_{g}$ equals the sum of the winding numbers of all vortices of the vector fields living on the surface:

$$
\begin{equation*}
\chi\left(S_{g}\right)=\sum_{i} N_{v}(\text { vortex i}) . \tag{1.2}
\end{equation*}
$$

Heinz Hopf later generalized this theorem to general higher-dimensional smooth surfaces. We remark that the left-hand-side contains the information of global topology and the right-hand-side reflects the dynamics happening on the surface. Once the topology is given, possible dynamics is constrained. One well-known example is the hairy ball theorem, which simply states that there is no smooth tangent vector field on a sphere having no sources or sinks. In contrast, there is no problem to construct a smooth vector field on a torus as $\chi$ (torus) $=0$.

Once we know possible dynamics (possible vector field configuration), we can deduce the Euler characteristic. For example, we can easily obtain that $\chi$ (surface of genus $g)=2(1-g)$ by constructing a vector field created by a rainfall on the surface as shown in Fig. 1.1(d). This is, in spirit, similar to the Einstein field equation in general relativity [29]: $G_{\mu \nu}+\Lambda g_{\mu \nu}=\kappa T_{\mu \nu}$, where $G_{\mu \nu}, g_{\mu \nu}$ are the Einstein tensor and the metric tensor (reflecting the spacetime geometry), while $T_{\mu \nu}$ is the stress-energy tensor containing the information of the matter living within the spacetime ( $\Lambda, \kappa$ are cosmological constant and Einstein gravitational constant). What we can learn from this equation is that the matter field determines spacetime geometry and the sapcetime geometry also governs the motion of matter.


Figure 1.1: (a) A vortex is formed at the peak. (b) A vortex is form at the valley. (c) An anti-vortex is formed at the saddle point. (d) We can construct a tangent vector field on a closed surface with genus $g$ by a rainfall. There are one peak, one valley, and $2 g$ saddle points, giving us total vortex number: $2-2 g$.

### 1.2.2 Gauss-Bonnet theorem

Gauss-Bonnet theorem describes a beautiful connection between curvature of a surface (from geometry) to its Euler characteristic (from topology) [28, 30, 31]. We again focus on twodimensional orientable closed surfaces. In this case, it states that the intergral of the local

Gaussian curvature $C_{G}$ over the closed surface $S_{g}$ (with genus $g$ ) is dictated by its genus $g$ :

$$
\begin{equation*}
\int_{S_{g}} d A C_{G}=4 \pi(1-g)=2 \pi \chi\left(S_{g}\right) \tag{1.3}
\end{equation*}
$$

which is invariant under smooth distorions of the surface since the genus (Euler characteristic) is a topological invariant.

There are typically two ways to evaluate $C_{G}$. Let us consider a 2D surface embedded in 3D. For an arbitrary point on the surface, we choose the unit vector $\hat{\mathbf{z}}$ to be the local normal pointing in the outward direction (we have assumed the surface is orientable). Within the tangent plane at this point, we can define a right-handed Cartesian coordinate using orthogonal unit vectors lying in the plane, obeying $\hat{\mathbf{x}} \times \hat{\mathbf{y}}=\hat{\mathbf{z}}$. In the vicinity of the origin of this coordinate system, the surface is uniquely defined by its height relative to the plane, $z(x, y)$. By definition $z(0,0)=\partial_{x} z(0,0)=\partial_{y} z(0,0)=0$. Therefore, we can approximate $z$ locally from its second derivatives:

$$
z(x, y) \approx \frac{1}{2}\left(\begin{array}{ll}
x & y
\end{array}\right)\left(\begin{array}{cc}
\partial_{x}^{2} z & \partial_{x} \partial_{y} z  \tag{1.4}\\
\partial_{y} \partial_{x} z & \partial_{y}^{2} z
\end{array}\right)\binom{x}{y} .
$$

This Hessian matrix is evaluated at origin and is real and symmetric, which has two real eigenvalues and two corresponding eigendirections in the tangent plane. The magnitude of the eigenvalues is an inverse radius of curvature and the sign indicates whether the surface is curving toward or away from the positive $\hat{\mathbf{z}}$ direction. The Gaussian curvature $C_{G}$ is given by the determinant of the Hessian matrix. One illustrating example is a sphere $x^{2}+y^{2}+(z+r)^{2}=$ $r^{2}$. Its Hessian matrix is the same for all points on the sphere $H=\operatorname{diag}(-1 / r,-1 / r)$. Thus we have $C_{G}=1 / r^{2}$. Integrating $C_{G}$ over the sphere gives us $4 \pi$, which satisfies Eq. (1.3).

There is another more intuitive way to represent $C_{G}$, which is more often used by physicists. We can define $\hat{\mathbf{n}}(\mathbf{r})$ to be the unique unit vector pointing outward, normal to the surface at a point $\mathbf{r}$. Since $\hat{\mathbf{n}}$ lives in a 2 -sphere $S^{2}$, this vector field $\hat{\mathbf{n}}(\mathbf{r})$ realizes a map from the given closed surface of interest to $S^{2}$. Then the local Gaussian curvature is given by

$$
\begin{equation*}
C_{G}(\mathbf{r})=\hat{\mathbf{n}}(\mathbf{r}) \cdot \partial_{x} \hat{\mathbf{n}}(\mathbf{r}) \times \partial_{y} \hat{\mathbf{n}}(\mathbf{r}), \tag{1.5}
\end{equation*}
$$



Figure 1.2: (a) To evaluate the curvature at point $p$, we draw a small circle around it with area $d A$. As we move counterclockwisely around the circle, (the tip of) unit normal vector $\hat{\mathbf{n}}$ also rotates counterclockwisely and traces out a small closed loop $\gamma_{1}$ on the unit sphere $S^{2}$. In this case, the local Gaussian curvature $\hat{\mathbf{n}}(p) \cdot \partial_{x} \hat{\mathbf{n}}(p) \times \partial_{y} \hat{\mathbf{n}}(p) d A$ is positive and the value is the solid angle or the area enclosed by the loop $\gamma_{1}$ on the unit sphere. (b) We repeat the same procedure. Now (the tip of) unit normal vector $\hat{\mathbf{n}}$ rotates clockwisely, tracing out a small closed loop $\gamma_{2}$ on the unit sphere $S^{2}$ (as we move around the circle enclosing the point $p$ counterclockwisely). In this case, the curvature is negative and its value is given by the area enclosed by the loop $\gamma_{2}$ on the unit sphere.
where $x, y$ are local Cartesian coordinate at $\mathbf{r}$. See Fig 1.2. The meaning of this expression is also clear by noting that

$$
\begin{equation*}
\hat{\mathbf{n}}(\mathbf{r}) \cdot \partial_{x} \hat{\mathbf{n}}(\mathbf{r}) \times \partial_{y} \hat{\mathbf{n}}(\mathbf{r}) d A=\sin \theta\left(\partial_{x} \theta \partial_{y} \phi-\partial_{y} \theta \partial_{x} \phi\right) d A, \tag{1.6}
\end{equation*}
$$

is the solid angle subtended by the small loop on the unit sphere where $\hat{\mathbf{n}}$ lives, which is generated when moving around the boundary of a small area element $d A$ on the surface of our interest (the tip of the surface normal arrow will trace out a small closed loop on the unit sphere), as we shown in Fig. 1.2. Therefore, the integration of the Gaussian curvature over a closed surface,

$$
\begin{equation*}
\frac{1}{4 \pi} \int d A C_{G}=\frac{1}{4 \pi} \int d A \hat{\mathbf{n}} \cdot \partial_{x} \hat{\mathbf{n}} \times \partial_{y} \hat{\mathbf{n}} \tag{1.7}
\end{equation*}
$$

simply counts how many times the normal vector field $\hat{\mathbf{n}}(\mathbf{r})$ of the closed surface wraps around the unit sphere. This is known as the skyrmion number, a natural generalization of the winding number we defined before.

### 1.2.3 Homotopy group and topological textures

Homotopy group [27], roughly speaking, is a method to extract information of a manifold of our interest by drawing circles and spheres (in general $n$-sphere) on it, which is just like how physicists obtain the information of a system by applying various external fields to it. Here we introduce the fundamental group or the first homotopy group. The generalization to higher homotopy group is straightforward.

We will assume the manifold $M$ that we are interested in is arcwise connected (any $x_{0}, x_{1} \in M$, there exists a continuous path $\alpha$ connecting these two points). This is typically the case in physics. The fundamental group of $M$ is denoted as $\pi_{1}(M)$. Elements in this group are loops on the manifold $M$. All loops that can be continuously deformed into each other correspond to the same group element (these loops are said to be homotopic to each other). Therefore, loops that are not homotopic to each other form the fundamental group.

For example, for $M=S^{1}$, we can draw a loop $L_{1}$ winding around $S^{1}$ once or a loop $L_{2}$ winding twice. It is clear that one cannot continuously deform them into each other. Thus they are different group elements in $\pi_{1}\left(S^{1}\right)$. In fact, $L_{1}$ serves as the generator of this group. The composition of two such loops gives us $L_{2}$. In general, we obtain $L_{n+m}$ when we composite $L_{n}$ and $L_{m}$. Therefore, the fundamental group of $S^{1}$ is isomorphic to $(\mathbb{Z},+)$, which is usually simply denoted as $\pi_{1}\left(S^{1}\right)=\mathbb{Z}$.

We now should make the above description more rigorous by introducing some mathematical definitions. First, what is a loop on a manifold $M$ ? A loop is a map $\alpha: S^{1} \rightarrow M$. If we parametrize $S^{1}$ using $t \in[0,1]$, then $\alpha(0)=\alpha(1)$. For this reason, the fundamental group $\pi_{1}(M)$ is said to be a classification of the map $S^{1} \rightarrow M$ [Likewise, $n$-th homotopy group $\pi_{n}(M)$ is a classification of the map: $\left.S^{n} \rightarrow M\right]$. Then, what is the operation of composition? Given two loops $\alpha, \beta: S^{1} \rightarrow M$ with $\alpha(1)=\beta(0)$. The composition of $\alpha$ and $\beta$, denoted as $\alpha \circ \beta$, is a path in M defined by $\alpha \circ \beta(t)=\alpha(2 t)$ for $0 \leq s \leq 1 / 2$ and $\alpha \circ \beta(t)=\beta(2 t)$ for $1 / 2 \leq s \leq 1$. The inverse of a path is defined to be $\alpha^{-1}(t)=\alpha(1-t)$. The most important question is probably what do we mean by continuous deformation of loops. Two loops $L, L^{\prime}$ can be deformed into each other continuously if there is a continuous function $f$ from $[0,1] \times[0,1]$ to $M$ that satisfies $f(x, 0)=L, f(x, 1)=L^{\prime}$. With these definitions, one can show that loops form a group. We will introduce some examples of homotopy groups (which are often invoked in physics) and their applications.

The most often encountered homotopy group is $\pi_{n}\left(S^{n}\right)=\mathbb{Z}$, which is a generalization of the winding number that we discussed before. Here are some well-known examples.

Spin winding in one dimension. We consider a XY model in one dimension, as shown in Fig. 1.3(a). Each configuration is specified by an unit vector field $\mathbf{n}(x)$, which realizes a map from the base manifold $\mathbb{R}$ to the order parameter space $S^{1}$. If we consider the case that $\mathbf{n}(-\infty)=\mathbf{n}(+\infty)$ (so the base manifold can be effectively treated as a circle $S^{1}$ ), the spin textures $\mathbf{n}(x)$ can be classified according to $\pi_{1}\left(S^{1}\right)=\mathbb{Z}$. Every configuration can
be associated with an integer, which is often referred to as topological charge, defined by,

$$
\begin{equation*}
N=\frac{1}{2 \pi} \int \epsilon_{\alpha_{1} \alpha_{2}} n^{\alpha_{1}} \partial_{x} n^{\alpha_{2}} d x=\frac{1}{2 \pi} \int \hat{\mathbf{z}} \cdot \mathbf{n} \times \partial_{x} \mathbf{n} d x \tag{1.8}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2} \in\{x, y\}$ are different components of the order parameter field $\mathbf{n}$. If we parameterize $\mathbf{n}(x)=(\cos \phi(x), \sin \phi(x))$, we have $N=\int \partial_{x} \phi d x / 2 \pi$. According to this definition, it is clear that the upper configuration in Fig. 1.3(a) has $N=-1$, while the lower has $N=1$. In fact, the local spin winding is conserved. We define topological charge current as $j_{W}^{\mu}=\epsilon^{\mu \nu} \partial_{\nu} \phi / 2 \pi$, where $\epsilon^{\mu \nu}$ is the antisymmetric tensor and $\mu, \nu \in\{t, x\}$. The two components respectively correspond to the density $\rho_{W}=\partial_{x} \phi / 2 \pi$ and the flux $j_{W}=-\partial_{t} \phi / 2 \pi$ of the spin winding. The conservation of this current $\partial_{\mu} j_{W}^{\mu}=0$ follows directly from the antisymmetric symbol $\epsilon^{\mu \nu}$ and does not depend on the equation of motion. It is usually referred to as the topological conservation law since it does not follow from Noether's theorem but from topology [32].

We remark that this $N$ can be also used to describe the vortex number for XY model in two dimensions. Now the contour in the integration is a loop circulating around the vortex (see Eq. (1.1)).

Magnetic Skyrmion in two dimensions. In 1975, Belavin and Polyakov wrote a paper titled "Metastable states of two-dimensional isotropic ferromagnets", where magnetic skyrmions are first discussed [33]. Here we describe what is a magnetic skyrmion and its topological nature. We consider a smooth unit vector field $\mathbf{n}(\mathbf{r})$, living on $\mathbf{r}=(x, y) \in \mathbb{R}^{2}$, where $\mathbf{n}$ is a three-dimensional unit vector those tip defines a point on $S^{2}$. One physical realization of such vector field would be the spin configuration of a ferromagnet in two dimensions. We now suppose that the $\mathbf{n}$ tends to the same unit vector at large distance in all directions, for example $\mathbf{n}(\infty)=+\hat{\mathbf{z}}$ as shown in Fig. 1.3 (b). Then we can effectively treat the base manifold as $S^{2}$. Every configuration realizes a map $S^{2} \rightarrow S^{2}$, which can be classified according to $\pi_{2}\left(S^{2}\right)$ and we define the toplogical charge to be

$$
\begin{equation*}
N=\frac{1}{4 \pi} \int \epsilon_{\alpha_{1} \alpha_{2} \alpha_{3}} n^{\alpha_{1}} \partial_{x} n^{\alpha_{2}} \partial_{y} n^{\alpha_{3}} d x d y=\frac{1}{4 \pi} \int \mathbf{n} \cdot \partial_{x} \mathbf{n} \times \partial_{y} \mathbf{n} d x d y \tag{1.9}
\end{equation*}
$$

One can check that this is a topological quantity by considering $\mathbf{n} \rightarrow \mathbf{n}+\delta \mathbf{n}$,

$$
\begin{equation*}
\delta N \propto \int_{S^{2}} \mathbf{n} \cdot \partial_{i} \delta \mathbf{n} \times \partial_{j} \mathbf{n} d x^{i} \wedge d x^{j}=\int_{S^{2}} d\left[\mathbf{n} \cdot \delta \mathbf{n} \times \partial_{j} \mathbf{n} d x^{j}\right]=0 \tag{1.10}
\end{equation*}
$$

where in the last step we used the Stokes' theorem and the fact that $S^{2}$ has no boundary [34]. The geometrical meaning of $N$ is clear, reflecting the number of times that the field $\mathbf{n}(\mathbf{r})$ wraps around the unit sphere $S^{2}$. The upper configuration of Fig. 1.3(b) stands for a Skyrmion with $N=-1$. The spins at the center point along $-\hat{\mathbf{z}}$ and those at large distance point along $+\hat{\mathbf{z}}$. Spins in-between lie within $x y$ plane, forming a vortex with charge +1 . Other regimes are smoothly filled by spins. The lower configuration in Fig. 1.3(b) stands for a skyrmion with $N=1$, where the in-between spins form an anti-vortex with $N=-1$. One specific configuration of a Skyrmion is $\mathbf{n}(x, y)=\left(2 \lambda x, 2 \lambda y, r^{2}-\lambda^{2}\right) /\left(r^{2}+\lambda^{2}\right)$, where $\lambda$ is the size of the skyrmion and $r^{2}=x^{2}+y^{2}$, giving $N=-1$. To get a better intuition, we parametrize $\mathbf{r}=(r \cos \alpha, r \sin \alpha)$ and $\mathbf{n}=(\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta)$, assuming $\theta(r, \alpha)=\theta(r)$ and $\phi(r, \alpha)=\phi(\alpha)$ (so the out-of-plane component of the spin is only determined by $r$ and the in-plane components are fixed by $\alpha$ ) [8]. In this situation, we can simplify the topological charge into the form:

$$
\begin{equation*}
N=\frac{n^{z}(r=0)-n^{z}(r=\infty)}{2} \cdot \frac{\int_{0}^{2 \pi} \partial_{\alpha} \phi d \alpha}{2 \pi}=P \cdot W, \tag{1.11}
\end{equation*}
$$

where $P=\left[n^{z}(r=0)-n^{z}(r=\infty)\right] / 2$ is the polarity and $W=\int \partial_{\alpha} \phi d \alpha / 2 \pi$ is the vortex number. As this formula suggests, we can produce skyrmions of higher topological number by employing structures with larger vorticities $W$. For example, we can set $\theta(r)=2 \arctan (\lambda / r)$ and $\phi=W \alpha$, where we obtain skyrmion number $N=-W$.

Analogous to the spin winding case, we can also construct a topologically conserved skyrmion current:

$$
\begin{equation*}
j^{\mu}=\frac{1}{4 \pi} \epsilon^{\mu \nu \rho} \mathbf{n} \cdot\left(\partial_{\nu} \mathbf{n} \times \partial_{\rho} \mathbf{n}\right), \tag{1.12}
\end{equation*}
$$

whose conservation law $\partial_{\mu} j^{\mu}=0$ follows directly from the antisymmetric property of $\epsilon^{\mu \nu \rho}$ $(\mu, \nu, \rho \in\{t, x, y\})$. We should also point out that, similar to the spin winding case, the
topological number $N$ can be also used to characterize the hedgehog number in three dimensions [19]. In this case, instead of integrating over the two-dimensional plane for skyrmion, we integrate over a closed surface in three dimensions enclosing the hedgehog.


Figure 1.3: (a) The upper spin configuration has winding number -1 . The spin angle increases by $-2 \pi$ as we move from left end to the right end. The lower spin texture has winding number +1 , where the angle increases by $+2 \pi$ as we move from the left to the right end. (b) The upper spin texture has skyrmion number -1 . The polarity (the change of the $\operatorname{spin} z$ component from the center to infinity) is -1 . The vortex number of the region in-between is 1 . For the lower spin texture, the skyrmion number is +1 , with polarity -1 and vortex number -1 .

3D Skyrmion in the Skyrme Model. The Skyrme model was first proposed as a low energy description of QCD [35, 36]. The field $U(\mathbf{r})$ in this case is $\mathrm{SU}(2)$-valued. Each field configuration $U(\mathbf{r})$ realizes a map from $\mathbf{r} \in \mathbb{R}^{3}$ to $\mathrm{SU}(2)$, which is a 3-sphere $S^{3}$. We again suppose the field configuration is the same at infinity such that we can effectively compactify the spatial $\mathbb{R}$ to $S^{3}$ by the addition of the point at infinity. In this case, the field configuration
is classified according to the homotopy group $\pi_{3}\left(S^{3}\right)=\mathbb{Z}$, where the topological charge is given by

$$
\begin{equation*}
B=-\frac{1}{24 \pi^{2}} \int d^{3} \mathbf{r} \epsilon_{i j k} \operatorname{Tr}\left[\left(U^{\dagger} \partial_{i} U\right)\left(U^{\dagger} \partial_{j} U\right)\left(U^{\dagger} \partial_{k} U\right)\right] \tag{1.13}
\end{equation*}
$$

This generalized winding number is identified with the baryon number of QCD, hence the notation $B$. Let us now try to write the expression above into a more familiar form. We first note that group element in $\mathrm{SU}(2)$ can be written as $U=i \sum_{i=1}^{3} n_{i} \sigma_{i}+n_{4}$, with the constraint $\sum_{a=1}^{4} n_{a}^{2}=1$. Here, the three matrices $\boldsymbol{\sigma}=\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ are the familiar Pauli matrices. One useful way to parametrize the four components of the unit vector $\mathbf{n}$ is $\mathbf{n}=(\mathbf{m} \sin \gamma, \cos \gamma)$ with $\mathbf{m}$ being a unit vector on $S^{2}$. In this case the matrix $U$ can be written in the familiar form

$$
\begin{equation*}
U=\cos \gamma+i \sin \gamma \mathbf{m} \cdot \boldsymbol{\sigma}=e^{i \gamma \mathbf{m} \cdot \boldsymbol{\sigma}} . \tag{1.14}
\end{equation*}
$$

Making use of the trace properties of Pauli matrices, such as $\operatorname{Tr}\left(\sigma_{j} \sigma_{k} \sigma_{l}\right)=2 i \epsilon_{j k l}$, the topological number can be cast into the form

$$
\begin{equation*}
B=\frac{1}{12 \pi^{2}} \int d^{3} \mathbf{r} \epsilon_{i j k} \epsilon_{a b c d} n_{a} \partial_{i} n_{b} \partial_{j} n_{c} \partial_{k} n_{d} \tag{1.15}
\end{equation*}
$$

which is a natural generalization of winding number and skyrmion number we discussed before. The topological nature of $B$ can be also shown similar to what we did for skyrmion number. One should be able to write down the topological number associated with the $n$-th homotopy group of $n$-sphere $\pi_{n}\left(S^{n}\right)=\mathbb{Z}$ :

$$
\begin{equation*}
\frac{1}{\operatorname{Vol}\left(S^{n}\right)} \frac{1}{n!} \int d^{n} \mathbf{r} \epsilon^{i_{1} i_{2} \cdots i_{n}} \epsilon_{a_{1} a_{2} \cdots a_{n+1}} n_{a_{1}} \partial_{i_{1}} n_{a_{2}} \partial_{i_{2}} n_{a_{3}} \cdots \partial_{i_{n}} n_{a_{n+1}} \in \mathbb{Z} \tag{1.16}
\end{equation*}
$$

where we have similarly compacted the $\mathbf{r}=\left(x^{1}, x^{2}, \cdots, x^{n}\right)$ into $S^{n}$, the $n$-sphere is $\sum_{a=1}^{n+1} n_{a}^{2}=$ 1 , and $\operatorname{Vol}\left(S^{n}\right)=2 \pi^{(n+1) / 2} / \Gamma(n / 2+1 / 2)$ is the volume of the unit $n$-sphere. Here $\Gamma$ is the gamma function. In general, we can define a topological current associated with this charge

$$
\begin{equation*}
j^{\mu} \propto \epsilon^{\mu \mu_{1} \mu_{2} \cdots \mu_{n}} \epsilon_{a_{1} a_{2} \cdots a_{n+1}} n_{a_{1}} \partial_{i_{1}} n_{a_{2}} \partial_{i_{2}} n_{a_{3}} \cdots \partial_{i_{n}} n_{a_{n+1}}, \tag{1.17}
\end{equation*}
$$

where $\mu \in\left\{t, x^{1}, \cdots, x^{n}\right\}$. Its conservation law also follows from the antisymmetric property of $\epsilon$.

In order to develop some intuition, let us work out some examples. Inspired by the example of skyrmion that we looked into, we assume the "out-of-plane component" only depends on the radial distance $r, \gamma(\mathbf{r})=\gamma(r)$, and the "in-plane components" $\mathbf{m}$ is independent of $r$. Similar to case of skyrmion where we can decompose the skyrmion number into the product of the polarity and vortex number, we expect that we can decompose $B$ into the produce to the polarity (related to $\gamma(r)$ ) and the hedgehog number (related to $\mathbf{m}$ ) [8]. To this end, it is useful to parametrize the "in-plane components" $\mathbf{m}=(\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta)$ and $\mathbf{r}=r(\cos \alpha \sin \beta, \sin \alpha \sin \beta, \cos \beta)$. We now can write the topological number to be

$$
\begin{align*}
B & =\frac{1}{2 \pi^{2}} \int \epsilon_{i j k} \sin \theta \sin ^{2} \gamma \partial_{i} \phi \partial_{j} \theta \partial_{k} \gamma d r d \beta d \alpha \\
& =\frac{\gamma(0)-\gamma(\infty)}{\pi} \cdot \frac{1}{4 \pi} \int \mathbf{m} \cdot \partial_{\beta} \mathbf{m} \times \partial_{\alpha} \mathbf{m} d \beta d \alpha  \tag{1.18}\\
& =P \cdot H,
\end{align*}
$$

where we have used the fact that we require $\sin [\gamma(0)]=\sin [\gamma(\infty)]=0$ to ensure that the singularity of the hedgehog of $\mathbf{m}$ is invisible at origin and the field $\mathbf{n}=(\sin \gamma \mathbf{m}, \cos \gamma)$ has no variation at infinity. Here, we note that the polarity $P \equiv[\gamma(0)-\gamma(\infty)] / \pi$ is always integer-valued and also the hedgehog number $H \equiv \int \mathbf{m} \cdot \partial_{\beta} \mathbf{m} \times \partial_{\alpha} \mathbf{m} d \beta d \alpha / 4 \pi$. For example, one can set $\mathbf{m}=\mathbf{r} / r$ and $\gamma(r)=2 \arctan (\lambda / r)$, which will give us a 3 D skyrmion with $B=1$.

Magnetic Hopfion in three dimensions. Hopfions are first introduced in the contents of field theories [37, 38] and later are studied in various condensed matter systems, such as Bose-Einstein condensates, superconductors, and liquid crystals [39, 40, 41, 42]. It is relatively recent that hopfions are investigated theoretically [43, 44, 45, 46] and are directly observed in magnetic systems [47]. Let us consider a well-ordered magnet with order parameter field $\mathbf{n}(\mathbf{r}, t) \in S^{2}$. A hopfion is a nonlinear texture classified by the homotopy group $\pi_{3}\left(S^{2}\right)=\mathbb{Z}$ of the mapping $S^{3} \rightarrow S^{2}$, where $S^{3}$ is the space manifold with infinity points being identified as one point and $S^{2}$ is the order parameter manifold. As a result, every hopfion texture can be associated with an integer, known as Hopf index which can be
expressed as 48]

$$
\begin{equation*}
\mathcal{Q}_{H}=-\int d^{3} \mathbf{r} \overrightarrow{\mathcal{B}} \cdot \overrightarrow{\mathcal{A}} \tag{1.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\overrightarrow{\mathcal{B}_{i}}=\frac{1}{8 \pi} \epsilon_{i j k} \mathbf{n} \cdot \partial_{j} \mathbf{n} \times \partial_{k} \mathbf{n} \tag{1.20}
\end{equation*}
$$

and $\overrightarrow{\mathcal{A}}$ is the associated vector potential determined by $\nabla \times \overrightarrow{\mathcal{A}}=\overrightarrow{\mathcal{B}}$ (assuming the field configuration is smooth such that $\nabla \cdot \overrightarrow{\mathcal{B}}=0$ ). One can intuitively visualize a hopfion as a twisted skyrmion tube with its two ends glued together.

We remark that the hopfion density cannot be written down locally in terms of the field variable $\mathbf{n}(\mathbf{r}, t)$. It is pointed out, in the study of fractional statistics of skyrmions [49, 50], that this nonlocality is not an essential feature of the hopfion density. $\overrightarrow{\mathcal{B}} \cdot \overrightarrow{\mathcal{A}}$ can be cast into a local form within the $C P^{1}$ representation $\mathbf{n}=\mathbf{z}^{\dagger} \hat{\boldsymbol{\sigma}} \mathbf{z}$, where $\mathbf{z}=\left(\chi_{1}+i \chi_{2}, \chi_{3}+i \chi_{4}\right)^{T}$ is a spinor with real parameters $\chi_{a}$. The condition $|\mathbf{n}|=1$ translates into $\mathbf{z}^{\dagger} \mathbf{z}=1$ or $\chi_{a} \chi_{a}=1$, taking values in $S^{3}$. Note that $\mathbf{n}$ remains unchanged under the transformation $\mathbf{z} \rightarrow e^{i \theta} \mathbf{z}$, indicating that the real spin dynamics happens within $S^{3} / S^{1}=S^{2}$ instead of $S^{3}$. Note we can interpret $\mathbf{z}$ as the wavefunction of a spin- $1 / 2$ particle. One can parametrize

$$
\begin{equation*}
\mathbf{z}=e^{-i \psi / 2}\left(e^{-i \phi / 2} \cos \frac{\theta}{2}|\uparrow\rangle+e^{i \phi / 2} \sin \frac{\theta}{2}|\downarrow\rangle\right)=e^{-i(\psi+\phi) / 2}\binom{\cos \frac{\theta}{2}}{e^{i \phi} \sin \frac{\theta}{2}} \tag{1.21}
\end{equation*}
$$

which gives us $\mathbf{n}=\mathbf{z}^{\dagger} \hat{\boldsymbol{\sigma}} \mathbf{z}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$. Therefore, the magnetic skyrmion with topological charge $N$ that we discussed earlier, in this spinor representation, can be written as

$$
\begin{equation*}
\mathbf{z}(\mathbf{r})=\binom{\cos \frac{\theta(r)}{2}}{e^{i N \alpha} \sin \frac{\theta(r)}{2}} \tag{1.22}
\end{equation*}
$$

where $\mathbf{r}=r(\cos \alpha, \sin \alpha)$ and $\theta(r)=2 \arctan (\lambda / r)$.
In this spinor representation, we can write the hopfion density locally by noting that $\overrightarrow{\mathcal{A}} \equiv \vec{a} / 2 \pi$ with $a_{i}=-i \mathbf{z}^{\dagger} \partial_{i} \mathbf{z}=i\left(\partial_{i} \mathbf{z}^{\dagger}\right) \mathbf{z}$, which can be verified straightforwardly

$$
\begin{equation*}
\epsilon_{i j k} \partial_{i} \mathcal{A}_{k}=\frac{1}{8 \pi} \epsilon_{i j k} \mathbf{n} \cdot \partial_{j} \mathbf{n} \times \partial_{k} \mathbf{n} . \tag{1.23}
\end{equation*}
$$

In order to construct the configuration of a hopfion, it is useful to make connections to what we discussed in 3D skyrmions. We note that we can also parametrize z :

$$
\begin{equation*}
\mathbf{z}=U(\gamma, \theta, \alpha) \mathbf{z}_{0}=\binom{\cos \gamma+i \sin \gamma \cos \theta}{i e^{i \phi} \sin \theta \sin \gamma} \tag{1.24}
\end{equation*}
$$

where $U=\cos \gamma+i \sin \gamma \mathbf{m} \cdot \boldsymbol{\sigma} \in S U(2)$ with $\mathbf{m}=(\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta)$, and $\mathbf{z}_{0}=$ $\left(\begin{array}{ll}1 & 0\end{array}\right)^{T}$. Under this parametrization, the three-component unit vector field is
$\mathbf{n}=\left[2\left(m_{x} m_{z} \sin \gamma-m_{y} \cos \gamma\right) \sin \gamma, 2\left(m_{x} \cos \gamma+m_{y} m_{z} \sin \gamma\right) \sin \gamma, \cos ^{2} \gamma+\left(m_{z}^{2}-m_{x}^{2}-m_{y}^{2}\right) \sin ^{2} \gamma\right]$,
which realizes a map from $S^{3} \rightarrow S^{2}$, known as Hopf map, and one can calculate the gauge potential explicitly,

$$
\begin{equation*}
\vec{a}=-i \mathbf{z}^{\dagger} \nabla \mathbf{z}=\sin ^{2} \theta \sin ^{2} \gamma \nabla \phi+\cos \theta \nabla \gamma-\sin \gamma \cos \gamma \sin \theta \nabla \theta \tag{1.26}
\end{equation*}
$$

Then, we can express the hopfion charge

$$
\begin{align*}
\mathcal{Q}_{H} & =-\frac{1}{4 \pi^{2}} \int d^{3} \mathbf{r} \vec{a} \cdot \nabla \times \vec{a} \\
& =\frac{1}{2 \pi^{2}} \int d^{3} \mathbf{r} \sin \theta \sin ^{2} \gamma \nabla \phi \cdot \nabla \theta \times \nabla \gamma  \tag{1.27}\\
& =-\frac{1}{24 \pi^{2}} \int d^{3} \mathbf{r} \epsilon_{i j k} \operatorname{Tr}\left[\left(U^{\dagger} \partial_{i} U\right)\left(U^{\dagger} \partial_{j} U\right)\left(U^{\dagger} \partial_{k} U\right)\right] \in \mathbb{Z}
\end{align*}
$$

which is the same as the topological number that we encountered in the 3D skyrmion case (it is also straightforward to construct a topologically conserved hopfion current). This indicates that each topological 3D skyrmion configuration can induce a topological hopfion texture with the same topological number via the Hopf map Eq. 1.25. In other words, we can realize the map $S^{3} \rightarrow S^{2}$ by introducing an intermediate step: $S^{3} \rightarrow S^{3} \rightarrow S^{2}$. We have explained the first map which gives us 3D skyrmion. The second part is given by Eq. 1.25. For example, one topological nontrivial 3D skyrmion texture is given by $\mathbf{m}=\mathbf{r} / r$ and $\gamma(r)=2 \arctan (\lambda / r)$, from which one can construct a hopfion configuration with $\mathcal{Q}_{H}=1$ by substituting into Eq. 1.25 .

### 1.3 Basic notions of spin dynamics

In this section, we will introduce some basic notions in spin-related physics. Starting from the path integral for a single spin, we construct the action for the ferromagnet. One of the most important feature is the naturally emergent spin Berry phase term, which distinguishes the spin dynamics from ordinary particle dynamics. We will discuss different representations of this term thoroughly, which are all commonly used when studying spin-related problems. Combined with a Rayleigh-Gilbert dissipation function, the Landau-Lifshitz-Gilbert equation is derived. Following this, the spin superfluid and its breakdown in the presence of damping and anisotropies are discussed, where topological hydrodynamics is then very briefly discussed. We then explore the dynamics of skyrmions, where special attentions are paid to the spin Berry phase effect and the generation of the mass term. We then switch to the antiferromagnetic case. We will derive the action in all spatial dimensions. There is a topological term in one dimension where some comments are made. Higher dimensional cases are also discussed.

### 1.3.1 Spin coherent path integral

Let us first consider the case of a single spin [51, 52, 53]. Consider a spin $S$ degree of freedom whose Hilbert space is $(2 S+1)$-dimension. Instead of choosing $S^{z}$ eigenstates as our basis, we use an alternate scheme where an over-complete basis is used. The spin coherent state is

$$
\begin{equation*}
|\mathbf{n}\rangle \equiv|\theta, \phi\rangle=U[R(\mathbf{n})]|S S\rangle \tag{1.28}
\end{equation*}
$$

where $|\mathbf{n}\rangle$ denotes the state obtained by rotating the normalized, fully polarized state $|S S\rangle$ by an angle $\theta$ around $y$-axis and then by $\phi$ around $z$-axis with a global phase using the unitary rotation operator $U[R(\mathbf{n})]=e^{-i S^{z} \phi} e^{-i S^{y} \theta} e^{-i S^{z} \chi}$ which is a $(2 S+1)$-dimensional representation of the rotation. Given that $\langle S S| \mathbf{S}|S S\rangle=S \hat{\mathbf{z}}$, it is clear (by considering
$\left.U^{\dagger} \mathbf{S} U\right)$ that

$$
\begin{equation*}
\langle\mathbf{n}| \mathbf{S}|\mathbf{n}\rangle=S(\hat{\mathbf{z}} \sin \theta \cos \phi+\hat{\mathbf{y}} \sin \theta \sin \phi+\hat{\mathbf{z}} \cos \theta) . \tag{1.29}
\end{equation*}
$$

We can rewrite this coherent state in the $|S, M\rangle$ basis:

$$
\begin{equation*}
|\mathbf{n}\rangle=e^{-i S \chi} \sum_{M=-S}^{S}\binom{2 S}{S+M}^{1 / 2} e^{-i M \phi}\left(\cos \frac{\theta}{2}\right)^{S+M}\left(\sin \frac{\theta}{2}\right)^{S-M}|S, M\rangle \tag{1.30}
\end{equation*}
$$

The Euler angle $\chi$ has to be fixed by the requirement that the coherent state be single valued upon $\phi \rightarrow \phi+2 \pi n, n=0, \pm 1, \cdots$. Thus $\chi$ is only allowed to take the following values:

$$
\begin{equation*}
\chi=(2 n+1) \phi, \quad n \in \mathbb{Z} \tag{1.31}
\end{equation*}
$$

Here, $n=0$ and $n=-1$ correspond to the Dirac string lying along $\hat{\mathbf{z}}$ or $-\hat{\mathbf{z}}$. In following discussion, we use the north-pole gauge $\chi=-\phi$ (the Dirac string is along $-\hat{\mathbf{z}}$ direction).

The coherent state is one in which the spin operator has a nice expectation value: equal to a classical spin of length $S$ pointing along the direction of $\mathbf{n}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$. But it is not an eigenvector of the spin operator. This is not expected anyway, since the three components of spin do not commute. Higher powers of spin operator do not have expectation values equal to the corresponding powers of the classical spin. For example, $\langle\Omega| S_{x}^{2}|\Omega\rangle \neq S^{2} \sin ^{2} \theta \cos ^{2} \phi$. However, the difference between this wrong answer and the right one is of order $S$. Generally, the $n$-th power of the spin operator will have an expectation value equal to the $n$-th power of the expectation value of that operator plus corrections that are of order $S^{n-1}$. If $S$ is large, the corrections may be ignored. Another useful formula is

$$
\begin{equation*}
\left\langle\mathbf{n}_{2} \mid \mathbf{n}_{1}\right\rangle=\left[\cos \frac{\theta_{2}}{2} \cos \frac{\theta_{1}}{2}+e^{i\left(\phi_{1}-\phi_{2}\right)} \sin \frac{\theta_{2}}{2} \sin \frac{\theta_{1}}{2}\right]^{2 S} \tag{1.32}
\end{equation*}
$$

which is obviously true for $S=1 / 2$ by noting that

$$
\begin{equation*}
|\mathbf{n}\rangle \equiv|\theta, \phi\rangle=\cos \frac{\theta}{2}|\uparrow\rangle+e^{i \phi} \sin \frac{\theta}{2}|\downarrow\rangle . \tag{1.33}
\end{equation*}
$$

For a larger spin, one can imagine $2 S$ spin- $1 / 2$ particles joining to form a spin- $S$ state. There is only one direct product state with $S^{z}=S$, where all the spin- $1 / 2$ particles are pointing
up. Thus the normalized fully polarized state is

$$
\begin{equation*}
|S S\rangle=|\uparrow\rangle \otimes|\uparrow\rangle \otimes \cdots \otimes|\uparrow\rangle \tag{1.34}
\end{equation*}
$$

If we now rotate this state, it becomes a tensor product of rotated states and, when we form the inner product on the left-hand side of Eq. (1.32), we obtain the right-hand side. When those two states are close, we have

$$
\begin{equation*}
\left\langle\mathbf{n}_{2} \mid \mathbf{n}_{1}\right\rangle \approx 1+i S \delta \phi(\cos \theta-1) \tag{1.35}
\end{equation*}
$$

If we choose the south-pole parametrization $\chi=\phi$, the overlap becomes $\left\langle\Omega_{2} \mid \Omega_{1}\right\rangle \approx 1+$ $i S \delta \phi(\cos \theta+1)$. In general, it is $\left\langle\Omega_{2} \mid \Omega_{1}\right\rangle \approx 1+i S \delta \phi(\cos \theta+1+2 n)$ under different gauge so that the value is invariant when $\delta \phi \in 2 \pi \mathbb{Z}$. The resolution of the identity in terms of these state is $I=\int d \Omega|\mathbf{n}\rangle\langle\mathbf{n}|$, where $d \Omega=(2 S+1) \sin \theta d \theta d \phi / 4 \pi$.

We now use the coherent states to derive the path integral for a spin. Let us proceed in the imaginary time $\tau$ (and with periodic boundary conditions), the path integral is simply the partition function $Z=\operatorname{tr} e^{-\beta H}$. Following the standard procedure, we split the imaginarytime interval into $N$ steps with each of length $\delta t$. We are interested in the regime where $N \rightarrow \infty, \delta \tau \rightarrow 0$ while keeping $N \delta \tau=\beta$. We also assume $\tau_{0}=0, \tau_{N+1}=\beta$. We have $Z=\lim _{N \rightarrow \infty} \int d \Omega\left(\tau_{0}\right)\left\langle\mathbf{n}\left(\tau_{N+1}\right)\right|\left[e^{-\delta \tau H}\right]^{N}\left|\mathbf{n}\left(\tau_{0}\right)\right\rangle=\lim _{N \rightarrow \infty} \int \Pi_{j=0}^{N} d \Omega\left(\tau_{j}\right)\left\langle\mathbf{n}\left(\tau_{j+1}\right)\right| e^{-\delta \tau H}\left|\mathbf{n}\left(\tau_{j}\right)\right\rangle$.

We now utilize the fact that

$$
\begin{equation*}
\frac{\left\langle\mathbf{n}\left(\tau_{j+1}\right)\right| H\left|\mathbf{n}\left(\tau_{j}\right)\right\rangle}{\left\langle\mathbf{n}\left(\tau_{j+1}\right) \mid \mathbf{n}\left(\tau_{j}\right)\right\rangle}=\left\langle\mathbf{n}\left(\tau_{j}\right)\right| H\left|\mathbf{n}\left(\tau_{j}\right)\right\rangle+\mathcal{O}(\delta \tau) \tag{1.37}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\langle\mathbf{n}\left(\tau_{j+1}\right)\right| e^{-\delta \tau H}\left|\mathbf{n}\left(\tau_{j}\right)\right\rangle=\exp \left\{\delta \tau\left[\left\langle\dot{\mathbf{n}}\left(\tau_{j}\right) \mid \mathbf{n}\left(\tau_{j}\right)\right\rangle-\left\langle\mathbf{n}\left(\tau_{j}\right)\right| H\left|\mathbf{n}\left(\tau_{j}\right)\right\rangle\right]\right\} \tag{1.38}
\end{equation*}
$$

Therefore, we can write the partition function as $Z=\int \mathcal{D} \mathbf{n}(\tau) e^{-S_{E}[\mathbf{n}]}$, where $\mathcal{D} \mathbf{n}(\tau)=$ $\Pi_{j=0}^{N} d \Omega\left(\tau_{j}\right)$ and

$$
\begin{equation*}
S_{E}[\mathbf{n}]=\int d \tau i S \dot{\phi}(1-\cos \theta)+\int d \tau H[\mathbf{n}] . \tag{1.39}
\end{equation*}
$$

We can switch to the real time formalism by identifying $\tau=i t$. Then we have $Z=$ $\int \mathcal{D} \mathbf{n}(t) e^{i S[\mathbf{n}(t)]}$, where

$$
\begin{equation*}
S[\mathbf{n}(t)]=-\int d t S \dot{\phi}(1-\cos \theta)-\int d t H[\mathbf{n}] \tag{1.40}
\end{equation*}
$$

We remark that the first term $S_{B}[\mathbf{n}(t)]=\int d t S \dot{\phi}(\cos \theta-1)$ in the action is known as geometric phase (or Wess-Zumino or spin Berry phase term), which are of purely kinematic origin and exists even in the absence of a Hamiltonian. This term is also responsible for the distinct behavior of half-odd-integral and integer spins. The corresponding amplitude has the same form in both real and imaginary time, in contrast to the energetic part which is imaginary in real time but real in imaginary time. We will discuss this term and its effects in a more detail in the following subsections.

Path integral for many spins. We now generalize the one spin problem to a many spin system. For the purpose of illustration, we derive the continuum field theory to describe the quantum dynamics of a ferromagnet, starting from a microscopic Heisenberg spin Hamiltonian with local anisotropies:

$$
\begin{equation*}
H=-J \sum_{\langle i, j\rangle} \mathbf{S}_{i} \cdot \mathbf{S}_{j}+K \sum_{\langle i, j\rangle} S_{i}^{z} S_{j}^{z} \tag{1.41}
\end{equation*}
$$

where $\mathbf{S}_{i}$ denotes the spin operator at the lattice site $i,\langle\ldots\rangle$ means summing over nearest neighbors, and $K>0$ is the hard $\hat{z}$ axis anisotropy. For simplicity, we assume the spins form a simple hypercubic lattice with lattice constant $a$. Let us work in the real time. We simply sum over all site and making use of $\langle\mathbf{n}| \mathbf{S}|\mathbf{n}\rangle=S \mathbf{n}$, yielding

$$
\begin{equation*}
S[\mathbf{n}(\mathbf{r}, t)]=\sum_{\mathbf{r}} S_{B}[\mathbf{n}(\mathbf{r}, t)]-\int d t \sum_{\left\langle\mathbf{r}, \mathbf{r}^{\prime}\right\rangle}\left[-J S^{2} \mathbf{n}(\mathbf{r}, t) \cdot \mathbf{n}\left(\mathbf{r}^{\prime}, t\right)+K S^{2} n^{z}(\mathbf{r}, t) n^{z}\left(\mathbf{r}^{\prime}, t\right)\right] \tag{1.42}
\end{equation*}
$$

where $\mathbf{r}, \mathbf{r}^{\prime}$ are just lattice vectors. Making use of the constraint $\mathbf{n}^{2}=1$, we can have

$$
\begin{equation*}
-\mathbf{n}(\mathbf{r}, t) \cdot \mathbf{n}\left(\mathbf{r}^{\prime}, t\right)=\frac{1}{2}\left[\mathbf{n}(\mathbf{r}, t)-\mathbf{n}\left(\mathbf{r}^{\prime}, t\right)\right]^{2}+\text { constant } . \tag{1.43}
\end{equation*}
$$

Consider now the long-wavelength limit, in which $\mathbf{n}(\mathbf{r}, t)$ is a smooth function of the spatial coordinates, Then we can write an effective contiuum action for the long-wavelength
fluctuations:

$$
\begin{align*}
S[\mathbf{n}(\mathbf{r}, t)] & =\int d t d^{d} \mathbf{r} \frac{S}{a^{d}} \dot{\phi}(\cos \theta-1)-\int d t d^{d} \mathbf{r} \frac{J S^{2}}{2 a^{d-2}}(\nabla \mathbf{n})^{2}-\int d t d^{d} \mathbf{r} \frac{z K S^{2}}{a^{d}} n_{z}^{2}+\cdots \\
& =\int d t d^{d} \mathbf{r} s \dot{\phi}(\cos \theta-1)-\int d t d^{d} \mathbf{r} \frac{\mathcal{A}}{2}(\nabla \mathbf{n})^{2}-\int d t d^{d} \mathbf{r} \frac{\mathcal{K}}{2} n_{z}^{2}+\cdots \tag{1.44}
\end{align*}
$$

where $s \equiv S / a^{d}$ is the saturated spin density, $\mathcal{A}=J S^{2} / a^{d-2}$ is the stiffness of the field, and $\mathcal{K}=2 z K S^{2} / a^{d}$ is the easy-plane anisotropy that constrains the magnetic order to lie within $x y$ plane in spin space ( $z$ is the number of nearest site, $z=2 d$ for hypercubic lattice).

Landau-Lifshitz-Gilbert equation. Let us denote the Hamiltonian as $H[\mathbf{n}]$ and thus the variation of action is

$$
\begin{equation*}
\delta S[\mathbf{n}]=\int d t d^{d} \mathbf{r} s\left(\mathbf{n} \times \partial_{t} \mathbf{n}\right) \cdot \delta \mathbf{n}-\int d t d^{d} \mathbf{r} \frac{\delta H[\mathbf{n}]}{\delta \mathbf{n}} \cdot \delta \mathbf{n} \tag{1.45}
\end{equation*}
$$

which indicates $\delta_{\mathbf{n}} L-(d / d t) \delta_{\mathbf{n}} L=s \mathbf{n} \times \partial_{t} \mathbf{n}-\delta_{\mathbf{n}} H$. The energy dissipation power can be taken into account by the Rayleigh dissipation function (having dimension of energy/time):

$$
\begin{equation*}
R[\mathbf{n}]=\frac{\alpha s}{2} \int d^{2} \mathbf{r} \dot{\mathbf{n}}^{2} \tag{1.46}
\end{equation*}
$$

where $\alpha$ is a dimensionless constant known as Gilbert damping factor. By implementing (recall $L$ has dimension of energy):

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\delta L}{\delta \dot{\mathbf{n}}}-\frac{\delta L}{\delta \mathbf{n}}+\frac{\delta R}{\delta \dot{\mathbf{n}}}=0 \tag{1.47}
\end{equation*}
$$

we have

$$
\begin{equation*}
(1+\alpha \mathbf{n} \times) \partial_{t} \mathbf{n}=\mathbf{n} \times \mathbf{h}, \quad \text { with } \quad \mathbf{h} \equiv-\frac{\delta H[\mathbf{n}]}{\delta s \mathbf{n}} \tag{1.48}
\end{equation*}
$$

which is known as the Landau-Lifshitz-Gilbert equation. One can also write it into an equivalent but a more suggestive form

$$
\begin{equation*}
\left(1+\alpha^{2}\right) \partial_{t} \mathbf{n}=\mathbf{n} \times \mathbf{h}+\alpha \mathbf{n} \times(\mathbf{h} \times \mathbf{n}) \tag{1.49}
\end{equation*}
$$

It is clear from the right hand side that the precessional torque and the damping torque are perpendicular to each other. Meanwhile, they are both linear in the effective field.

### 1.3.2 Geometric phase in different representations

The geometrical phase distinguishes the spin dynamics from ordinary dynamics of particles that we often encounter. In different context, it may appears in different representations or forms [8, 54]. Therefore, it is useful to summarize all different representations that are often used when one studies spin-related problems. We will consider a single spin. First, in terms of angle variables $\theta, \phi$, we have (as we derived above):

$$
\begin{equation*}
S_{B}=S \int d t \dot{\phi}(\cos \theta-1) \tag{1.50}
\end{equation*}
$$

which we usually refer to as spin Berry phase. In spinor $\left(C P^{1}\right)$ representation, it is given by

$$
\begin{equation*}
S_{C P^{1}}=2 i S \int d t \mathbf{z}^{\dagger} \partial_{t} \mathbf{z} \tag{1.51}
\end{equation*}
$$

We can also write the geometric phase into the Wess-Zumino form:

$$
\begin{equation*}
S_{W Z}=S \int d t \int_{0}^{1} d u \mathbf{n} \cdot \partial_{t} \mathbf{n} \times \partial_{u} \mathbf{n} \tag{1.52}
\end{equation*}
$$

One may also write it as a magnetic monopole action:

$$
\begin{equation*}
S_{M M}=\int d t \mathbf{A} \cdot \partial_{t} \mathbf{n} \tag{1.53}
\end{equation*}
$$

where $\nabla_{\mathbf{n}} \mathbf{A}=-S \mathbf{n}$. We now step through every representation one by one.
Spinor representation. As we have discussed previously, we introduce the new variable, $\mathbf{z}=\left[\cos (\theta / 2), e^{i \phi} \sin (\theta / 2)\right]^{T}$, and $\mathbf{z}^{\dagger} \boldsymbol{\sigma} \mathbf{z}=\mathbf{n}$. We note that $\mathbf{z}$ is simply a spin- $1 / 2$ coherent state. By noting that $-i \mathbf{z}^{\dagger} \partial_{t} \mathbf{z}=\dot{\phi}(1-\cos \theta) / 2$, we can write the geometric phase as

$$
\begin{equation*}
\exp \left\{i S \int d t \dot{\phi}(\cos \theta-1)\right\}=\exp \left\{2 i S \int d t i \mathbf{z}^{\dagger} \partial_{t} \mathbf{z}\right\} \tag{1.54}
\end{equation*}
$$

To fully appreciate the beauty of this spinor representation (instead of just a rewriting of the phase in terms of new variable), we consider a spin texture living on some spacetime $\mathbf{n}(\mathbf{r}, t)$ and introduce a gauge field

$$
\begin{equation*}
a_{\mu} \equiv-i \mathbf{z}^{\dagger} \partial_{\mu} \mathbf{z}=\frac{1}{2}(1-\cos \theta) \partial_{\mu} \phi \tag{1.55}
\end{equation*}
$$

where $\mu$ is spacetime index. We can further introduce the field tensor:

$$
\begin{equation*}
f_{\mu \nu}=\partial_{\mu} a_{\nu}-\partial_{\nu} a_{\mu}=\frac{1}{2} \mathbf{n} \cdot \partial_{\mu} \mathbf{n} \times \partial_{\nu} \mathbf{n} \tag{1.56}
\end{equation*}
$$

which can be verified by straightforward calculation and is known as the Mermin-Ho relation in the context of superfluid ${ }^{3} \mathrm{He}$. As a result, we could introduce the emergent magnetic field and emergent electric field:

$$
\begin{equation*}
\epsilon_{\mu \nu \lambda} b_{\lambda}=\frac{1}{2} \mathbf{n} \cdot \partial_{\mu} \mathbf{n} \times \partial_{\nu} \mathbf{n}, \quad \text { and } \quad e_{\mu}=\frac{1}{2} \mathbf{n} \cdot \partial_{t} \mathbf{n} \times \partial_{\mu} \mathbf{n}, \tag{1.57}
\end{equation*}
$$

which play a pivotal role in the dynamics of solitons (such as vortex, skyrmion, and hedgehog), and will also be experienced by electrons and magnons moving through a magnetic texture $\mathbf{n}(\mathbf{r}, t)$.

Beside, the nonlinear $\sigma-$ model $\left(\partial_{\mu} \mathbf{n}\right)^{2}$ has an appealing form in the spinor representaion:

$$
\begin{equation*}
\left(\partial_{\mu} \mathbf{n}\right)^{2}=4\left(D_{\mu} \mathbf{z}\right)^{\dagger} D_{\mu} \mathbf{z} \tag{1.58}
\end{equation*}
$$

where $D_{\mu}=\partial_{\mu}-i a_{\mu}$. Another use of this representation is to construct configurations of hopfions which we have discussed before.

Wess-Zumino term. In order to elucidate the (skyrmionic) topological character of this term, it is illuminating to to write the phase term into a vectorial form:

$$
\begin{equation*}
S_{W Z}=4 \pi S W[\mathbf{n}] \quad \text { with } \quad W[\mathbf{n}]=\frac{1}{4 \pi} \int d t \int_{0}^{1} d u \mathbf{n} \cdot \partial_{t} \mathbf{n} \times \partial_{u} \mathbf{n} \tag{1.59}
\end{equation*}
$$

where $u$ is a dummy variable, such that $\mathbf{n}(t, u)$ satisfies $\mathbf{n}(t, 0)=\hat{\mathbf{z}}$ and $\mathbf{n}(t, 1)=\mathbf{n}(t)$. The geometric action written in a space with one extra dimension with the aid of a fictitious variable in this manner is commonly known as Wess-Zumino action in the literature.

There are several ways to justify this expression. For example, we can realize the boundary condition $\mathbf{n}(t, u)$ satisfies $\mathbf{n}(t, 0)=\hat{\mathbf{z}}$ and $\mathbf{n}(t, 1)=\mathbf{n}(t)$ by defining $\theta(t, u)=u \theta(t)$ and $\phi(t, u)=\phi(t)$ (so that one has $\theta(t, 0)=0$ corresponding to the north pole and $\theta(t, 1)=\theta(t)$ corresponding to the physical direction). Therefore, Eq. 1.56 indicates

$$
\begin{equation*}
\frac{1}{2} \mathbf{n} \cdot \partial_{t} \mathbf{n} \times \partial_{u} \mathbf{n}=\partial_{t} a_{\nu}-\partial_{u} a_{t}=-\partial_{u} a_{t} \tag{1.60}
\end{equation*}
$$

where we have used the fact that $a_{u} \propto \partial_{u} \phi=0$. We also note that $a_{t}(t, 0)=(1-$ $\cos 0) \partial_{t} \phi / 2=0$ and $a_{t}(t, u=1) \equiv a_{t}(t)=-i \mathbf{z}^{\dagger} \partial_{t} \mathbf{z}$. Integrating the Eq. 1.60) yields:

$$
\begin{equation*}
a_{t}(t)=-i \mathbf{z}^{\dagger} \partial_{t} \mathbf{z}=-\frac{1}{2} \int_{0}^{1} d u \mathbf{n} \cdot \partial_{t} \mathbf{n} \times \partial_{u} \mathbf{n} . \tag{1.61}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
\exp \left\{2 i S \int d t i \mathbf{z}^{\dagger} \partial_{t} \mathbf{z}\right\}=\exp \left\{i S \int d t \int_{0}^{1} d u \mathbf{n} \cdot \partial_{t} \mathbf{n} \times \partial_{u} \mathbf{n}\right\} \tag{1.62}
\end{equation*}
$$

We can also justify the form of the Wess-Zumino term by looking at the variation of this term. To this end, it is helpful to write the term as

$$
\begin{equation*}
S_{W Z}=-\frac{S}{2} \int d t d u \epsilon^{\mu \nu} \mathbf{n} \cdot \partial_{\mu} \mathbf{n} \times \partial_{\nu} \mathbf{n} \tag{1.63}
\end{equation*}
$$

where $\mu, \nu \in\{t, u\}$ and we use the convention: $\epsilon^{u t}=1$. Then,

$$
\begin{align*}
\delta S_{W Z}= & -S \int d t d u \epsilon^{\mu \nu} \mathbf{n} \cdot \partial_{\mu}\left(\delta \mathbf{n} \times \partial_{\nu} \mathbf{n}\right) \\
& =-S \int d t d u \epsilon^{\mu \nu} \partial_{\mu}\left(\mathbf{n} \cdot \delta \mathbf{n} \times \partial_{\nu} \mathbf{n}\right)  \tag{1.64}\\
& =-S \int d t d u \partial_{u}\left(\mathbf{n} \cdot \delta \mathbf{n} \times \partial_{t} \mathbf{n}\right)+S \int d t d u \partial_{t}\left(\mathbf{n} \cdot \delta \mathbf{n} \times \partial_{u} \mathbf{n}\right) \\
& =-S \int d t \mathbf{n} \cdot \delta \mathbf{n} \times \partial_{t} \mathbf{n}=-S \int d t\left(\partial_{t} \mathbf{n} \times \mathbf{n}\right) \cdot \delta \mathbf{n}
\end{align*}
$$

where we have used the fact that $\delta \mathbf{n} \cdot \partial \mathbf{n} \times \partial \mathbf{n}=0$, dropped a total time derivative term, and performed an integration by part for the variable $u$. If the Hamiltonian is $H[\mathbf{n}]$, then the equation of motion is given by $\partial_{t} \mathbf{n}=\mathbf{n} \times \mathbf{h}$, where $\mathbf{h} \equiv-\delta H / \delta \mathbf{n} S$ is the effective field.

Topological origin. To appreciate the topological aspect of the Wess-Zumino term, let us consider an action $e^{i 2 \pi g W[\mathbf{n}]}$ ( $g=2 S$ in our case). To make sure the path integral to be well-defined, $e^{i 2 \pi g W[\mathbf{n}]}$ should not depend on unphysical configuration $\mathbf{n}(t, u)$ but only on the physical one $\mathbf{n}(t, u=1)$. Let us explore the consequence of this constraint. We consider the physical trajectory of $\mathbf{n}$ is a loop $\mathbf{n}(t=0)=\mathbf{n}(t=T)$. Then one extension of $\mathbf{n}(t, u)$ is a map from a disk $(t, u) \in \Sigma$ to $\mathbf{n} \in S^{2}$. We note that the boundary of $\Sigma$ is given by $(t, u=1)$.

Consider another extension $\tilde{\mathbf{n}}(t, \tilde{u})$ which is similarly a map from a disk $\tilde{\Sigma}$ to $S^{2}$. We require the difference between arbitrary extensions to be invisible to $e^{i 2 \pi g W[\mathbf{n}]}$. We have

$$
\begin{align*}
W[\mathbf{n}]-W[\tilde{\mathbf{n}}] & =\frac{1}{4 \pi} \int_{\Sigma} d t d u \mathbf{n} \cdot \partial_{t} \mathbf{n} \times \partial_{u} \mathbf{n}-\frac{1}{4 \pi} \int_{\tilde{\Sigma}} d t d u \tilde{\mathbf{n}} \cdot \partial_{t} \tilde{\mathbf{n}} \times \partial_{u} \tilde{\mathbf{n}}  \tag{1.65}\\
& =\frac{1}{4 \pi} \int_{S^{2}=\Sigma-\tilde{\Sigma}} d t d u \mathbf{n} \cdot \partial_{t} \mathbf{n} \times \partial_{u} \mathbf{n} \in \mathbb{Z}
\end{align*}
$$

where we first note that $\Sigma-\tilde{\Sigma}$ forms a sphere and the result is integer-valued, which is just the wrapping number of the map $S^{2} \rightarrow S^{2}$.Therefore, we require the coefficient $g$ to be integer-valued to make sure $e^{i 2 \pi g k}=1$. In our case, this translates into the constraint that the spin $S$ must be an integer or a half integer, which is naturally satisfied.

(a)

(b)

Figure 1.4: (a) Given a physical loop $\mathbf{n}(t)$, we consider two different extensions $\mathbf{n}(t, u), \mathbf{n}(t, \tilde{u})$. Their base manifolds are denoted as $\Sigma, \tilde{\Sigma}$, which have the same boundary since it is where the physical $\mathbf{n}$ field lives. After identifying their boundary, it is clear that $\Sigma-\tilde{\Sigma}$ forms a sphere (note that directions of both $\Sigma, \tilde{\Sigma}$ are defined according to the direction of the loop). (b) The dynamics of a spin is equivalent to a massless particle with charge +1 moving on a surface of a unit sphere whose center has a magnetic monopole $q_{m}=-S$. The spin Berry phase in this case corresponds to the Aharonov-Bohm phase picked up by the particle moving the magnetic field.

Wess-Zumino term as an emergent theory. It is always helpful and inspiring to see how the same structure emerges in different physical contexts. We have shown that the WessZumino term arises naturally in the dynamics of a single spin [54]. Here we show that such a term can be also induced by interacting a spin with an electron. We couple a spinful fermion $\mathbf{c}_{\alpha}, \alpha=\uparrow, \downarrow$ to a single spin $\vec{S}$ in an $\mathrm{SU}(2)$ invariant way, $H=m\left(\mathbf{c}^{\dagger} \boldsymbol{\sigma} \mathbf{c}\right) \cdot \vec{S}$, where $m$ is a coupling constant with dimension of energy. In the Euclidean path integral formalism, the partition function is

$$
\begin{equation*}
Z=\int \mathcal{D} \psi \mathcal{D} \bar{\psi} \mathcal{D} \mathbf{n} e^{-S_{0}[\mathbf{n}]-\int d \tau \bar{\psi}\left(\partial_{\tau}-m \mathbf{n} \cdot \boldsymbol{\sigma}\right) \psi}, \tag{1.66}
\end{equation*}
$$

where $\psi=\left(\psi_{\uparrow}, \psi_{\downarrow}\right)$ is a two-component Grassmann spinor, $\mathbf{n}^{2}=1$, and $S_{0}[\mathbf{n}]=4 \pi S W[\mathbf{n}]$. We are interested in the action of $\mathbf{n}$ induced by the interaction with the fermion. To this end, we integrate out $\psi, \bar{\psi}$, which yields $Z=\int \mathcal{D} \mathbf{n} e^{-S_{0}[\mathbf{n}]-S_{1}[\mathbf{n}]}$, with

$$
\begin{equation*}
S_{1}[\mathbf{n}]=-\ln \int \mathcal{D} \psi \mathcal{D} \bar{\psi} e^{-\int d \tau \bar{\psi} D \psi}=-\ln \operatorname{det} D \tag{1.67}
\end{equation*}
$$

where we defined an operator $D=\partial_{\tau}-m \mathbf{n} \cdot \boldsymbol{\sigma}$. The variation of $S_{2}[\mathbf{n}]$ with respect to $\mathbf{n}$ is

$$
\begin{equation*}
\delta S_{1}[\mathbf{n}]=-\delta \operatorname{tr} \ln D=-\operatorname{tr}\left[\delta D D^{\dagger}\left(D D^{\dagger}\right)^{-1}\right] \tag{1.68}
\end{equation*}
$$

where $\delta D=-m \delta \mathbf{n} \cdot \boldsymbol{\sigma}, D^{\dagger}=-\partial_{\tau}-m \mathbf{n} \cdot \boldsymbol{\sigma}$, and $D D^{\dagger}=-\partial_{\tau}^{2}+m^{2}-m \dot{\mathbf{n}} \cdot \boldsymbol{\sigma}$. Expanding the denominator in $\dot{\mathbf{n}} / m$ and perform the trace, we get

$$
\begin{equation*}
\delta S_{1}=\int d \tau\left[-\frac{m}{2|m|} \delta \mathbf{n} \cdot \mathbf{n} \times \dot{\mathbf{n}}+\frac{1}{4 m} \delta \dot{\mathbf{n}} \cdot \dot{\mathbf{n}}\right], \tag{1.69}
\end{equation*}
$$

where we have dropped higher order in the expansion. Therefore, we conclude that

$$
\begin{equation*}
S_{1}=-2 \pi \operatorname{sign}(m) W[\mathbf{n}]+\int d t \frac{\dot{\mathbf{n}}^{2}}{8 m} \tag{1.70}
\end{equation*}
$$

As we can see that, by integrating out the fermion, we produce a Wess-Zumino term which shifts the spin in $S_{0}[\mathbf{n}]: S \rightarrow S-\operatorname{sign}(m) / 2$, which is what we expect since $S \otimes 1 / 2=$ $(S-1 / 2) \oplus(S+1 / 2)$ (depending on the coupling is antiferromagnetic or ferromagnetic).

Magnetic monopole action. It is inspiring to make the analogy between the spin dynamics and the charged particle dynamics in magnetic field. As we will see, the geometric phase can be regarded as the Aharonov-Bohm (AB) phase experienced by a massless particle (with charge +1 ) moving on a surface of a unit sphere whose center has a magnetic monopole $q_{m}=-S$. If this statement is true, we expect the Lagrangian to have the form $L=\mathbf{A} \cdot \dot{\mathbf{n}}=$ $(\mathbf{A} \cdot \hat{\theta}) \dot{\theta}+(\mathbf{A} \cdot \hat{\phi}) \dot{\phi} \sin \theta$, where we have used the fact that $\dot{\mathbf{n}}=\dot{\theta} \hat{\theta}+\sin \theta \dot{\phi} \hat{\phi}$. When we try to match it with $L=S \dot{\phi}(\cos \theta-1)$, we have $\mathbf{A} \cdot \hat{\theta}=0$ and $\sin \theta \mathbf{A} \cdot \hat{\phi}=S(\cos \theta-1)$. Thus the vector potential is

$$
\begin{equation*}
\mathbf{A}=S \frac{\cos \theta-1}{\sin \theta} \hat{\phi} \tag{1.71}
\end{equation*}
$$

which corresponds to a magnetic field

$$
\begin{equation*}
\nabla_{\mathbf{n}} \times \mathbf{A}=-S \mathbf{n} \tag{1.72}
\end{equation*}
$$

generated by a magnetic monopole $q_{m}=-S$ at the center of sphere $|\mathbf{n}|=1$. Indeed, the statement is correct. We remark that the gauge potential $\mathbf{A}$ is not globally well-defined. In the expression above, the Dirac string extends along - $\hat{\mathbf{z}}$ direction. One can write down a general vector potential with Dirac string along $\mathbf{n}_{0}$ :

$$
\begin{equation*}
\mathbf{A}=-S \frac{\mathbf{n}_{0} \times \mathbf{n}}{1-\mathbf{n}_{0} \cdot \mathbf{n}} \tag{1.73}
\end{equation*}
$$

We should note that there are choices ( $\Sigma_{+}$or $\Sigma_{-}$in Fig. (1.4) when one calculates the flux through a loop $\mathbf{n}(t=0)=\mathbf{n}(t=T)$. To have a self-consistent theory, we require:

$$
\begin{equation*}
e^{-i S \vec{\Sigma}_{+} \cdot \mathbf{n}}=e^{-i S \vec{\Sigma}_{-} \cdot \mathbf{n}}, \tag{1.74}
\end{equation*}
$$

where $-S \mathbf{n}$ is the magnetic field, $\vec{\Sigma}_{+}, \vec{\Sigma}_{-}$are the surface areas with sign. Since $\vec{\Sigma}_{+} \cdot \mathbf{n}-\vec{\Sigma}_{-} \cdot \mathbf{n}=$ $4 \pi$, we again arrive at the constraint that $e^{i 4 \pi S}=1$, which indicates that the spin $S$ should be integer- or half integer-valued.

### 1.3.3 From spin superfluid to topological hydrodynamics

Spin superfluid. As an example to utilize the result that we derived above, we explore the phenomenon of spin superfluidity [55, 14] in a two dimensional easy-plane ferromagnets (with order parameter field $\mathbf{n}$, assuming the system is ordered $|\mathbf{n}|=1$ ) with Lagrangian density:

$$
\begin{equation*}
L[\mathbf{n}]=\int d^{2} \mathbf{r}\left[s \dot{\phi}(\cos \theta-1)-\frac{\mathcal{A}}{2}(\nabla \mathbf{n})^{2}-\frac{\mathcal{K}}{2} n_{z}^{2}\right], \tag{1.75}
\end{equation*}
$$

where $\mathbf{n}=(\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta)=\left(\sqrt{1-n_{z}^{2}} \cos \phi, \sqrt{1-n_{z}^{2}} \sin \phi, n_{z}\right), s=S / a^{2}$ is the saturated spin density, $\mathcal{A}=J S^{2}$ is the stiffness of the field, and $\mathcal{K}=K S^{2} / a^{2}$ is the easyplane anisotropy that constrains the magnetic order to lie within the plane of the film. These three parameters of the model can be combined to define characteristic scales of energy $\mathcal{A}$, length $\xi=\sqrt{\mathcal{A} / \mathcal{K}}$ and time, or equivalently, velocity $(c=\mathcal{A} / s \xi=\sqrt{\mathcal{A} \mathcal{K}} / s)$. Expressing the Lagrangian in terms of variables $n_{z}, \phi$, we have

$$
\begin{equation*}
\mathcal{L}[\mathbf{n}]=s \dot{\phi}\left(n_{z}-1\right)-\frac{\mathcal{A}}{2}\left[\left(1-n_{z}^{2}\right)(\nabla \phi)^{2}+\frac{\left(\nabla n_{z}\right)^{2}}{1-n_{z}^{2}}\right]-\frac{\mathcal{K}}{2} n_{z}^{2} . \tag{1.76}
\end{equation*}
$$

The energy dissipation power can be taken into account by the Rayleigh dissipation function (having dimension of energy/time):

$$
\begin{equation*}
R[\mathbf{n}]=\frac{\alpha s}{2} \int d^{2} \mathbf{r} \dot{\mathbf{n}}^{2}=\frac{\alpha s}{2} \int d^{2} \mathbf{r}\left[\left(1-n_{z}^{2}\right)(\dot{\phi})^{2}+\frac{\left(\dot{n}_{z}\right)^{2}}{1-n_{z}^{2}}\right] \tag{1.77}
\end{equation*}
$$

where $\alpha$ is a dimensionless constant known as Gilbert damping factor. By implementing

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\delta L}{\delta \dot{q}_{i}}-\frac{\delta L}{\delta q_{i}}+\frac{\delta R}{\delta \dot{q}_{i}}=0 \tag{1.78}
\end{equation*}
$$

we have the equation of motions (which are the Landau-Lifshitz-Gilbert equations):

$$
\begin{align*}
& s \sqrt{1-n_{z}^{2}} \dot{\phi}-s \alpha \frac{\dot{n}_{z}}{\sqrt{1-n_{z}^{2}}}=-\mathcal{A} n_{z} \sqrt{1-n_{z}^{2}}(\nabla \phi)^{2}-\mathcal{A} \nabla\left(\frac{\nabla n_{z}}{\sqrt{1-n_{z}^{2}}}\right)+\mathcal{K} \sqrt{1-n_{z}^{2}} n_{z}, \\
& s \dot{n}_{z}-\mathcal{A} \nabla\left[\left(1-n_{z}^{2}\right) \nabla \phi\right]+\alpha s\left(1-n_{z}^{2}\right) \dot{\phi}=0 \tag{1.79}
\end{align*}
$$

In terms of $\theta, \phi$, we have

$$
\begin{align*}
& s \sin \theta \dot{\phi}+s \alpha \dot{\theta}=\mathcal{A} \nabla^{2} \theta-\frac{\mathcal{A}}{2} \sin 2 \theta(\nabla \phi)^{2}+\frac{\mathcal{K}}{2} \sin 2 \theta  \tag{1.80}\\
& s \sin \theta \dot{\theta}+\mathcal{A} \nabla\left[\sin ^{2} \theta \nabla \phi\right]-\alpha s \sin ^{2} \theta \dot{\phi}=0
\end{align*}
$$

The $z$-spin current following from the $\mathrm{U}(1)$ symmetry of our system is $\vec{j}_{z}=-\mathcal{A}\left(1-n_{z}^{2}\right) \nabla \phi$, by invoking the Noether's theorem. Spin superfluidity is often consider in the regime where $n_{z} \ll 1$ such that we can neglect the possible phase slips, which is accomplished by a local tilt of of the spin out of the easy plane. Besides this assumption, we focus on the long wavelength, low frequency, small damping regime, working with a much simpler Hamiltonian in the Lagrangian and a Rayleigh dissipation function,

$$
\begin{equation*}
H=\int d^{2} \mathbf{r}\left[\frac{\mathcal{A}}{2}(\nabla \phi)^{2}+\frac{\mathcal{K}}{2} n_{z}^{2}\right], \quad R=\frac{\alpha s}{2} \int d^{2} \mathbf{r}\left(\partial_{t} \phi\right)^{2} . \tag{1.81}
\end{equation*}
$$

The $z$-spin current now is $\vec{j}_{z}=-\mathcal{A} \nabla \phi$ and the equation of motions derived above are reduced to:

$$
\begin{equation*}
\dot{\phi}=\frac{\rho_{z}}{\chi} \quad \text { and } \quad \dot{\rho}_{z}-\mathcal{A} \nabla^{2} \phi=-\alpha s \dot{\phi}, \tag{1.82}
\end{equation*}
$$

where we have identified $\rho_{z} \equiv s n_{z}$ as the $z$-spin density and $\chi \equiv s^{2} / \mathcal{K}$ as the local spin susceptibility. The first equation can be interpreted as the Josephson relation for the phase $\phi$, while the second equation can be understood as the continuity equation (in the absence of damping):

$$
\begin{equation*}
\partial_{t} \rho_{z}+\nabla \cdot \vec{j}_{z}=0, \quad \text { where } \vec{j}_{z}=-\mathcal{A} \nabla \phi \tag{1.83}
\end{equation*}
$$

The underlying conservation law is dictated by the symmetry under uniform rotations within the easy plane. Combined with $\dot{\phi}=\rho_{z} / \chi$, we obtain the wave equation for the angular dynamics $\left(\partial_{t}^{2}-c^{2} \nabla^{2}\right) \phi=0$, with the sound velocity $c=\sqrt{\mathcal{A} / \chi}=\sqrt{\mathcal{A} \mathcal{K}} / s$. The linearly dispersing elementary excitations are akin to the first sound in a neutral superfluid. If we inject a spin current at one end of the system with proper boundary condition, we would generate a uniform spiraling flow (spin superflow).

Breakdown of spin superfluid. Our discussion above sets the stage for a superfluidlike treatment of easy-plane spin dynamics. However, there are at least two ways in which
it will differ from the genuine superfluidity - the damping and anisotropies in practice. In contrast to the genuine superfluidity, which is rooted in the fundamental gauge symmetry of the underlying condensate, the spin superfluid is constructed in terms of an approximate (structural) $\mathrm{U}(1)$ symmetry. In practice, one can break this symmetry microscopically, while preserving it on average, which introduces the Rayleigh-Gilbert damping. It spoils the continuity equation:

$$
\begin{equation*}
\partial_{t} \rho_{z}+\nabla \cdot \vec{j}_{z}=-\alpha s \dot{\phi}=-\frac{\rho_{z}}{\tau} \tag{1.84}
\end{equation*}
$$

where $\tau \equiv \chi / \alpha s=s / \alpha \mathcal{K}$ is understood as the spin relaxation time.
In the presence of anisotropies, the $\mathrm{U}(1)$ symmetry is broken macroscopically. For the sake of concreteness, we introduce an easy-axis anisotropy within the easy plane: $H \rightarrow$ $H-\int d^{2} \mathbf{r} \mathcal{K} \cos ^{2} \phi$. Combined with the Gilbert damping, the wave equation that we derived above becomes the damped sine-Gordon equation:

$$
\begin{equation*}
\left(\partial_{t}^{2}+\tau^{-1} \partial_{t}-c^{2} \nabla^{2}\right) \phi+\frac{\sin 2 \phi}{\xi^{2} / c^{2}}=0 \tag{1.85}
\end{equation*}
$$

where $\xi=\sqrt{\mathcal{A} / \mathcal{K}}$ is a natural length scale. The physical consequences of this equation are discussed in detail in Ref. [55]. One may not expect a hydrodynamics description in the presence of the damping and anisotropies since they would compromise the conservation law. However, it turns out such a description is possible in terms of a robust topological conservation law.

Topological hydrodynamics. To this end, we need to switch from the hydrodynamics of spin density $\rho_{z} \propto \partial_{t} \phi$, which is no longer conserved, to the (dual) hydrodynamics of the spin winding $\rho_{W} \equiv \partial_{x} \phi / 2 \pi$, which is conserved, as long as the large-angle out-of-plane excursions of the order parameter are penalized by a strong easy-plane anisotropy and can be neglected [56, 57, 58]. The flux is $j_{W}=-\partial_{t} \phi / 2 \pi$. We can write the spin winding current into a compact form: $j_{W}^{\mu}=\epsilon^{\mu \nu} \partial_{\nu} \phi / 2 \pi$, whose conservation law follows direction from the antisymmetric symbol $\epsilon^{\mu \nu}$ and does not depend no the equation of motion. Thus it is referred to as the topological conservation law, as we discussed in subsection 1.2 .3 .

We remark that this conservation law does not depend on the symmetry properties of the Hamiltonian (thus robust against damping and anisotropies). One can construct a transport theory based on this conservation law (we will do it for the conservation laws of vortices and magnetic hedgehogs in later chapters). If we are in a regime where the underlying lattice structure is unimportant and the umklapp scattering process can be neglected, we have another conservation law-total momentum is conserved due to the homogeneity of space. This conservation law, combined with our topological conservation law, would yield a sound mode, as one may expect.

Analogy between spin superfluid and sound wave. We close this subsection by drawing the analogy between the spin superfluid and the sound wave of a one-dimensional lattice model. It is always helpful to put similar concepts together, which may allow us to gain insights into both problems, since often some hidden aspects of one system manifest in another system. We start with the Hamiltonian

$$
\begin{equation*}
H=\sum_{i} \frac{p_{i}^{2}}{2 m}+\sum_{i} \frac{m \omega^{2}}{2}\left(x_{i}-x_{i-1}\right)^{2}=\int d r\left[\frac{p(r)^{2}}{2 m}+\frac{m \omega^{2}}{2}\left(x^{\prime}\right)^{2}\right] \tag{1.86}
\end{equation*}
$$

where we have set the lattice distance to be $a=1$. Then we have the correspondence below:

| spin superfluid | sound wave |
| :---: | :---: |
| $\rho_{z}$ | $p(r)$ |
| $\phi$ | $x(r)$ |
| $\chi$ | $m$ |
| $\mathcal{A}$ | $m \omega^{2}$ |
| $\left\{\phi(x), \rho_{z}(y)\right\}=\delta(x-y)$ | $\left\{x(r), p\left(r^{\prime}\right)\right\}=\delta\left(r-r^{\prime}\right)$ |
| $\chi \dot{\phi}=\rho_{z}$ | $m \dot{x}=p$ |
| $\mathcal{R}=\int d x \frac{\alpha s \dot{\phi}^{2}}{2}$ | $\mathcal{R}=\int d r \frac{\kappa \dot{x}^{2}}{2}$ |
| $j_{z}=-A \partial_{x} \varphi$ | $j_{p}=-m \omega^{2} x^{\prime}$ |
| $\partial_{t} \rho_{z}+\partial_{x} j_{z}=-\rho_{s} / \tau$ | $\partial_{t} p+\partial j_{p}=-\kappa \dot{x}=-\kappa p / m$ |

First, we note that the local Josephson relation that we have mentioned above is just
$m \dot{x}=p \leftrightarrow \chi \dot{\phi}=\rho_{z}$. For the dissipation, we assume that the dissipation force for every atom is $F_{i}=-\kappa \dot{x}_{i}(\kappa>0)$. Then the Rayleigh dissipation function is given by

$$
\begin{equation*}
\mathcal{R}=\int d r \frac{\kappa \dot{x}^{2}}{2}, \tag{1.87}
\end{equation*}
$$

which gives us the equation of motion: $m \ddot{x}-m \omega^{2} x^{\prime \prime}=-\kappa \dot{x}$. We note the last dissipation term breaks the time reversal symmetry explicitly. Let us rewrite the equation as

$$
\begin{equation*}
\partial_{t} p+\partial j_{p}=-\kappa \dot{x}=-\kappa p / m \tag{1.88}
\end{equation*}
$$

where $j_{p}=-m \omega^{2} x^{\prime}$ can be regarded as momentum flux. This is analogous to $\partial_{t} \rho_{z}+\partial_{x} j_{z}=$ $-\rho_{s} / \tau$ in the case of spin superfluid. We should remark that one crucial difference between spin superfluid and sound wave is that the dynamical variable of the former is compact ( $S^{1}$ ) whereas the latter is noncompact $(\mathbb{R})$. As a result, we can have spin winding textures in the spin system, while there is no counterpart in the model of vibration.

### 1.3.4 Skyrmion dynamics

In this subsection, we explore the dynamics of skyrmion to illustrate the effects of the spin Berry phase. We employ the collective coordinate approach by treating the skyrmion as a point-particle moving in a ferromagnetic background [8]. We consider a two-dimensional ferromagnet with action:

$$
\begin{equation*}
S=s \int d t d^{2} \mathbf{r} \dot{\phi}(\cos \theta-1)-\int d t d^{2} \mathbf{r} H[\mathbf{n}] . \tag{1.89}
\end{equation*}
$$

By taking the collective coordinate approach, the field configuration is given by $\mathbf{n}(\mathbf{r}, t)=$ $\mathbf{n}_{0}(\mathbf{r}-\mathbf{R}(t))$, where $\mathbf{n}_{0}$ is a skyrmion texture and $\mathbf{R}=(X, Y)$ is the position of this skyrmion. Then the variation in the spin configuration $\delta \mathbf{n}$ can be regarded as a consequence of the displacement of the skyrmion position $\mathbf{R} \rightarrow \mathbf{R}+\delta \mathbf{R}$, which implies:

$$
\begin{equation*}
\delta \mathbf{n}=-\left(\partial_{x} \mathbf{n} \delta X+\partial_{y} \mathbf{n} \delta Y\right) . \tag{1.90}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
\delta S= & s \int d t d^{2} \mathbf{r}\left(\mathbf{n} \times \partial_{t} \mathbf{n}\right) \cdot \delta \mathbf{n}-\int d t d^{2} \mathbf{r} \delta_{\mathbf{n}} H[\mathbf{n}] \cdot \delta \mathbf{n} \\
= & s \int d t d^{2} \mathbf{r}\left[\mathbf{n}_{0} \times\left(\dot{X} \partial_{x} \mathbf{n}_{0}+\dot{Y} \partial_{y} \mathbf{n}_{0}\right)\right] \cdot\left(\partial_{x} \mathbf{n}_{0} \delta X+\partial_{y} \mathbf{n}_{0} \delta Y\right)  \tag{1.91}\\
& +\int d t d^{2} \mathbf{r} \delta_{\mathbf{n}_{0}} H \cdot\left(\partial_{x} \mathbf{n}_{0} \delta X+\partial_{y} \mathbf{n}_{0} \delta Y\right) \\
= & \left.4 \pi s Q_{s} \int d t(\dot{X} \delta Y-\dot{Y} \delta X)+\int d t\left[F_{x}(\mathbf{R}) \delta X+F_{y}(\mathbf{R}) \delta Y\right)\right]
\end{align*}
$$

where $Q_{s}=\int d^{2} \mathbf{r} \mathbf{n}_{0} \cdot \partial_{x} \mathbf{n}_{0} \times \partial_{y} \mathbf{n}_{0} / 4 \pi$ is the skyrmion number associated with the configuration $\mathbf{n}_{0}, F_{x}=\int d^{2} \mathbf{r} \delta_{\mathbf{n}_{0}} H \cdot \partial_{x} \mathbf{n}_{0}$ is the force acting on the skyrmion in the $x$ direction (similarly for the $y$ component). Or equivalently, one can obtain the force by noting that the potential energy for the skyrmion is given by $V(\mathbf{R})=\int d^{2} \mathbf{r} H\left[\mathbf{n}_{0}\right]$. We remark that, if $H$ only depends on the field configuration, $V(\mathbf{R})$ should have no position dependence. The reason is also clear-we must have the same energy no matter we place the skymrion since the system is completely homogeneous. To introduce the $\mathbf{R}$ dependence, there are two ways. One is to consider finite-size system where the translational symmetry breaks down naturally. Otherwise, we need to explicitly break the symmetry by introducing position dependence in the Hamiltonian $H[\mathbf{n}, \mathbf{r}]$. From our discussion, we can write down the action for the skyrmion motion:

$$
\begin{equation*}
S[\mathbf{R}(t)]=-2 \pi s Q_{s} \int d t(X \dot{Y}-Y \dot{X})-\int d t V(\mathbf{R}) \tag{1.92}
\end{equation*}
$$

It is useful to draw the analogy with the action for a charged particle in magnetic field:

$$
\begin{equation*}
S[\mathbf{r}(t)]=\int d t\left[\frac{1}{2} m \dot{\mathbf{v}}+q \mathbf{v} \cdot \mathbf{A}-V(\mathbf{r})\right] \tag{1.93}
\end{equation*}
$$

Therefore, we can think of our system as a massless $(m=0)$ particle with charge one $(q=1)$ moving in a magnetic field $\left[B=\hat{z} \cdot(\nabla \times \mathbf{A})=-4 \pi s Q_{s}\right.$ where $\left.\mathbf{A}=2 \pi s Q_{s}(Y,-X)\right]$ and in an external potential $V$. Here we regard $Q_{s}$ as the magnetic field instead of the charge $q$, since it corresponds to the magnetic field in the dual theory. The equation of motion $m \ddot{\mathbf{r}}=q \mathbf{v} \times \mathbf{B}-\nabla V$ becomes

$$
\begin{equation*}
0=\dot{\mathbf{R}} \times(B \hat{z})-\nabla V(\mathbf{R}) \tag{1.94}
\end{equation*}
$$

which gives us the drift motion: $B \dot{\mathbf{R}}=\hat{z} \times \nabla V$.
Discussion about the mass term. We remark that we have zero mass because of the absence of $\dot{\mathbf{n}}^{2}$ in the spin action and the fact that we treat the skyrmion as a rigid particle. We only captured the two zero modes and other relatively high energy modes (deformation modes of skyrmion) are simply dropped in our treatment. However, those deformation modes are typically coupled with the zero modes. When we integrate out the high energy modes to produce an effective action for the skyrmion in terms of its position, one can generate a finite mass. It is always inspiring to use some simple example to illustrate the idea. Let us consider an Euclidean-time action [59],

$$
\begin{equation*}
S[Q, q]=\int d t\left[S_{q}+\frac{1}{2}\left(\dot{Q}^{2}+\Omega^{2} Q^{2}\right)+A(Q, q)\right] \tag{1.95}
\end{equation*}
$$

where $q$ is a zero mode (or a slow mode in general) and $Q$ is a faster mode. This indicates that the mode of $q$ is much more important than $Q$ as it can be activated via very low energy perturbation. To excite $Q$, we need much larger energy. $A(Q, q)$ describes the coupling between these two modes. Physically, we wish to integrate out $Q$ since it is hard to detect (difficult to couple with low energy probe).

The partition function is given by $Z=\int[d Q d q] e^{-S[Q, q]} \equiv \int d q e^{-S_{\text {eff }}[q]}$, where the effective action (theory) for $q$ is defined by

$$
\begin{equation*}
e^{-S_{\mathrm{eff}}[q]}=e^{-S_{q}} \int d Q e^{-S_{Q}} e^{-\int d t A(Q, q)}=e^{-S_{q}}\left\langle e^{-\int d t A(Q, q)}\right\rangle_{Q} . \tag{1.96}
\end{equation*}
$$

Therefore we only need to evaluate an average $\left\rangle_{Q}\right.$, which may need diagrammatic tools to achieve that. For simplicity, we here choose $A(Q, q)=g Q C(q)$ and as a result the average can be carried out exactly by invoking the identity: $\int d x e^{-\frac{1}{2} x \cdot G^{-1} \cdot x+x \cdot J}=\mathcal{N} e^{\frac{1}{2} J \cdot G \cdot J}$, where $\mathcal{N}$ is an unimportant constant factor. In our case,

$$
\begin{equation*}
\left(-\partial_{t}^{2}+\Omega^{2}\right) G(t)=\delta(t), \quad J(t)=g C(q), \tag{1.97}
\end{equation*}
$$

where we have used the time translation invariant $G(t, s)=G(t-s)$. We can solve it in the

Fourier space

$$
\begin{equation*}
G(\omega)=\frac{1}{\omega^{2}+\Omega^{2}} \longrightarrow G(t)=\int \frac{d \omega}{2 \pi} e^{-i \omega t} \frac{1}{\omega^{2}+\Omega^{2}} \tag{1.98}
\end{equation*}
$$

Therefore, we have the effective action

$$
\begin{equation*}
S_{\mathrm{eff}}=S_{q}+\frac{g^{2}}{2} \int d t d s C(q(s)) G(s, t) C(q(t)) \tag{1.99}
\end{equation*}
$$

This implies that, physically, the fast mode $Q$ mediates a nonlocal interaction between slow mode in time domain, which is intuitively clear. To proceed, we need to put more physics into the problem, let us assume, we are only interested in physics that has time scale much larger than $1 / \Omega$,

$$
\begin{equation*}
G(t)=\frac{\delta(t)}{\Omega^{2}}+\frac{\partial_{t}^{2} \delta(t)}{\Omega^{4}}+\mathcal{O}\left(\frac{1}{\Omega^{6}}\right) \tag{1.100}
\end{equation*}
$$

This gives us $L_{\text {eff }}=L_{q}+V_{\text {eff }}(q)$, with

$$
\begin{equation*}
V_{\mathrm{eff}}(q)=\frac{g^{2}}{2 \Omega^{2}} C(q)^{2}+\frac{g^{2}}{2 \Omega^{4}} C(q)^{2} \partial_{t}^{2} C(q)^{2}+\mathcal{O}\left(\frac{\omega^{4}}{\Omega^{6}}\right) \tag{1.101}
\end{equation*}
$$

By solving this simply model, one can see that, by integrating out high-energy modes, a mass term would generate naturally for low-energy modes. For example, when one studies the dynamics of a superfluid [60], the zero mode is associated with the angle $\theta$ along the bottom of the Mexican hat and the hard mode is the density fluctuation $\delta \rho$. The coupling between them is $\propto \dot{\theta} \delta \rho$. Therefore, to the lowest order in our result above, we generate a term $\propto \dot{\theta}^{2}$.

Friction force. It is relatively easily to include the effect of dissipation. Considering the Rayleigh dissipation function and using $\mathbf{n}(\mathbf{r}, t)=\mathbf{n}_{0}(\mathbf{r}-\mathbf{R}(t))$, we have

$$
\begin{equation*}
R=\frac{\alpha s}{2} \int d^{2} \mathbf{r} \partial_{i} \mathbf{n}_{0} \cdot \partial_{j} \mathbf{n}_{0} \dot{\mathbf{R}}_{i} \dot{\mathbf{R}}_{j} \equiv \frac{1}{2} D_{i j} \dot{\mathbf{R}}_{i} \dot{\mathbf{R}}_{j} . \tag{1.102}
\end{equation*}
$$

$D_{i j}=\alpha s \int d^{2} \mathbf{r} \partial_{i} \mathbf{n}_{0} \cdot \partial_{j} \mathbf{n}_{0}$ is the dissipation tensor which is symmetric, giving rise to a friction force $-\partial R / \partial \dot{\mathbf{R}}_{i}=-D_{i j} \dot{\mathbf{R}}_{j}$.

### 1.3.5 Antiferromagnets and topological terms

Our discussion so far mainly focuses on the ferromagnet. For antiferromagnets, each magnetic unit cell comprises two or more magnetization fields $\mathbf{n}_{i}$ which are constrained by the exchange interaction to follow $\sum_{i} \mathbf{n}_{i}=0$. To make this explicit, we convert the nearest neighbour exchange into:

$$
\begin{equation*}
H=J \sum_{\langle i, j\rangle} \mathbf{S}_{i} \cdot \mathbf{S}_{j}=\frac{J S^{2}}{2} \sum_{\alpha}\left(\sum_{i} \mathbf{n}_{i}\right)_{\alpha}^{2}-\frac{N}{2} \sum_{\alpha} S^{2} \tag{1.103}
\end{equation*}
$$

Here $\sum_{i} \mathbf{n}_{i}$ is a sum over all the spins that constitute the antiferromagnetic unit cell-if there are $N$ sublattices, the sum is over $N$ spins. The other sum $\alpha$ is over the lattice, broken down into the magnetic unit cell clusters. The second term is dropped as it is constant and does not enter equations of motion.

In general, to get to the continuum model, we express the vector fields $\mathbf{n}_{i}$ in terms of the appropriate normal modes of the systems, dictated by the point group symmetry of the order, and expand the exchange interaction (and the other energies) in them. The particular construction of the field theory depends on the specific lattice geometry. However, generically they all stem from labeling the sublattice magnetizations as individual fields and then putting them together by expressing the respective magnetization fields in terms of the normal modes. These are of two kinds - soft modes which do not break the constraint $\sum_{i} \mathbf{n}_{i}=0$, and hard modes which do, inducing a net magnetization per unit cell.

In this subsection, we will focus on antiferromagnets on bipartite lattices such as the hypercubic lattice for the sake of simplicity [52, 54]. A continuum theory of a collinear antiferromagnet with two sublattices operates with two slowly varying (in space) fields $\mathbf{n}_{1}(\mathbf{r})$ and $\mathbf{n}_{2}(\mathbf{r}) . \mathbf{n}_{1}, \mathbf{n}_{2}$ are unit vector fields. In a state of equilibrium, $\mathbf{n}_{1}(\mathbf{r})=-\mathbf{n}_{2}(\mathbf{r})$. More generally, the two sublattice fields are expressed in terms of dominant staggered magnetization $\mathbf{m}=\left(\mathbf{n}_{2}-\mathbf{n}_{1}\right) / 2$ and small uniform magnetization $a \mathbf{l}=\left(\mathbf{n}_{1}+\mathbf{n}_{2}\right) / 2$ (the corresponding rescaling by the lattice constant $a$ is made). Or equivalently $\mathbf{n}_{j}=(-1)^{j} \mathbf{m}+a \mathbf{l}$. We note
that the constraint $\mathbf{n}_{j}^{2}=1$ translates into

$$
\begin{equation*}
\mathbf{n}_{j}^{2}=\mathbf{m}^{2}+2(-1)^{j} a \mathbf{m} \cdot \mathbf{l}+a^{2} \mathbf{l}^{2}=1 . \tag{1.104}
\end{equation*}
$$

We can solve this condition to the order of $a^{2}$ by two conditions:

$$
\begin{equation*}
\mathbf{m}^{2}=1, \quad \text { and } \quad \mathbf{m} \cdot \mathbf{l}=0 \tag{1.105}
\end{equation*}
$$

Effective action for antiferromagnets in $d$ dimensions. We consider a following Hamiltonian:

$$
\begin{equation*}
H=J \sum_{\langle j, k\rangle} \mathbf{S}_{j} \cdot \mathbf{S}_{k}-\sum_{j} \mathbf{h} \cdot \mathbf{S}_{j} . \tag{1.106}
\end{equation*}
$$

The corresponding spin path integral in real time is given by

$$
\begin{equation*}
S[\mathbf{n}]=\sum_{j} S_{B}\left[\mathbf{n}_{j}(t)\right]-J S^{2} \int d t \sum_{\langle j, k\rangle} \mathbf{n}_{j} \cdot \mathbf{n}_{k}+S \int d t \sum_{j} \mathbf{h} \cdot \mathbf{n}_{j} . \tag{1.107}
\end{equation*}
$$

We first deal with the energy part which is less tricky. We note that
$\mathbf{n}_{j} \cdot \mathbf{n}_{j+a}=\frac{1}{2}[\mathbf{n}(j)+\mathbf{n}(j+a)]^{2}=\frac{a^{2}}{2}\left[2 \mathbf{l}_{j}-(-1)^{j} \partial_{x} \mathbf{m}_{j}\right]^{2}=\frac{a^{2}}{2}\left[\left(\partial_{x} \mathbf{m}_{j}\right)^{2}+41_{j}^{2}-4(-1)^{j} \partial_{x} \mathbf{m}_{j} \cdot \mathbf{l}_{j}\right]$,
where we considered a pair of spins in $x$ direction and we have dropped constants. We also have

$$
\begin{equation*}
\mathbf{h} \cdot \mathbf{n}_{j}=(-1)^{j} \mathbf{h} \cdot \mathbf{m}_{j}+a \mathbf{h} \cdot \mathbf{l}_{j} . \tag{1.109}
\end{equation*}
$$

Then the energy part is

$$
\begin{align*}
H[\mathbf{n}] & =J S^{2} \sum_{j} \frac{a^{2}}{2}\left[(\nabla \mathbf{m})^{2}+4 d \mathbf{l}^{2}\right]-S a \sum_{j} \mathbf{h} \cdot \mathbf{l}_{j}  \tag{1.110}\\
& =\frac{\mathcal{A}}{2} \int d^{d} \mathbf{r}\left[(\nabla \mathbf{m})^{2}+4 d \mathbf{l}^{2}\right]-\frac{S}{a^{d-1}} \int d^{d} \mathbf{r} \mathbf{h} \cdot \mathbf{l}
\end{align*}
$$

where we have dropped all oscillating terms in the sum $\sum_{j}$ and $\mathcal{A}=J S^{2} / a^{d-2}$ is the stiffness of the staggered field $\mathbf{m}$ (similar to the ferromagnetic case). Let us now simplify the geometric
phase:

$$
\begin{align*}
\sum_{j} S_{B}\left[\mathbf{n}_{j}\right] & =\sum_{j}(-1)^{j} S_{B}\left[\mathbf{m}_{j}+(-1)^{j} a \mathbf{l}_{j}\right] \\
& \approx \sum_{j}(-1)^{j} S_{B}\left[\mathbf{m}_{j}\right]+S a \sum_{j} \int d t\left(\mathbf{m}_{j} \times \partial_{t} \mathbf{m}_{j}\right) \cdot \mathbf{l}_{j}  \tag{1.111}\\
& =\sum_{j}(-1)^{j} S_{B}\left[\mathbf{m}_{j}\right]+\frac{S}{a^{d-1}} \int d t d^{d} \mathbf{r} \mathbf{l} \cdot\left(\mathbf{m} \times \partial_{t} \mathbf{m}\right)
\end{align*}
$$

We now deal with the first term:

$$
\begin{align*}
\sum_{j_{1}, j_{2}, \cdots, j_{d}}(-1)^{j_{1}+\cdots+j_{d}} S_{B}\left[\mathbf{m}\left(j_{1}, \cdots\right)\right] & =\sum_{j_{2}, \cdots}(-1)^{j_{2}+\cdots+j_{d}}\left[\sum_{j_{1}}(-1)^{j_{1}} S_{B}\left[\mathbf{m}\left(j_{1}\right)\right]\right] \\
& =\sum_{j_{2}, \cdots}(-1)^{j_{2}+\cdots+j_{d}}\left[\sum_{r=1}^{N_{x} / 2} S_{B}[\mathbf{m}(2 r)]-S_{B}[\mathbf{m}(2 r-1)]\right] \\
& =\sum_{j_{2}, \cdots}(-1)^{j_{2}+\cdots+j_{d}} \sum_{r=1}^{N_{x} / 2} \int d t S a \partial_{x} \mathbf{m}(2 r) \cdot \mathbf{m}(2 r) \times \partial_{t} \mathbf{m}(2 r) \\
& =S \sum_{j_{2}, \cdots}(-1)^{j_{2}+\cdots+j_{d}} \int \frac{d x d t}{2} \partial_{x} \mathbf{m} \cdot \mathbf{m} \times \partial_{t} \mathbf{m} \tag{1.112}
\end{align*}
$$

where we have suppressed the labels $j_{2}, \cdots, j_{d}$ in $\mathbf{m}$ and summed over $j_{1}$ along the $x$ direction (assuming there are even number of sites $N_{x}$ ). We note that, in the last step when we convert the sum $\sum_{r}$ to an integral, we have used $\sum_{r} \rightarrow \int d x / 2 a$. One notice that this term is inconsequential in two or higher dimensions due to the summation over $j_{2}, \cdots, j_{d}$. It is only present in the one-dimensional antiferromagnetic system. Therefore, we can write down the continuum description for the antiferromagnetic system. In the 1D case, we have (let us drop the external magnetic field for simplicity),

$$
\begin{equation*}
S_{d=1}[\mathbf{l}, \mathbf{m}]=2 \pi S Q_{s}-\frac{\mathcal{A}}{2} \int d t d x\left(\partial_{x} \mathbf{m}\right)^{2}+\int d t d x\left[S \mathbf{l} \cdot\left(\mathbf{m} \times \partial_{t} \mathbf{m}\right)-2 \mathcal{A} \mathbf{l}^{2}\right] \tag{1.113}
\end{equation*}
$$

where $Q_{s}=\int d t d x \mathbf{m} \cdot\left(\partial_{t} \mathbf{m} \times \partial_{x} \mathbf{m}\right) / 4 \pi$ is the skyrmion number. We can integrate out the fast mode $\mathbf{l}$ and generate an effective action for the slow mode $\mathbf{m}$ :

$$
\begin{equation*}
S_{d=1}[\mathbf{m}]=2 \pi S Q_{s}+\int d t d x\left[\frac{S^{2}}{8 \mathcal{A}}\left(\partial_{t} \mathbf{m}\right)^{2}-\frac{\mathcal{A}}{2}\left(\partial_{x} \mathbf{m}\right)^{2}\right] \tag{1.114}
\end{equation*}
$$

where a mass term is generated in this process (consistent with what we discussed in the skyrmion mass section). Equivalently, one can write down the Lagrangian density into the form:

$$
\begin{equation*}
\mathcal{L}_{d=1}(\mathbf{m})=\frac{1}{2 g}\left[\frac{1}{v_{s}}\left(\partial_{t} \mathbf{m}\right)^{2}-v_{s}\left(\partial_{x} \mathbf{m}\right)^{2}\right]+\frac{\theta}{8 \pi} \epsilon_{\mu \nu} \mathbf{m} \cdot \partial_{\mu} \mathbf{m} \times \partial_{\nu} \mathbf{m} \tag{1.115}
\end{equation*}
$$

where $g \equiv 2 / S$ is the coupling constant, $v_{s}=2 \mathcal{A} / S=2 a J S$ is the spin-wave velocity, and $\theta=2 \pi S\left(\mu, \nu \in\{t, x\}\right.$ and we use the convention $\left.\epsilon_{t, u}=1\right)$.

In two dimensions or higher, the action reads:

$$
\begin{equation*}
S_{d \geq 2}[\mathbf{l}, \mathbf{m}]=-\frac{\mathcal{A}}{2} \int d t d^{d} \mathbf{r}(\nabla \mathbf{m})^{2}+\frac{S}{a^{d-1}} \int d t d^{d} \mathbf{r} \mathbf{l} \cdot \mathbf{m} \times \partial_{t} \mathbf{m}-2 \mathcal{A} d \int d t d^{d} \mathbf{r} \mathbf{l}^{2} . \tag{1.116}
\end{equation*}
$$

Similarly, we can integrate out the fast mode $\mathbf{l}$ which will generate a mass term for the slow mode $\mathbf{m}$ :

$$
\begin{equation*}
S_{d \geq 2}=\frac{1}{2 g} \int d t \frac{d^{d} \mathbf{r}}{a^{d-1}}\left[\frac{1}{v_{s}}\left(\partial_{t} \mathbf{m}\right)^{2}-v_{s}(\nabla \mathbf{m})^{2}\right], \tag{1.117}
\end{equation*}
$$

where the coupling is $g=2 \sqrt{d} / S$ and the spin-wave velocity is $v_{s}=2 J S a \sqrt{d}$. The ordered ground state $\mathbf{m}_{0}(\theta, \phi)$ spontaneously breaks the $S O(3)$ symmetry of the system up to $S O(2)$. Hence in this case, there are two Goldstone modes, residing in the coset space $S^{2}=S O(3) / S O(2)$, one for each continuous degree of freedom, dispersing linearly according to $\omega=v_{s} k$. They classically correspond to the opposite circular polarizations of the small-angle oscillations of $\delta \mathbf{m} \perp \mathbf{m}_{0}$. One can also discuss the dynamics of solitons in antiferromagnets based on collective coordinate approach, similar to what we discussed in the skyrmion dynamics section.

In terms of applications, antiferromagnets hold a promise for a faster spintronics platform. The spin wave dynamics of an antiferromagnetic system is controlled by an energy scale $\propto J$. For ferromagnets the same scale is $\propto \sqrt{K J}$ where $K$ is a local anisotropy. In most materials $J \gg K$. The energy scale for the antiferromagnet translates to a frequency scale of a few THz. Antiferromagnets offer another significant advantage over ferromagnetic devices. Since the net magnetic moment largely cancels over a unit cell, they do not produce stray fields. This is particularly important in device design, where we would like our individual memory
components to be isolated from one another. However, these advantages also present a significant handicap-of coupling antiferromagnetic solitons to external probes. The absence of a local spin density implies a minor response to spin currents. The response to external magnetic fields is also tuned down by a factor of the exchange strength. Therefore, one main topic in spintronics is to explore how to effective control and manipulate antiferromagnetic solitons. For example, one can achieve the goal by transferring linear momentum, exploiting the inertial dynamics of the solitons. This can be achieved, for instance, by using magnons to scatter from the domain walls. Other methods involve creating a local Berry phase which can then be coupled to an external spin current field 61.

Remarks on the topological term in 1D. The contribution from the geometric phase term in the partition function is simple:

$$
e^{2 \pi i S Q_{s}}= \begin{cases}+1, & \text { if } S \in \mathbb{Z}  \tag{1.118}\\ (-1)^{Q_{s}}, & \text { if } S \in \mathbb{Z}+\frac{1}{2}\end{cases}
$$

which implies that, for integer $S$, the contribution is a factor of unity and thus the full field theoretic action is a nonlinear sigma model. In contrast, for half integer $S$, space-time configurations with even and odd skyrmion number $Q_{s}$ destructively interfere with each other. First, we conclude that antiferromagnetic Heisenberg chains generically fall into two classes: integer spin and half integer spin. The field theory for the former is simply that of the classical $\mathrm{O}(3)$ model in two (space-time) dimensions. The Hohenberg-Mermin Wagner theorem precludes any spontaneous breaking of the continuous $\mathrm{O}(3)$ symmetry in $d=1$ at any finite value of $\mathcal{A}$. The system is gapped, and correlation functions decay exponentially, up to power law corrections $\left\langle\mathbf{S}_{0} \cdot \mathbf{S}_{j}\right\rangle \sim(-1)^{j}|j|^{-1 / 2} e^{-|j| / \xi}$, where $\xi$ is the correlation length.

In the second class, we have a new topological term, known as $\theta$-term. While there is no exact solution to this field theory yet, we nonetheless conclude that all half integer antiferromagnetic chains behave equivalently, since they all map onto the same model. From Bethe's Ansatz, we know that the $S=1 / 2$ Heisenberg antiferromagnetic chain possesses a disordered ground state with gapless excitations and power law correlations $\left\langle\mathbf{S}_{0} \cdot \mathbf{S}_{j}\right\rangle \sim$
$(-1)^{j} /|j|$ (up to logarithmic corrections). We conclude that the same is also true for $S=$ $3 / 2,5 / 2, \cdots$ spin chains [62, 63, 64].

Remarks on the geometric phase in higher dimensions. From the derivation above, one can see that the topological terms cancel out when we sum over the Berry phase term along other directions $\left(j_{2}, \cdots, j_{d}\right)$. The conclusion is that there are no interesting topological terms in the field theory in more than one space dimension, as long as the field $\mathbf{m}(\mathbf{r}, t)$ is a smooth function of space and time. When the smoothness constraint is relaxed, however, the geometric phase term can play an important role. For a two-dimensional antiferromagnet, there exist topology-changing instanton for which $\Delta Q_{s}= \pm 1$. Such field configurations are called 'hedgehogs', because the direction of the field $\mathbf{n}(t, x, y)$ points radially outward from the center of the hedgehog. For quantum disordered two-dimensional antiferromagnets (i.e. small $\mathcal{A}$ ), Haldane argued that geometrical phase considerations associated with the presence of hedgehogs would distinguish not only between integer and half-odd integer $S$ on the square lattice, but between even and odd integer $S$ as well 65].

### 1.4 Quantum entanglement

Quantum mechanics is full of counterintuitive concepts. The idea of entanglement 66, 67]-when two or more particles instantaneously exhibit dependent characteristics when measured, no matter how far apart they are - is one of them. It is a measure of how much quantum information is stored in a quantum state and is one of the most fundamental properties that distinguish a quantum phenomenon from its classical counterpart. In this section, we will introduce some measures that are often used to quantify the quantum entanglement.

### 1.4.1 Entanglement monotone: requirements of entanglement measures

In this subsection, we assert some general statements which should be valid for all good entanglement measures [67, 68, 69, 70].

1. Nullification. If a state $\rho$ is separable, it contains no entanglement $E(\rho)=0$. For a general state, we have $E(\rho) \geq 0$. Here, a state $\rho$ of two parties $A, B$ is said to be separable, if it can be written in the form of

$$
\begin{equation*}
\rho=\sum_{i} p_{i} \rho_{A}^{i} \otimes \rho_{B}^{i} \tag{1.119}
\end{equation*}
$$

where $p_{i}$ is a probability distribution, satisfying $\sum_{i} p_{i}=1$. In the case of a pure state, considering a bipartite system with Hilbert space equal to the direct product $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. A pure state $|\chi\rangle$ living in $\mathcal{H}$ is separable if it can be written as a product state, i.e. there exist $|\psi\rangle_{A} \in \mathcal{H}_{A}$ and $|\phi\rangle_{B} \in \mathcal{H}_{B}$ such that $|\chi\rangle=|\psi\rangle_{A} \otimes|\phi\rangle_{B}$. Otherwise, $|\chi\rangle$ is an entangled state. We remark that, for a mixed state $\rho$, we do not necessarily require the converse [namely, if $E(\rho)=0$, then $\rho$ is separable].
2. Local invariance. The entanglement $E(\rho)$ should be invariant under any unitary transformation $U_{A} \otimes U_{B}$ where $U_{A / B}$ acts on $\mathcal{H}_{A / B}$. Therefore, we require

$$
\begin{equation*}
E(\rho)=E\left(U_{A} \otimes U_{B} \rho U_{A}^{\dagger} \otimes U_{B}^{\dagger}\right) \tag{1.120}
\end{equation*}
$$

This simply means a change of basis should not alter the amount of information stored in the state $\rho$.
3. LOCC monotonicity. The entanglement $E(\rho)$ should not increase on average under local quantum operations and classical communications (LOCC),

$$
\begin{equation*}
E\left(\hat{O}_{\mathrm{LOCC}}(\rho)\right) \leq E(\rho) \tag{1.121}
\end{equation*}
$$

This requirement is also quite natural since LOCC, which can also generate classical correlations, does not increase quantum correlations within the system. This can be regarded as the definition of classical correlations in the context of quantum information. One example of LOCC is to prepare a state $\rho=(|00\rangle\langle 00|+|11\rangle\langle 11|) / 2$ from the product state $|00\rangle$. Alice throws an unbiased coin (that shows heads or tails each with $1 / 2$ probability) and flips her qubit if the coin shows "tails", otherwise it is left
unchanged. She then sends the result of the coin-flip (classical information) to Bob who also flips his qubit if he receives the message "tails". The resulting state is $\rho$. In general, all separable states (and only these) can be prepared from a product states with LOCC operations alone.
4. Maximally entangled states. We now know separable states give us zero entanglement. One natural question to ask is whether there is a maximally entangled state. Indeed, at least in bipartite systems consisting of two fixed $d$ dimensional subsystems, such states exist. It turns out that any pure state that is local unitarily equivalent to

$$
\begin{equation*}
|\Phi\rangle=\frac{|0,0\rangle+|1,1\rangle+\cdots+|d-1, d-1\rangle}{\sqrt{d}}, \tag{1.122}
\end{equation*}
$$

is maximally entangled, which is well justified because any state $\rho$ can be prepared from such states with certainty using only LOCC operations. One can choose the normalization such that $E(|\Phi\rangle\langle\Phi|)=\log d$.
5. Continuity. It is natural to expect the entanglement $E(\rho)$ to change continuously as we vary the state $\rho$ slowly. In other words, the difference of entanglement between two density matrices infinitely close should tend to zero,

$$
\begin{equation*}
D(\rho, \sigma) \rightarrow 0, \quad \Rightarrow \quad E(\rho)-E(\sigma) \rightarrow 0 \tag{1.123}
\end{equation*}
$$

where $D(\rho, \sigma)$ is the distance between states $\rho$ and $\sigma$. For example, we can take it to be the trace distance $D(\rho, \sigma) \equiv \operatorname{tr}|\rho-\sigma| / 2$, where we define $|A| \equiv \sqrt{A^{\dagger} A}$ to be the positive square root of $A^{\dagger} A$. To get some feel for this trace distance, one can consider two states $\rho=(I+\vec{r} \cdot \overrightarrow{\boldsymbol{\sigma}}) / 2$ and $\sigma=(I+\vec{s} \cdot \overrightarrow{\boldsymbol{\sigma}}) / 2$. The distance is given by $D(\rho, \sigma)=|\vec{r}-\vec{s}| / 2$, which is equal to one half the ordinary Euclidean distance between them on the Bloch sphere. Note that rotations of the Bloch sphere leave the Euclidean distance invariant, which suggests that the trace distance is preserved under unitary transformations in general, $D\left(U \rho U^{\dagger}, U \sigma U^{\dagger}\right)=D(\rho, \sigma)$.

A function that satisfies the above conditions is known as an entanglement monotone. We next introduce different entanglement measures that satisfy the above requirements. For pure states, the von-Neumann entropy is typically employed to quantify the quantum entanglement. In the case of mixed states, we will introduce several different measures of entanglement, which all satisfy the above properties, such as entanglement of formation, entanglement of distillation, relative entropy of entanglement, and logarithmic negativity.

### 1.4.2 Entanglement entropy for pure states

For a bipartite system with Hilbert space $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$, one can use the von Neumann entropy to measure the degree of quantum entanglement between $A$ - and $B$-subsystems when it is in a pure state $\rho=|\psi\rangle\langle\psi|$ :

$$
\begin{equation*}
E_{V}(\rho)=-\operatorname{tr} \rho_{A} \log \rho_{A}=-\operatorname{tr} \rho_{B} \log \rho_{B} \tag{1.124}
\end{equation*}
$$

where $\rho_{A}=\operatorname{tr}_{B} \rho$ (similarly $\rho_{B}=\operatorname{tr}_{A} \rho$ ) is the reduced density matrix for part $A$ after tracing out the degrees of freedom in $\mathcal{H}_{B}$. We remark that $E_{V}(\rho)$ can be expressed in terms of the singular values of the Schmidt decomposition of the state (which can be only performed for pure states). To this end, we write the pure state in its unique Schmidt decomposition

$$
\begin{equation*}
|\psi\rangle=\sum_{k=1}^{d} \lambda_{k}\left|u_{k}, v_{k}\right\rangle \tag{1.125}
\end{equation*}
$$

where $d \leq \min \left\{d_{A}, d_{B}\right\}, \lambda_{k}>0, \sum_{k=1}^{d} \lambda_{k}^{2}=1$, and $\left\{\left|u_{k}\right\rangle\right\} \in \mathcal{H}_{A}$ and $\left\{\left|v_{k}\right\rangle\right\} \in \mathcal{H}_{B}$ are local bases, known as the Schmidt bases. Then we can see that $\rho_{A}=\sum_{k} \lambda_{k}^{2}\left|u_{k}\right\rangle\left\langle u_{k}\right|$ and $\rho_{B}=\sum_{k} \lambda_{k}^{2}\left|v_{k}\right\rangle\left\langle v_{k}\right|$. The von Neumann entropy is given by

$$
\begin{equation*}
E_{V}(\psi)=-\sum_{k} \lambda_{k}^{2} \log \lambda_{k}^{2} \tag{1.126}
\end{equation*}
$$

We point out that $d=1$ corresponds to product states (unentangled). In other words, for an entangled state, we always have $d>1$, which can be easily seen from the above expression.

One can show that this measure satisfies all requirements we discussed in previous subsection. For example, from Eq. 1.126, it is clear that its value is independent of the basis
we choose. The most tricky one is to prove entanglement cannot be created by LOCC only. We can formulate this question as follows [68]. Considering a state $|\psi\rangle \in \mathcal{H}$, after performing local measurements on $A$ and $B$ and classical communication, we can obtain state $\left|\phi_{i}\right\rangle$ with probability $p_{i}$. Then $E_{V}(|\psi\rangle) \geq \sum_{i} p_{i} E_{V}\left(\left|\phi_{i}\right\rangle\right)$. We point out that entanglement cannot increase on average. But nothing prevents, for a given $k$, that $E_{V}\left(|\phi\rangle_{k}\right)>E_{V}(|\psi\rangle)$. In fact, the concept of entanglement distillation is based on the fact that one can increase entanglement by LOCC with a probability $p_{k}$. Besides satisfying properties we discussed before, von-Neumann entropy has some other nice properties. For example, $E_{V}$ is additive: $E_{V}\left(\left|\psi_{A B}\right\rangle \otimes\left|\phi_{A B}\right\rangle\right)=E_{V}\left(\left|\psi_{A B}\right\rangle\right)+E_{V}\left(\left|\phi_{A B}\right\rangle\right)$.

### 1.4.3 Quantifying entanglement for mixed states

For a general mixed state $\rho$, this von-Neumann entropy is no longer a good measure since the classical mixture in $\rho$ will also contribute to the von Neumann entropy. It is also easy to check $\operatorname{tr} \rho_{A} \log \rho_{A} \neq \operatorname{tr} \rho_{B} \log \rho_{B}$ in general in the definition of the von Neumann entropy Eq. (1.124). One important feature of mixed states is that one can decompose a mixed state into a combination of pure states in infinite many different ways $\rho=\sum_{k} p_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right|$. For example,

$$
\begin{equation*}
\rho=\frac{\mid \text { singlet }\rangle\langle\text { singlet }|+\mid \text { triplet }\rangle\langle\text { triplet }|}{2}=\frac{|\uparrow \downarrow\rangle\langle\uparrow \downarrow|+|\downarrow \uparrow\rangle\langle\downarrow \uparrow|}{2} . \tag{1.127}
\end{equation*}
$$

If we naively define the entanglement to be $E(\rho)=\sum_{k} p_{k} E_{V}\left(\left|\psi_{k}\right\rangle\right)$, we would obtain different results for different decompositions. We remark that every decomposition stands for a way to prepare the state $\rho$. For example, we can collect $N$ copies ( $N \gg 1$ ) of the system, prepare $N p_{k}$ of them in the state $\left|\psi_{k}\right\rangle$, and pick a random system. Thus infinitely many decompositions implies infinitely many ways to prepare a given mixed state. As long as there exists one decomposition $\rho=\sum_{k} p_{k} \rho_{A} \otimes \rho_{B}$, we can prepare such a mixed state via LOCC without any quantum correlations. This can be used as a criterion to tell whether a mixed state is separable or not. However, it is impractical since we need to check all the infinitely
many decompositions. Now we introduce several commonly used entanglement measures, some of which are easy to evaluate.

1. Entanglement of formation. Instead of define the entanglement to be $E(\rho)=$ $\sum_{k} p_{k} E_{V}\left(\left|\psi_{k}\right\rangle\right)$ for some particular decomposition of a mixed state, entanglement of formation is defined as

$$
\begin{equation*}
E_{F}(\rho)=\min _{\left\{p_{k},\left|\psi_{k}\right\rangle\right\}} \sum_{k} E_{V}\left(\left|\psi_{k}\right\rangle\right), \tag{1.128}
\end{equation*}
$$

where we take the minimum over all possible decompositions. It represents the minimal quantum correlations we need to prepare such a mixed state, thus known as entanglement of formation. While this quantity is again difficult to evaluate, an explicit solution for such nontrivial optimization problem is avaible for two qubits [71], for highly symmetric states [72, 73, 74] like Werner states and isotropic states in arbitrary dimension, and for symmetric two-mode Gaussian states [75]. Here we would focus on the explicit formula of entanglement formation for two qubits, which we will use a lot in later chapters. The exact formula is based on the often used two-qubit concurrence, which is defined as [71]

$$
\begin{equation*}
\mathcal{C}(\rho)=\max \left\{0, \lambda_{1}-\lambda_{2}-\lambda_{3}-\lambda_{4}\right\}, \tag{1.129}
\end{equation*}
$$

where $\lambda_{i}$ 's are, in decreasing order, the square roots of the eigenvalues of the matrix $\rho\left(\sigma_{y} \otimes\right.$ $\left.\sigma_{y}\right) \rho^{*}\left(\sigma_{y} \otimes \sigma_{y}\right)$, where $\rho^{*}$ is the complex conjugate of $\rho$. The entanglement of formation is then given by

$$
\begin{align*}
E_{F}(\rho) & =h\left(\frac{1+\sqrt{1-\mathcal{C}^{2}}}{2}\right)  \tag{1.130}\\
h(x) & =-x \log _{2} x-(1-x) \log _{2}(1-x) \tag{1.131}
\end{align*}
$$

$E_{F}(\rho)$ is monotonically increasing and ranges from 0 to 1 as $\mathcal{C}(\rho)$ goes from 0 to 1 , so that one can take the concurrence as a measure of entanglement in its own right.

Let us first try out the concurrence for a two-qubit system. Assuming the density matrix is given by:

$$
\begin{equation*}
\rho=(1-p)|\uparrow \uparrow\rangle\langle\uparrow \uparrow|+p \mid \text { singlet }\rangle\langle\text { singlet }|, \tag{1.132}
\end{equation*}
$$

with probability $1-p$ in state $|\uparrow \uparrow\rangle$ and $p$ in state $\mid$ singlet $\rangle \equiv(|\uparrow \downarrow\rangle-|\downarrow \uparrow\rangle) / \sqrt{2}$. In the basis of $|\uparrow \uparrow\rangle,|\uparrow \downarrow\rangle,|\downarrow \uparrow\rangle,|\downarrow \downarrow\rangle$,

$$
\rho=\left[\begin{array}{cccc}
1-p & 0 & 0 & 0  \tag{1.133}\\
0 & p / 2 & -p / 2 & 0 \\
0 & -p / 2 & p / 2 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

We would expect the concurrence will increase as we increase $p$ since $|\uparrow \uparrow\rangle$ is not entangled but |singlet $\rangle$ is entangled. We can compute the square roots of the eigenvalues of the matrix $\rho\left(\sigma_{y} \otimes \sigma_{y}\right) \rho^{*}\left(\sigma_{y} \otimes \sigma_{y}\right)$ exactly and we have $\lambda_{1}=p, \lambda_{2}=0, \lambda_{3}=0, \lambda_{4}=0$, thus

$$
\begin{equation*}
\mathcal{C}(\rho)=\max \{0, p\}=p \tag{1.134}
\end{equation*}
$$

which is exactly what one might expect.
For a $N$-qubit system, whose dynamics is governed by a Hamiltonian $H$, assuming the system is in a thermal equilibrium, we can calculate the entanglement between two arbitrary qubits $i$ and $j$. The reduced density matrix of those two qubits is obtained by tracing out other degrees of freedom and given by

$$
\begin{equation*}
\rho_{i j}=\frac{1}{4} \sum_{\alpha, \beta} p_{\alpha \beta} \sigma_{i}^{\alpha} \otimes \sigma_{j}^{\beta} \tag{1.135}
\end{equation*}
$$

where $\sigma^{\alpha}=\left\{I, \sigma^{x}, \sigma^{y}, \sigma^{z}\right\}$ and $p_{\alpha \beta}=\left\langle\sigma_{i}^{\alpha} \otimes \sigma_{j}^{\beta}\right\rangle=\operatorname{tr}\left(e^{-\beta H} \sigma_{i}^{\alpha} \otimes \sigma_{j}^{\beta}\right) / Z$ is real. $Z$ is the partition function and $\beta=1 / k_{B} T$. In the same basis as Eq. (1.133), the explicit form of $\rho_{i j}$ is given by [76]

$$
\rho_{i j}=\left[\begin{array}{cccc}
\left\langle k_{i}^{+} k_{j}^{+}\right\rangle & \left\langle\sigma_{i}^{-} k_{j}^{+}\right\rangle & \left\langle k_{i}^{+} \sigma_{j}^{-}\right\rangle & \left\langle\sigma_{i}^{-} \sigma_{j}^{-}\right\rangle  \tag{1.136}\\
\left\langle\sigma_{i}^{+} k_{j}^{+}\right\rangle & \left\langle k_{i}^{-} k_{j}^{+}\right\rangle & \left\langle\sigma_{i}^{+} \sigma_{j}^{-}\right\rangle & \left\langle k_{i}^{-} \sigma_{j}^{-}\right\rangle \\
\left\langle k_{i}^{+} \sigma_{j}^{+}\right\rangle & \left\langle\sigma_{i}^{-} \sigma_{j}^{+}\right\rangle & \left\langle k_{i}^{+} k_{j}^{-}\right\rangle & \left\langle\sigma_{i}^{-} k_{j}^{-}\right\rangle \\
\left\langle\sigma_{i}^{+} \sigma_{j}^{+}\right\rangle & \left\langle k_{i}^{-} \sigma_{j}^{+}\right\rangle & \left\langle\sigma_{i}^{+} k_{j}^{-}\right\rangle & \left\langle k_{i}^{-} k_{j}^{-}\right\rangle
\end{array}\right],
$$

where $k^{ \pm}=\left(1 \pm \sigma_{z}\right) / 2, \sigma^{ \pm}=\left(\sigma^{x} \pm i \sigma^{y}\right) / 2$ and we have dropped the tensor product symbol. We are now ready to evaluate the concurrence once the Hamiltonian is specified. Some of the
elements in the reduced density matrix are typically zero due to symmetry considerations. In particular, if our density matrix is in the form of

$$
\rho=\left[\begin{array}{cccc}
\rho_{00} & 0 & 0 & \rho_{03}  \tag{1.137}\\
0 & \rho_{11} & \rho_{12} & 0 \\
0 & \rho_{21} & \rho_{22} & 0 \\
\rho_{30} & 0 & 0 & \rho_{33}
\end{array}\right],
$$

the expression of concurrence can be reduced to

$$
\begin{equation*}
\mathcal{C}(\rho)=2 \max \left\{0,\left|\rho_{12}\right|-\sqrt{\rho_{00} \rho_{33}},\left|\rho_{03}\right|-\sqrt{\rho_{11} \rho_{22}}\right\} . \tag{1.138}
\end{equation*}
$$

2. Entanglement cost. The entanglement cost quantifies how much Bell pairs $|\Phi\rangle=$ $(|00\rangle+|11\rangle) / 2$ that one needs to create the mixed state $\rho$ via LOCC [77]. It is defined as the asymptotic ratio between the minimum number $M$ of used Bell pairs, and the number $N$ of output copies of $\rho$ :

$$
\begin{equation*}
E_{C}(\rho)=\min _{\mathrm{LOCC}} \lim _{N \rightarrow \infty} \frac{M^{\text {in }}}{N^{\text {out }}}, \tag{1.139}
\end{equation*}
$$

which in practice is again very difficult to compute. We should point out that entanglement cost is closely related to the entanglement of formation, which provides some hope to evaluate $E_{C}(\rho)$. It has been rigorously proved that the asymptotic version of the entanglement of formation, which is defined as

$$
\begin{equation*}
E_{F}^{\infty}(\rho)=\lim _{N \rightarrow \infty} \frac{\rho^{\otimes N}}{N} \tag{1.140}
\end{equation*}
$$

is equal to the entanglement of cost [78]

$$
\begin{equation*}
E_{F}^{\infty}(\rho)=E_{C}(\rho) \tag{1.141}
\end{equation*}
$$

There are indications, though no general proof, that the entanglement of formation is additive [79,

$$
\begin{equation*}
E_{F}(\rho \otimes \sigma)=E_{F}(\rho)+E_{F}(\sigma) \tag{1.142}
\end{equation*}
$$

which implies that $E_{F}(\rho)=E_{F}^{\infty}(\rho)=E_{C}(\rho)$.
3. Distillable entanglement. Distillable entanglement is the converse of the entanglement cost [77]. Namely, it is the asymptotic fraction $M / N$ of Bell pairs which can be extracted from $N$ copies of the state $\rho$ by using the optimal LOCC distiilation protocol,

$$
\begin{equation*}
E_{D}(\rho)=\max _{\text {LOCC }} \lim _{N \rightarrow \infty} \frac{M^{\text {out }}}{N^{\text {in }}} \tag{1.143}
\end{equation*}
$$

which is generally smaller than $E_{C}(\rho)$. We remark that this measure fails to satisfy the converse of Nullification: namely, $E_{D}(\rho)=0$ for all disentangled states, but the converse is not true. There exists states which are entangled but for which no entanglement can be distilled from them, and for this reason, they are called bound entangled states, which can be quantified by $E_{C}(\rho)-E_{D}(\rho)$. It is again difficult to calculate $E_{D}(\rho)$ for a general state $\rho$. Therefore, it is important to be able to provide bounds on its value. The upper bounds can be provided by, for instance, entanglement of cost, entanglement of formation, relative entropy of entanglement, and logarithmic negativity (which we will introduce shortly). The lower bound is more tricky, which typically requires the construction of explicit entanglement purification procedure. Instead, the notion of conditional entropy is usually introduced, $C(A \mid B)=S\left(\rho_{A B}\right)-S\left(\rho_{B}\right)$ for a bipartite state $\rho_{A B}$, where $S(\rho)=-\operatorname{tr} \rho \log \rho$. It was shown that $-C(A \mid B)$ provides the lower bound for the one way distillable entanglement (known as Hashing Inequality):

$$
\begin{equation*}
E_{D}\left(\rho_{A B}\right) \geq D_{A \rightarrow B}\left(\rho_{A B}\right) \geq \max \left\{S\left(\rho_{B}\right)-S\left(\rho_{A B}\right), 0\right\} \tag{1.144}
\end{equation*}
$$

where $D_{A \rightarrow B}$ is the distillable entanglement under the restriction that the classical communication may only go one way from $A$ to $B$ [80]. This provide a computable nontrivial lower bound to $E_{D}(\rho)$ (thus also other entanglement measures).
4. Relative entropy of entanglement. It is intuitive to measure the entanglement by considering the minimum "distance" between the state $\rho$ and the convex set $\mathcal{D} \subset \mathcal{H}$ of separable states 81]:

$$
\begin{equation*}
E_{R}(\rho)=\min _{\sigma \in \mathcal{D}} S(\rho \| \sigma) \tag{1.145}
\end{equation*}
$$

where $S(\rho \| \sigma)=\operatorname{tr}[\rho(\log \rho-\log \sigma)]$ is the entropic distance (i.e. the quantum relative entropy) between $\rho$ and $\sigma$. Therefore, the more entangled a state is, the more distinguishable it is from a disentangled state.

So far, we have introduced four types of entanglement measures for a generic mixed state. They all are asymptotically continuous, which means that for a sequence of bipartite Hilbert spaces $H_{1}, H_{2}, \cdots$ (typically with increasing dimension) we can have a sequence of quantum states $\rho_{1}, \rho_{2}, \cdots$ which converges to $\rho^{\otimes n_{1}}, \rho^{\otimes n_{2}}, \ldots$ (typically with increasing $n_{i}$ ) in the trace distance, and the sequence $E\left(\rho_{1}\right) / n_{1}, E\left(\rho_{2}\right) / n_{2}, \ldots$ also converges to $E(\rho)$. Thus all these measures reduce to the von Neumann entropy of entanglement for pure states: $E_{F}(|\psi\rangle)=E_{C}(|\psi\rangle)=E_{R}(|\psi\rangle)=E_{D}(|\psi\rangle)=E_{V}(|\psi\rangle)$. We have the following chain of nice analytic inequalities [82, 83]:

$$
\begin{equation*}
E_{F}(|\psi\rangle) \geq E_{C}(|\psi\rangle) \geq E_{R}(|\psi\rangle) \geq E_{D}(|\psi\rangle) . \tag{1.146}
\end{equation*}
$$

5. Logarithmic negativity. We now introduce a measure which is continuous but not asymptotically continuous, and hence does not reduce to the von Neumann entropy for pure states. Nevertheless, logarithmic negativity is a very useful measure since it can be evaluated very easily, besides its various operational interpretations as an upper bound to $E_{D}(\rho)$, a bound on teleportation capacity, and an asymptotic entanglement cost for exact preparation under the set of positive partial transpose preserving operations 67].

First, it is helpful to introduce the Peres-Horodecki criterion, which is based on the operation of partial transposition of the density matrix [84, 85]. As we mentioned before, given a density matrix $\rho$, it is basically impossible to go through all possible decompositions of $\rho$ to see whether it is separable or not. The Peres-Horodecki criterion provides a necessary condition for separability, which is very easy to check. It states that, if a state $\rho$ is separable, then its partial transpose $\rho^{T_{B}}$ is a valid density matrix, in particular positive semidefinite, $\rho^{T_{B}} \geq 0$. The same holds for $\rho^{T_{A}}$. The converse (i.e. $\rho^{T_{B}} \geq 0$ implies $\rho$ is separable) is false in general. However, we should point out that, for low-dimensional systems, specifically
bipartite systems of dimensionality $2 \times 2$ and $2 \times 3$, the Peres-Horodecki criterion is equivalent to separability. For higher dimensional systems, entangled states with $\rho^{T_{B}} \geq 0$ have been shown to exist, which are known as bound entangled, since their entanglement cannot be distilled to obtain maxiamlly entangled states. Note the partial transposition of a density matrix $\rho=\sum \rho_{i j, k l}|i\rangle\langle j| \otimes|k\rangle\langle l|$ (expanded in a given local orthonormal basis) is defined as

$$
\begin{equation*}
\rho^{T_{B}}=\sum \rho_{i j, k l}|i\rangle\langle j| \otimes|l\rangle\langle k| . \tag{1.147}
\end{equation*}
$$

We can try a maximally entangled state $|00\rangle+|11\rangle$, whose density matrix is

$$
\begin{equation*}
\rho=\frac{|00\rangle\langle 00|+|11\rangle\langle 00|+|00\rangle\langle 11|+|11\rangle\langle 11|}{2} . \tag{1.148}
\end{equation*}
$$

Its partial transposition is given by

$$
\begin{equation*}
\rho^{T_{B}}=\frac{|00\rangle\langle 00|+|10\rangle\langle 01|+|01\rangle\langle 10|+|11\rangle\langle 11|}{2}, \tag{1.149}
\end{equation*}
$$

having eigenvalues $1 / 2,1 / 2,1 / 2,-1 / 2$ (so $\rho^{T_{B}}$ is not positive), which implies that $\rho$ is entangled.

Negativity is an entanglement monotone, which attempts to quantify the negativity in the spectrum of the partial transpose (how much the partial transposition of $\rho$ fails to be positive). It is defined as

$$
\begin{equation*}
N(\rho)=\frac{\left\|\rho^{T_{B}}\right\|-1}{2}=\max \left\{0,-\sum_{k} \lambda_{k}^{-}\right\} \tag{1.150}
\end{equation*}
$$

where $\|X\|=\operatorname{tr} \sqrt{X^{\dagger} X}$ is the trace norm and $\left\{\lambda_{k}^{-}\right\}$are the negative eigenvalues of the partial transpose. A related measure that is more often used is the logarithmic negativity:

$$
\begin{equation*}
E_{N}(\rho)=\log \left\|\rho^{T_{B}}\right\|=\log [1+2 N(\rho)] \tag{1.151}
\end{equation*}
$$

In the case of a maximally entangled state $|00\rangle+|11\rangle$, we have $E_{N}(\rho)=\log 2$. We remark that $E_{N}(\rho)$ can be zero even if the state is entangled, and it is also additive on tensor products $E_{N}(\rho \otimes \sigma)=E_{N}(\rho)+E_{N}(\sigma)$ (note the negativity $N(\rho)$ is not additive).

### 1.5 Open quantum system

In this section, we will introduce some basic concepts in open quantum systems. One may wonder why should we care about open systems. There are many reasons in general [86, 87]. Here are several reasons why I think it is interesting, apart from the fact that all systems are generally open (Schrodinger equation which is for closed system only holds over sometime scale rigorously).

First it is important for quantum technologies which are largely based on quantum entanglement. The decoherence induced by the environment is our main enemy and we hope to reduce it. The study of open quantum system may help us to understand the decoherence processes better and may even give us ways to establish robust entanglement. For example, one big topic in open quantum systems is quantum reservoir engineering and control 88. To date, experiments investigating quantum superpositions and entanglement are hampered by decoherence. However, it was recognized [89] that the engineered interaction with a reservoir can drive the system into a desired steady state. In particular, some dissipation can drive the system of interest into an entangled state [90, 91, 92]. The idea of using and engineering dissipation rather than relying on coherent evolutions represents a paradigm shift with potentially significant practical advantages. Contrary to other methods, entanglement generation by dissipation does not require the preparation of a system in a particular input state and exists, in principle, for an arbitrary long time, which is expected to play an important role in quantum information protocols. These features make dissipative methods inherently stable against weak random perturbations, with the dissipative dynamics stabilizing the entanglement.

Moreover, the study of open quantum system may provide us with new quantum probes 93]. We can use a small controllable quantum system (could be an atom) to interact with a many body complex system for certain amount of time. Our aim is to understand the properties of many body system, which are imprinted in the dynamics of the probes. We hope to build
the map from properties of many body system to the decoherent dynamics of the probe, which would allow us to read off the properties of the many body system of interest.

We will first discuss a general description of nonunitary evolutions in terms of quantum maps and its Kraus Operator Sum Representations (OSR), which is crucial for the derivation of Lindblad master equation and for the understanding of the general theory of measurements. Then, by making the Markovian approximation, we drive the Lindlad master equation both from the Kraus OSR formally and from the first principle. We finally provide a different perspective on the Lindblad master equation from the view of quantum measurement, known as quantum trajectory theory or quantum Monte Carlo wavefunction method.

### 1.5.1 General description for nonunitary evolution

We consider a closed quantum system (governed by a Hamiltonian $H$ ) consisting of a system $S$ and an environment $E$ [94, 86, 95, 96]. Assuming the initial joint state is $\rho_{\mathrm{SE}}(0)$, we have

$$
\begin{equation*}
\rho_{\mathrm{SE}}(t)=U(t) \rho_{\mathrm{SE}} U^{\dagger}(t) \tag{1.152}
\end{equation*}
$$

where $U(t)=e^{-i H t}$ is the joint unitary evolution. We hope to track the dynamics of the system $S$ of interest without following the environment $E$. In fact, the whole point of treating certain degrees of freedom as environment is that they are uncontrolled and too complex to follow in detail. The goal is to develop a formalism to describe the evolution of the system $S$, given some overall evolution of the joint system environment:

$$
\begin{equation*}
\rho_{S}(t)=\operatorname{tr}_{E}\left[U(t) \rho_{\mathrm{SE}}(0) U^{\dagger}(t)\right] . \tag{1.153}
\end{equation*}
$$

An important special case is where initially the system and environment are uncorrelated: $\rho_{\mathrm{SE}}(0)=\rho_{S}(0) \otimes \rho_{E}(0)$. We write $\rho_{E}(0)=\sum_{\nu} \lambda_{\nu}|\nu\rangle\langle\nu|$, a spectral decomposition in an orthonormal basis $\{|\nu\rangle\} \in \mathcal{H}_{E}$ with non-negative eigenvalues $\lambda_{\nu}$. Then we have

$$
\begin{equation*}
\rho_{S}(t)=\sum_{\mu \nu} \sqrt{\lambda_{\nu}}\langle\nu| U(t)|\nu\rangle \rho_{S}(0) \sqrt{\lambda_{\nu}}\langle\nu| U^{\dagger}(t)|\mu\rangle=\sum_{\mu \nu} K_{\mu \nu}(t) \rho_{S}(0) K_{\mu \nu}^{\dagger}(t) \tag{1.154}
\end{equation*}
$$

where $K_{\mu \nu}(t)=\sqrt{\lambda_{\nu}}\langle\mu| U(t)|\nu\rangle$ are known as Kraus operators, only acting on $\mathcal{H}_{S}$. This equation defines the evolution of the system in terms of Kraus operator, which is known as the Kraus Operator Sum Representation (OSR). We remark that the Kraus decomposition is not unique. One can obtain another Kraus decomposition by changing to another basis $\{|\tilde{\nu}\rangle\} \in \mathcal{H}_{E}$. Different Kraus operators of different decompositions are related to each other by an unitary transformation (the same one that relates the basis). It is useful to regard the above result as a quantum map on the density operator:

$$
\begin{equation*}
\rho_{S}(t)=\Phi_{t}\left[\rho_{S}(0)\right], \tag{1.155}
\end{equation*}
$$

where $\Phi_{t}[X]=\sum_{\alpha} K_{\alpha}(t) X K_{\alpha}^{\dagger}(t)$. Here we have collected the indices $\mu \nu$ into a single index $\alpha=(\mu \nu) . \quad X \in \mathcal{B}\left(\mathcal{H}_{S}\right)$ lives in the space of linear operators acting on the system Hilbert space. Note that $\Phi$ maps operators to operators, hence $\Phi$ is called a superoperator. To understand the nature of this map better, let us consider the case that the initial state of the system is pure $\rho_{S}(0)=\left|\psi_{S}(0)\right\rangle\left\langle\psi_{S}(0)\right|$. Then, according to the map, we have

$$
\begin{equation*}
\rho_{S}(t)=\sum_{\alpha} K_{\alpha}(t)\left|\psi_{S}(0)\right\rangle\left\langle\psi_{S}(0)\right| K_{\alpha}^{\dagger}(t), \tag{1.156}
\end{equation*}
$$

where we can set $K_{\alpha}(t)\left|\psi_{S}(0)\right\rangle=\sqrt{p_{\alpha}(t)}\left|\psi_{\alpha}(t)\right\rangle$ with $p_{\alpha}(t)=\left\langle\psi_{S}(0)\right| K_{\alpha}^{\dagger}(t) K_{\alpha}(t)\left|\psi_{S}(0)\right\rangle$ and $\left\langle\psi_{\alpha} \mid \psi_{\alpha}\right\rangle=1$. Thus we have

$$
\begin{equation*}
\rho_{S}(t)=\sum_{\alpha} p_{\alpha}(t)\left|\psi_{\alpha}(t)\right\rangle\left\langle\psi_{\alpha}(t)\right|, \tag{1.157}
\end{equation*}
$$

which implies that, in general, the map takes a pure state to a mixed state, since the system becomes entangled with the environment through the interaction.

Let us now discuss the general properties of the quantum map.

1. Trace preserving. Under the quantum map $\Phi$, a density matrix is mapped onto another physical density matrix whose trace is also one:

$$
\begin{equation*}
\operatorname{tr}[\Phi(\rho)]=\operatorname{tr}(\rho), \tag{1.158}
\end{equation*}
$$

which can be proved by noting that $\sum_{\alpha} K_{\alpha}^{\dagger} K_{\alpha}=I$ (one can prove this by using the definition of Kraus operators).
2. Linearity. One can directly show that the quantum map is linear:

$$
\begin{equation*}
\Phi\left(a \rho_{1}+b \rho_{2}\right)=a \Phi\left(\rho_{1}\right)+b \Phi\left(\rho_{2}\right) \tag{1.159}
\end{equation*}
$$

where $a, b$ are arbitrary scalars.
3. Complete Positivity. Since we are mapping a density matrix to a physical density matrix, the final state must be positive $\Phi(\rho) \geq 0$ (non-negative eigenvalues), which can be easily shown. It is clear that the Kraus representation satisfies these three properties, but it turns out that there are maps that satisfy these properties do not have Kraus representation. In fact, we need to modify and strengthen the positivity property into complete positivity. One can show that the quantum map is not only positive, but also a completely positive map. This means that $\Phi \otimes I_{R}^{(k)}$ is positive for all $k$, where $k$ is the dimension of an ancillary Hilbert space $\mathcal{H}_{R}$, and $I_{R}$ denotes the identity (super-)operator on $\mathcal{H}_{R}$. Then, it is true that a map $\Phi$ has a Kraus OSR if and only if it is trace preserving, linear, and completely positive.

Another representation of quantum map. We have seen that the quantum map can be represented by a Kraus operator sum. Let us go one step further, expanding the Kraus operators in a basis:

$$
\begin{equation*}
K_{\alpha}(t)=\sum_{i=0}^{d_{S}^{2}-1} b_{i \alpha}(t) F_{i} \tag{1.160}
\end{equation*}
$$

where $\left\{F_{i}\right\}$ are the (time-independent) operator basis for $\mathcal{B}\left(\mathcal{H}_{S}\right)\left(d_{S}=\operatorname{dim}\left(\mathcal{H}_{S}\right)\right), b_{i \alpha}$ are the time-dependent elements of a rectangular $d_{S}^{2} \times d_{E}^{2}$-dimensional matrix $b\left(d_{E}=\operatorname{dim}\left(\mathcal{H}_{E}\right)\right)$, and we choose the basis such that $F_{0}=I$. Then we have

$$
\begin{equation*}
\rho(t)=\sum_{i j} \chi_{i j}(t) F_{i} \rho(0) F_{j}^{\dagger}, \tag{1.161}
\end{equation*}
$$

where $\chi_{i j}(t)=\sum_{\alpha} b_{i \alpha}(t) b_{j \alpha}^{*}(t)$ is a $d_{S}^{2} \times d_{S}^{2}$ square matrix. It follows immediately that $\chi$ is hermitian and also positive semidefinite. Let us further write the density matrix into the form of

$$
\begin{equation*}
\rho(t)=\chi_{00}(t) \rho(0)+\sum_{i>0}\left[\chi_{0 i}(t) \rho(0) F_{i}^{\dagger}+\chi_{i 0} F_{i} \rho(0)\right]+\sum_{i, j>0} \chi_{i, j}(t) F_{i} \rho(0) F_{j}^{\dagger} . \tag{1.162}
\end{equation*}
$$

We can simplify this expression by noting that

$$
\begin{equation*}
I=\sum_{\alpha} K_{\alpha}^{\dagger}(t) K_{\alpha}(t)=\chi_{00}(t) I+\sum_{i>0}\left[\chi_{0 i}(t) F_{i}^{\dagger}+\chi_{i 0} F_{i}\right]+\sum_{i, j>0} \chi_{i j}(t) F_{j}^{\dagger} F_{i} \tag{1.163}
\end{equation*}
$$

Let us multiply the above equation first from the right by $\rho(0) / 2$, then from the left, and add the resulting two equations, which yields:

$$
\begin{equation*}
\rho(0)=\chi_{00}(t) \rho(0)+\frac{1}{2} \sum_{i>0}\left[\chi_{0 i}(t)\left\{F_{i}^{\dagger}, \rho(0)\right\}+\chi_{i 0}(t)\left\{F_{i}, \rho(0)\right\}\right]+\frac{1}{2} \sum_{i, j>0} \chi_{i j}(t)\left\{F_{j}^{\dagger} F_{i}, \rho(0)\right\} \tag{1.164}
\end{equation*}
$$

We now subtract this equation from Eq. 1.162 to eliminate the $\chi_{00} \rho(0)$ term, yielding

$$
\begin{equation*}
\rho(t)-\rho(0)=-i[Q(t), \rho(0)]+\sum_{i, j>0} \chi_{i j}(t)\left(F_{i} \rho(0) F_{j}^{\dagger}-\frac{1}{2}\left\{F_{j}^{\dagger} F_{i}, \rho(0)\right\}\right) \tag{1.165}
\end{equation*}
$$

where

$$
\begin{equation*}
Q(t) \equiv \frac{i}{2} \sum_{j>0}\left[\chi_{j 0}(t) F_{j}-\chi_{0 j}(t) F_{j}^{\dagger}\right] \tag{1.166}
\end{equation*}
$$

is hermitian. We can diagonalize the $\chi_{i j}$ matrix via some unitary matrix $u: \Gamma=u \chi u^{\dagger}$, where $\Gamma$ is diagonal and positive semidefinite (with eigenvalues $\gamma_{k} \geq 0$ ). We define $L_{k}=$ $\sum_{j>0} u_{k j}^{*} F_{j}$, and thus we have $F_{i}=\sum_{k>0} u_{k i} L_{k}$, where we note the sum is over $k>0$ (excluding $L_{0}=I$ ). Then we can write the Eq. 1.165) as

$$
\begin{equation*}
\rho(t)-\rho(0)=-i[Q(t), \rho(0)]+\sum_{k>0} \gamma_{k}(t)\left(L_{k} \rho(0) L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \rho(0)\right\}\right) . \tag{1.167}
\end{equation*}
$$

We should emphasize that we did not make any approximation in the discussion of this subsection. The only assumption we have made is that the initial state can be written as $\rho_{S}(0) \otimes \rho_{E}(0)$. In the following subsection, we will make a Markovian approximation to obtain the Lindblad master equation.

### 1.5.2 Lindblad master equation

In the above subsection, we have studied abstract maps of open quantum systems. While this gives us a general framework for describing the quantum map, it does not directly describe the physics of the dynamics. For that, we need to consider a differential equation and the generator of the dynamics [96. As we will see, after applying the Markovian approximation, we can find a differential equation for the density matrix of the system of our interest, known as the Lindblad master equation. Here we will derive it formally by exploiting the Kraus OSR.

To derive a differential equation for $\rho(t)$, let us consider the infinitesimal time interval $d t$ (we will discuss how small it is shortly), and write

$$
\begin{equation*}
\rho(t+d t)=\rho(t)+\mathcal{O}(d t) \tag{1.168}
\end{equation*}
$$

Note here an assumption is made: we assume that the evolution of the quantum system is Markovian, in a sense that $\rho(t+d t)$ is completely determined by $\rho(t)$. This is not generally guaranteed, as the environment, though inaccessible, may have some memory of the system. Nevertheless, in many situations, the Markovian description is a very good approximation.

Based on the Markovian approximation, we now further expand the Kraus operators in terms of $d t$, where we will have one of the operators $K_{0}$ with order one, that we write as

$$
\begin{equation*}
K_{0}(t)=I+[-i H(t)+M(t)] d t \tag{1.169}
\end{equation*}
$$

where both $H, M$ are chosen to be Hermitian and are zeroth order in $d t$. And the other Kraus operators $K_{k}$ with order $\sqrt{d t}$ which has the form

$$
\begin{equation*}
K_{k}(t)=\sqrt{d t} L_{k}(t), k>0 \tag{1.170}
\end{equation*}
$$

where $L_{k}$ are zeroth order in $d t$. The condition $\sum_{k} K_{k}^{\dagger} K_{k}=I$ gives

$$
\begin{equation*}
M=-\frac{1}{2} \sum_{k>0} L_{k}^{\dagger} L_{k} . \tag{1.171}
\end{equation*}
$$

Upto first order of $d t$, we have

$$
\begin{equation*}
\frac{\mathrm{d} \rho}{\mathrm{~d} t}=-i[H(t), \rho]+\sum_{k>0}\left[L_{k}(t) \rho L_{k}^{\dagger}(t)-\frac{1}{2} L_{k}^{\dagger}(t) L_{k}(t) \rho-\frac{1}{2} \rho L_{k}^{\dagger}(t) L_{k}(t)\right] \tag{1.172}
\end{equation*}
$$

The operators $L_{k}$ are called Lindblad operators or quantum jump operators (the reason will be clear in the last subsection). The first term is usual Hamiltonian term which generates unitary evolutions. The other terms describe the dissipation of the system due to interaction with the environment. We remark that, in general, we have a time-dependent Markovian process, where $H, L_{k}^{\dagger}$ are allowed to change over time, as long as these changes are uncorrelated between different time-segements. We can formally write the Lindblad equation as

$$
\begin{equation*}
\frac{\mathrm{d} \rho}{\mathrm{~d} t}=\mathcal{L}(t)[\rho(t)] \tag{1.173}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}(t)[\star]=-i[H(t), \star]+\sum_{k>0}\left[L_{k}(t) \star L_{k}^{\dagger}(t)-\frac{1}{2} L_{k}^{\dagger}(t) L_{k}(t) \star-\frac{1}{2} \star L_{k}^{\dagger}(t) L_{k}(t)\right] \tag{1.174}
\end{equation*}
$$

which is the generator of the dynamics. This Lindblad equation can be solved by $\rho(t)=$ $\Phi_{t}[\rho(0)]$, where the Markovian evolution operator (it is also a quantum map) is given by

$$
\begin{equation*}
\Phi_{t}=\mathcal{T} e^{\int_{0}^{t} d s \mathcal{L}(s)} \tag{1.175}
\end{equation*}
$$

where $\mathcal{T}$ is the time-odering operator. Similar to the procedure in deriving path integral, let us split the time interval $(0, t)$ into $n$ intervals. Then we have $\Phi_{t}=\mathcal{T} e^{d t \sum_{j=0}^{n-1} \mathcal{L}_{j}}$, where $d t=t / n$ and $\mathcal{L}_{j}=\int_{j d t}^{(j+1) d t} d s \mathcal{L}(s) / \tau$ is a "coarse-grained" generator. In the Markovian limit, it is reasonable to assume that the generators of different time intervals commute $\left[\mathcal{L}_{j}, \mathcal{L}_{k}\right]=0$ (no memory of the evolution from one interval to the next), while it is still an open question to derive rigorous conditions for this to hold. In fact, we usually assume $\mathcal{L}_{j}=\mathcal{L}_{0}$ in the Markovian approximation. Then the quantum map can be written as

$$
\begin{equation*}
\Phi_{t}=e^{\mathcal{L} t} \tag{1.176}
\end{equation*}
$$

One can show that this is a completely positive map, since we derive the Lindblad master equation from the Kraus OSR (combined with the the Markovian approximation). This forces all the eigenvalues of $\mathcal{L}$, which physically correspond to decay rates, to be non-positive. Given $\rho_{j}=\rho(j d t)$, we can generate $\rho_{j+1}=e^{d t} \mathcal{L} \rho_{j}$. After Taylor expansion, we have

$$
\begin{equation*}
\rho_{j+1}=\left[1+d t \mathcal{L}+\frac{(d t \mathcal{L})^{2}}{2}+\cdots\right] \rho_{j}, \tag{1.177}
\end{equation*}
$$

In the limit of $d t\|\mathcal{L}\| \ll 1$, we get $\dot{\rho}=\mathcal{L}[\rho]$. This implies that the coarse graining time $d t$ should be much smaller compared to the timescale over which $\rho$ changes $\tau_{D}$. From the discussion below, we will see there is also a lower bound for the coarse graining time.

### 1.5.3 Lindblad master equation from first principles

The Lindblad form of the master equation that we derived above follows by the fundamental properties of quantum maps under the Markovian approximation. To explicitly derive the Lindblad operators, we must turn to the underlying physics. The basic model is the coupling of the system to the environment. Taken together, they form a "closed system" undergoing unitary evolution, governed by Hamiltonian:

$$
\begin{equation*}
H=H_{S}+H_{E}+H_{\mathrm{SE}} \tag{1.178}
\end{equation*}
$$

where $H_{S}, H_{E}$ are Hamiltonians of the system and the environment, respectively. $H_{\mathrm{SE}}$ is the interaction between them. We start with the uncorrelated state $\rho_{\mathrm{SE}}(0)=\rho_{S}(0) \otimes$ $\rho_{E}(0)$. Typically, the environment is taken to be in thermal equilibrium at some temperature $T, \rho_{E}(0)=\rho_{E}^{\text {eq }}=e^{-\beta H_{E}} / \mathcal{Z}_{E}$ where $\mathcal{Z}_{E}=\operatorname{tr} e^{-\beta H_{E}}$ with $\beta=1 / k_{B} T$. The effect of the environment is to cause irreversible decay of the system.

As in standard time-dependent perturbation theory, it is convenient to work in the interaction picture. We have

$$
\begin{equation*}
\frac{\mathrm{d} \hat{\rho}_{\mathrm{SE}}}{\mathrm{~d} t}=-i\left[\hat{H}_{\mathrm{SE}}(t), \hat{\rho}_{\mathrm{SE}}(t)\right] \tag{1.179}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{H}_{\mathrm{SE}}=U_{0}^{\dagger}(t) H_{\mathrm{SE}} U_{0}(t), \quad \text { with } \quad U_{0}(t)=e^{-i H_{S} t} \otimes e^{-i H_{B} t} \tag{1.180}
\end{equation*}
$$

$\hat{\rho}_{\mathrm{SE}}(t)=U_{0}^{\dagger}(t) \rho_{\mathrm{SE}}(t) U_{0}(t)$ is also in the interaction picture. By tracing out the degrees of freedom of the environment, we obtain (drop the subscript $S$ for $\hat{\rho}_{S}$ )

$$
\begin{equation*}
\hat{\rho}(t)=-i \operatorname{tr}_{E}\left[\hat{H}_{\mathrm{SE}}(t), \hat{\rho}_{\mathrm{SE}}(t)\right] . \tag{1.181}
\end{equation*}
$$

Let us integrate for a short time interval, giving us:

$$
\begin{equation*}
\hat{\rho}(t+\Delta t)=\hat{\rho}(t)+\operatorname{tr}_{E}\left\{-i \int_{t}^{t+\Delta t} d t^{\prime}\left[\hat{H}_{\mathrm{SE}}\left(t^{\prime}\right), \hat{\rho}_{\mathrm{SE}}\left(t^{\prime}\right)\right]\right\} . \tag{1.182}
\end{equation*}
$$

We should note that this is not in the Markovian form: $\hat{\rho}(t+\Delta t) \neq \hat{\rho}(t)+\mathcal{O}(\Delta t)$.
Before introducing the Markovian approximation, let us develop some understanding. Assuming there is some characteristic time scale $\tau_{B}$ (environment correlation time), information from the environment is very unlikely to go back to the system after this time scale. By neglecting (coarse graining) the dynamics within this correlation time scale, the dynamics becomes irreversible. In general, the form of the evolution is given an integral-differential equation: $\dot{\hat{\rho}}=\int K\left(t-t^{\prime}\right)\left[\hat{\rho}\left(t^{\prime}\right)\right]$, where $K\left(t-t^{\prime}\right)$ is the memory kernal. In the extremely limit of no memory (the bath correlation time is zero $\tau_{B} \rightarrow 0$ ), we have $K\left(t-t^{\prime}\right) \propto \delta\left(t-t^{\prime}\right)$, thus $\dot{\hat{\rho}}=\mathcal{L}(t)[\hat{\rho}(t)]$. This is known as the Markovian approximation. Let us understand this by thinking about a classical example. Suppose we put a hot penny into a lake at temperature $T$. It is clear that there are two important timescales. The first timescale is $\tau_{B}$ during which the "excited water molecules" rethermalize due to many collisions with other molecules in the lake. Another timescale is $\tau_{D}$, the time it takes for the penny to come to thermal equilibrium. It is clear that the rethermalization of water molecules happens much faster than $\tau_{D}$. For us, we are interested in how the penny reaches the thermal equilibrium. Therefore, when we construct a theory for it, it is natural to coarse grain over a time scale $\Delta t$ :

$$
\begin{equation*}
\tau_{B} \ll \Delta t \ll \tau_{D} \tag{1.183}
\end{equation*}
$$

Let us return to the formal integration of the Schrodinger equation:

$$
\begin{align*}
\hat{\rho}_{\mathrm{SE}}(t+\Delta t)= & \hat{\rho}_{\mathrm{SE}}(t)-i \int_{t}^{t+\Delta t} d t^{\prime}\left[\hat{H}_{\mathrm{SE}}\left(t^{\prime}\right), \hat{\rho}_{\mathrm{SE}}\left(t^{\prime}\right)\right] \\
= & \hat{\rho}_{\mathrm{SE}}(t)+(-i) \int_{t}^{t+\Delta t} d t^{\prime}\left[\hat{H}_{\mathrm{SE}}\left(t^{\prime}\right), \hat{\rho}_{\mathrm{SE}}(t)\right]  \tag{1.184}\\
& +(-i)^{2} \int_{t}^{t+\Delta t} d t^{\prime} \int_{t}^{t^{\prime}} d t^{\prime \prime}\left[\hat{H}_{\mathrm{SE}}\left(t^{\prime}\right),\left[\hat{H}_{\mathrm{SE}}\left(t^{\prime \prime}\right), \hat{\rho}_{\mathrm{SE}}(t)\right]\right]+\cdots
\end{align*}
$$

and it is clear how this continues. The sufficient convergence condition is $\left\|\hat{H}_{\text {SE }}\right\| \Delta t \ll 1$, which can be satisfied if the coupling between the environment and the system is weak enough. We will only keep the terms we write down above, which is known as the Born approximation. For a sufficiently large bath that is in particular much larger than the system, it is reasonable to assume that while the system undergoes non-trivial evolution, the bath remains unaffected, and hence that the state of the composite system at time $t$ is

$$
\begin{equation*}
\hat{\rho}_{\mathrm{SE}}=\hat{\rho}_{S}(t) \otimes \hat{\rho}_{E}(t)+\delta \hat{\rho}(t) \approx \hat{\rho}_{S}(t) \otimes \hat{\rho}_{E}(t) \tag{1.185}
\end{equation*}
$$

In the Markovian approximation, we can replace $\hat{\rho}_{E}(t)$ with $\hat{\rho}_{E}(0)=\rho_{E}^{\text {eq }}$, since the environment returns to equilibrium after the coarse graining timescale $\Delta t$. One can always redefine the Hamiltonian such that the first order term (after performing the trace over the environment $\operatorname{tr}_{E}$ ) in Eq. (1.184) vanishes (96]. Then we have:

$$
\begin{equation*}
\hat{\rho}(t+\Delta t)-\hat{\rho}(t)=-\int_{t}^{t+\Delta t} d t^{\prime} \int_{t}^{t^{\prime}} d t^{\prime \prime} \operatorname{tr}_{E}\left[\hat{H}_{\mathrm{SE}}\left(t^{\prime}\right),\left[\hat{H}_{\mathrm{SE}}\left(t^{\prime \prime}\right), \hat{\rho}_{\mathrm{SE}}(t)\right]\right] \tag{1.186}
\end{equation*}
$$

To proceed, we make a change of variables: $\tau=t^{\prime}-t^{\prime \prime}, \xi=t^{\prime}-t$. Then we get:

$$
\begin{equation*}
\hat{\rho}(t+\Delta t)-\hat{\rho}(t)=-\int_{0}^{\Delta t} d \tau \int_{\tau}^{\Delta t} d \xi \operatorname{tr}_{E}\left[\hat{H}_{\mathrm{SE}}(\xi+t),\left[\hat{H}_{\mathrm{SE}}(\xi+t-\tau), \hat{\rho}_{\mathrm{SE}}(t)\right]\right] \tag{1.187}
\end{equation*}
$$

In the Markovian approximation, the integration over $\tau$ is basically nonzero only over the interval $\tau \in\left(0, \tau_{B}\right)$ (since there is a factor $e^{-\tau / \tau_{B}}$ from the bath correlation). Thus we can safely extend the integration range of $\tau$ to $(0,+\infty)$. Besides, for the same reason, we can replace the lower bound of $\xi$ with $\tau_{B}$, which can be set to zero in the Markovian limit. Thus
we have

$$
\begin{align*}
\frac{\mathrm{d} \hat{\rho}}{\mathrm{~d} t} & =-\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t} \int_{0}^{\infty} d \tau \int_{0}^{\Delta t} d \xi \operatorname{tr}_{E}\left[\hat{H}_{\mathrm{SE}}(\xi+t),\left[\hat{H}_{\mathrm{SE}}(\xi+t-\tau), \hat{\rho}_{\mathrm{SE}}(t)\right]\right]  \tag{1.188}\\
& =-\int_{0}^{\infty} d \tau \operatorname{tr}_{E}\left[\hat{H}_{\mathrm{SE}}(t),\left[\hat{H}_{\mathrm{SE}}(t-\tau), \hat{\rho}_{\mathrm{SE}}(t)\right]\right]
\end{align*}
$$

We can go back to the Schrodinger picture by invoking $\hat{\rho}(t)=U_{0}^{\dagger}(t) \rho(t) U_{0}(t)$ and $\hat{H}(t)=$ $U_{0}^{\dagger}(t) H U_{0}(t)$, which gives us:

$$
\begin{equation*}
\frac{\mathrm{d} \rho(t)}{\mathrm{d} t}=-i\left[H_{S}, \rho(t)\right]-\int_{0}^{\infty} d \tau \operatorname{tr}_{E}\left[H_{\mathrm{SE}},\left[\hat{H}_{\mathrm{SE}}(-\tau)\right], \rho(t) \otimes \rho_{E}^{\mathrm{eq}}\right] \tag{1.189}
\end{equation*}
$$

where $\hat{H}_{\mathrm{SE}}(-\tau)$ is in the interaction picture and we have set $\hbar=1$ through the all discussion for simplicity. This expression is valid for a general interaction $H_{\mathrm{SE}}=\sum_{\alpha} S_{\alpha} \otimes B_{\alpha}$, with $\left\langle B_{\alpha}\right\rangle_{\text {eq }}=0$. Here, $S_{\alpha}$ and $B_{\alpha}$ are operators acting on Hilbert spaces of the system and the environment, respectively. For $\left\langle B_{\alpha}\right\rangle_{\text {eq }} \neq 0$, we can always redefine $B \rightarrow B-\langle B\rangle_{\text {eq }}$. The second term in Eq. (1.189) can be written as

$$
\begin{equation*}
\operatorname{tr}_{E}\left\{\left[H_{\mathrm{SE}},\left[\hat{H}_{\mathrm{SE}}(-\tau), \rho(t) \otimes \rho_{B}^{\mathrm{eq}}\right]\right]\right\}=\left\langle H_{\mathrm{SE}} \hat{H}_{\mathrm{SE}}(-\tau)\right\rangle_{\mathrm{eq}} \rho-\left\langle\hat{H}_{\mathrm{SE}}(-\tau) \rho H_{\mathrm{SE}}\right\rangle_{\mathrm{eq}}+\text { H.c.. } \tag{1.190}
\end{equation*}
$$

It is straightforward to work out the master equation for $\rho(t)$ once the interaction is specified, which will yields the Lindblad form. We use the following example to illustrate this. One can also formally show that the above master equation can be brought into the Lindblad form [96].

Example. Here we derive the well-known relaxation time $T_{1}$ and decoherence time $T_{2}$, which characterize the local relaxation of a single qubit, by considering the dynamics of a spin- $1 / 2$ system $H_{S}=-\Delta \sigma^{z} / 2$ coupled to a bath $H_{E}$. A general form of the interaction can be in the first order of the Pauli matrices $\sigma^{z}$ and $\sigma^{ \pm}=\left(\sigma^{x} \pm i \sigma^{y}\right) / 2$ for the spin- $1 / 2$, $H_{\mathrm{SE}}=\sigma^{z} \otimes X+\sigma^{+} \otimes Y+\sigma^{-} \otimes Y^{\dagger}$, with operators $X$ and $Y$ acting on the bath. We assume $X=X^{\dagger}$, and $\langle X\rangle=\langle Y\rangle=0$, where the average denotes the thermal average taken within the bath. In the interaction picture,

$$
\begin{equation*}
\hat{H}_{\mathrm{SE}}(-\tau)=\sigma^{z} \otimes X(-\tau)+\sigma^{+} \otimes Y(-\tau) e^{i \Delta \tau}+\sigma^{-} \otimes Y^{\dagger}(-\tau) e^{-i \Delta \tau} \tag{1.191}
\end{equation*}
$$

and Eq. (1.190) then becomes

$$
\begin{align*}
& \langle X X(-\tau)\rangle\left(\sigma^{z} \sigma^{z} \rho-\sigma^{z} \rho \sigma^{z}\right)+\left\langle Y Y^{\dagger}(-\tau)\right\rangle e^{-i \Delta \tau}\left(\sigma^{+} \sigma^{-} \rho-\sigma^{-} \rho \sigma^{+}\right)  \tag{1.192}\\
& +\left\langle Y^{\dagger} Y(-\tau)\right\rangle e^{i \Delta \tau}\left(\sigma^{-} \sigma^{+} \rho-\sigma^{+} \rho \sigma^{-}\right)+\text {H.c. }
\end{align*}
$$

where we have assumed certain symmetry properties of the bath such that only $\langle X X\rangle,\left\langle Y Y^{\dagger}\right\rangle$, and $\left\langle Y^{\dagger} Y\right\rangle$ are nonzero. For example, taking $X=S^{z}$ and $Y=S^{-}$to be spin operators in the bath, the $U(1)$ symmetry in the spin space of the bath is assumed. We therefore obtain the master equation:

$$
\begin{equation*}
\dot{\rho}=-i\left[H_{S}+H_{\mathrm{Lamb}}, \rho\right]-\mathcal{L}[\rho] \tag{1.193}
\end{equation*}
$$

where the Lamb shift is

$$
\begin{equation*}
H_{\mathrm{Lamb}}=\frac{\operatorname{Im} \int_{0}^{\infty} d \tau\left\langle\left\{Y(\tau), Y^{\dagger}\right\}\right\rangle e^{-i \Delta \tau}}{2} \sigma^{z} \tag{1.194}
\end{equation*}
$$

and the Lindbladian superoperator is given by:

$$
\begin{align*}
\mathcal{L}[\rho] & =\frac{1}{2} \int_{-\infty}^{\infty} d \tau\langle X(\tau) X\rangle\left(2 \rho-2 \sigma^{z} \rho \sigma^{z}\right) \\
& +\frac{1}{2} \int_{-\infty}^{\infty} d \tau\left\langle Y(\tau) Y^{\dagger}\right\rangle e^{-i \Delta \tau}\left(\sigma^{+} \sigma^{-} \rho+\rho \sigma^{+} \sigma^{-}-2 \sigma^{-} \rho \sigma^{+}\right)  \tag{1.195}\\
& +\frac{1}{2} \int_{-\infty}^{\infty} d \tau\left\langle Y^{\dagger} Y(\tau)\right\rangle e^{-i \Delta \tau}\left(\sigma^{-} \sigma^{+} \rho+\rho \sigma^{-} \sigma^{+}-2 \sigma^{+} \rho \sigma^{-}\right) .
\end{align*}
$$

For notational convenience, let us introduce the following parameters to denote the coefficients in the Lindbladian:

$$
\begin{align*}
2 D & \equiv \int_{-\infty}^{\infty} d \tau\langle X(\tau) X\rangle=i G_{X X}^{>}(\omega=0)=i G_{X X}^{<}(0)=\frac{i G_{X X}^{>}(0)+i G_{X X}^{<}(0)}{2}=\frac{S_{X}(0)}{2} \\
2 B^{<} & \equiv \int_{-\infty}^{\infty} d \tau\left\langle Y(\tau) Y^{\dagger}\right\rangle e^{-i \Delta \tau}=i G_{Y^{\dagger} Y}^{<}(\Delta) \\
2 B^{>} & \equiv \int_{-\infty}^{\infty} d \tau\left\langle Y^{\dagger} Y(\tau)\right\rangle e^{-i \Delta \tau}=i G_{Y^{\dagger} Y}^{>}(\Delta) \\
2 \bar{B} & \equiv B^{>}+B^{<}=\frac{i G_{Y^{\dagger} Y}^{>}(\Delta)+i G_{Y^{\dagger} Y}^{<}(\Delta)}{2}=\frac{S_{Y^{\dagger}}(\Delta)}{2} \tag{1.196}
\end{align*}
$$

where greater and lesser Green's functions follow the conventional definition:

$$
\begin{equation*}
G_{X, Y}^{>}(t) \equiv-i\langle X(t) Y\rangle, \quad G_{X, Y}^{<}(t)=-i\langle Y X(t)\rangle \tag{1.197}
\end{equation*}
$$

We have also introduce the equilibrium symmetrized fluctuations

$$
\begin{equation*}
i G_{X, Y}^{>}(\omega)+i G_{X, Y}^{<}(\omega)=\int d t\langle\{X(t), Y\}\rangle e^{i \omega t} \tag{1.198}
\end{equation*}
$$

specifically, we have the power spectrum

$$
\begin{equation*}
S_{X}(\omega)=\int d t\left\langle\left\{X(t), X^{\dagger}\right\}\right\rangle e^{i \omega t} \tag{1.199}
\end{equation*}
$$

Here, all parameters $D, B^{>}, B^{<}, \bar{B}$ are real-valued by their definitions. Furthermore, being the physical decay rates, they must be non-negative, which is ensured by the thermodynamic stability of the bath, as will be detailed later.

According to the master equation (1.193), we obtain the equation of motion for $s^{z}=$ $\left\langle\sigma^{z}\right\rangle / 2=\left(\rho_{11}-\rho_{22}\right) / 2:$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} s^{z}=-4 \bar{B}\left(s^{z}-\bar{s}^{z}\right), \tag{1.200}
\end{equation*}
$$

from which we extract the relaxation time $T_{1}$ :

$$
\begin{equation*}
T_{1}^{-1}=4 \bar{B}=S_{Y^{\dagger}}(\Delta) \tag{1.201}
\end{equation*}
$$

where $\bar{s}^{z} \equiv\left(B^{>}-B^{<}\right) / 4 \bar{B}$ is the equilibrium value of the spin- $z$ component. This value can be made sense of by writing down the equation for the diagonal elements of the density matrix:

$$
\begin{equation*}
\dot{\rho}_{11}=-2 B^{<} \rho_{11}+2 B^{>} \rho_{22}, \quad \text { and } \quad \dot{\rho}_{22}=2 B^{<} \rho_{11}-2 B^{>} \rho_{22}, \tag{1.202}
\end{equation*}
$$

which implies that the transition rate of flipping the spin from up to down is $2 B^{<}$and that of the reverse process is $2 B^{>}$. In equilibrium,

$$
\begin{equation*}
\frac{\rho_{11}}{\rho_{22}}=\frac{B^{>}}{B^{<}} \tag{1.203}
\end{equation*}
$$

from which we conclude that the probability of measuring $\sigma^{z}$ to be 1 is $B^{>} / 2 \bar{B}$ and -1 is $B^{<} / 2 \bar{B}$, which satisfies $\rho_{11}+\rho_{22}=1$. We next look into the time evolution of the off-diagonal elements:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{12}=i \Delta \rho_{12}-(4 D+2 \bar{B}) \rho_{12}, \quad \text { and } \quad \frac{\mathrm{d}}{\mathrm{~d} t} \rho_{21}=-i \Delta \rho_{21}-(4 D+2 \bar{B}) \rho_{21} \tag{1.204}
\end{equation*}
$$

Since $s^{x}=\left\langle\sigma^{x}\right\rangle=\left(\rho_{12}+\rho_{21}\right) / 2$ and $s^{y}=\left\langle\sigma^{y}\right\rangle=i\left(\rho_{12}-\rho_{21}\right) / 2$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} s^{x}=\Delta s^{y}-(4 D+2 \bar{B}) s^{x} \quad \text { and } \quad \frac{\mathrm{d}}{\mathrm{~d} t} s^{y}=-\Delta s^{x}-(4 D+2 \bar{B}) s^{y} \tag{1.205}
\end{equation*}
$$

We thus identify the decoherence rate:

$$
\begin{equation*}
T_{2}^{-1}=4 D+2 \bar{B}=S_{X}(0)+\frac{S_{Y^{\dagger}}(\Delta)}{2} . \tag{1.206}
\end{equation*}
$$

Note that $S_{X}(0)$ contributes to the dephasing effect only. This is rooted in the fact that $\sigma^{z} \otimes X$ commutes with the single NV center Hamiltonian $\Delta \sigma^{z} / 2$. As a result, this type of interaction does not lead to energy flow between the system and the bath, but information flow only, i.e. a relative phase damping between NV center levels.

Combining Eq. (1.202) and Eq. (1.204), the equations of motion for the density matrix can be put into the following form:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \hat{\rho}=\left(\begin{array}{cc}
-2 B^{<} \rho_{11}+2 B^{>} \rho_{22} & i \Delta \rho_{12}-T_{2}^{-1} \rho_{12}  \tag{1.207}\\
-i \Delta \rho_{21}-T_{2}^{-1} \rho_{21} & 2 B^{<} \rho_{11}-2 B^{>} \rho_{22}
\end{array}\right) .
$$

We remark that Eq. (1.200) and Eq. 1.205) are nothing but the Bloch equations:

$$
\begin{align*}
\frac{\mathrm{d} s^{x}}{\mathrm{~d} t} & =(\vec{s} \times \vec{B})_{x}-\frac{s^{x}}{T_{2}} \\
\frac{\mathrm{~d} s^{y}}{\mathrm{~d} t} & =(\vec{s} \times \vec{B})_{y}-\frac{s^{y}}{T_{2}}  \tag{1.208}\\
\frac{\mathrm{~d} s^{z}}{\mathrm{~d} t} & =(\vec{s} \times \vec{B})_{z}-\frac{s^{z}-\bar{s}^{z}}{T_{1}},
\end{align*}
$$

with the magnetic field $\vec{B}=\Delta \hat{z}$.

### 1.5.4 Quantum trajectories and unravelling the Lindblad equation

Quantum measurement. We first introduce the quantum (generalized) measurement, which is crucial to understand the quantum trajectories [96, 86]. It is also generally important when one studies open quantum systems, since many concepts that appear to be different can be related by thinking about measurements. For example, we have introduced
the density matrix in two different cases. First we can prepare the state statistically according to a classical probability distribution of different pure states: $\rho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$. Second, when we consider a state of a subsystem of a larger set of degrees of freedom: $\rho=\operatorname{tr}_{E}\left|\psi_{\mathrm{SE}}\right\rangle\left\langle\psi_{\mathrm{SE}}\right|$. These two look unrelated. However, if we think of the environment as performing a measurement of the system but not telling us the result, these two cases are basically equivalent (the environment is basically preparing our density matrix in the second case). Measurements of a quantum system causes collapse of the state with associated randomness. Thus a continuously measured quantum state will evolve stochastically, which is known as a quantum trajectory.

Let us make the measurement process we described above more precise. Suppose a quantum meter is coupled to a quantum system. The meter's degrees of freedom get displaced according to the value of the observable $A_{S}$ (of the system) we want to measure. Suppose the interaction part is $H_{S M}=g A_{S} P_{M}$, where $P_{M}$ is the generator of displacement of the meter position $X_{M}$ and $g$ is a real coupling constant. Suppose the system is in a quantum state $\left|\psi_{S}\right\rangle=\sum_{a} c_{a}\left|a_{S}\right\rangle$, where $\left\{\left|a_{S}\right\rangle\right\}$ are eigenstates of $A_{S}$, and the meter is at the origin $\left|0_{M}\right\rangle$. The effect of this interaction is to entangle the system with the meter: $e^{-i g A_{S} P_{M}} \sum_{a} c_{a}\left|a_{S}\right\rangle \otimes$ $\left|0_{M}\right\rangle=\sum_{a} c_{a}\left|a_{S}\right\rangle \otimes\left|X_{M}=g a_{S}\right\rangle$. Then if we measure the position of the meter (with fine resolution) $X_{M}=g a_{S}$, the system is in $\left|a_{S}\right\rangle$, which occurs with probability $P_{a_{s}}=\left|c_{a}\right|^{2}$. This is the von Neumann theory of measurement (a projective measurement), where we assume the meter states are perfectly distinguishable $\left\langle X_{M}^{\prime} \mid X_{M}\right\rangle=\delta\left(X_{M}-X_{M}^{\prime}\right)$. For such a projective measurement, we have two rules. First, the probability of measurement outcome is

$$
\begin{equation*}
p_{a}=\left\langle\psi_{S}\right| \hat{P}_{a}\left|\psi_{S}\right\rangle=\left|\left\langle a \mid \psi_{S}\right\rangle\right|^{2} \tag{1.209}
\end{equation*}
$$

Second, the post-measurement state is conditioned on measurement result:

$$
\begin{equation*}
\left|\psi_{S}\right\rangle \Rightarrow \frac{\hat{P}_{a}\left|\psi_{S}\right\rangle}{\|\left|\psi_{S}\right\rangle \|}=|a\rangle \tag{1.210}
\end{equation*}
$$

where $\hat{P}_{a}=|a\rangle\langle a|$ are projectors on eigen-space, which form a resolution of the identity
$\sum_{a} \hat{P}_{a}=I$.
General theory of measurement. Generally speaking, the meter states are not necessarily perfectly distinguishable. So we need to generalize the concept of measurement that we described before. We know that the system state evolves according to a completely positive map, described by Kraus decomposition. For simplicity, let us take the case that the system is initially in a pure state $\rho^{\text {in }}=\left|\psi_{S}\right\rangle\left\langle\psi_{S}\right|$. Then the state out can be always written as $\rho^{\text {out }}=\sum_{i} K_{i}\left|\psi_{S}\right\rangle\left\langle\psi_{S}\right| K_{i}^{\dagger}$, where $K_{i}$ 's are Kraus operators, satisfying $\sum_{i} K_{i}^{\dagger} K_{i}=I$. We have a way to interpret this quantum map-we have a probability

$$
\begin{equation*}
p_{i}=\| K_{i}\left|\psi_{S}\right\rangle \|^{2}=\left\langle\psi_{S}\right| K_{i}^{\dagger} K_{i}\left|\psi_{S}\right\rangle \tag{1.211}
\end{equation*}
$$

to find the system in

$$
\begin{equation*}
\left|\psi_{i}\right\rangle=\frac{K_{i}\left|\psi_{S}\right\rangle}{\| K_{i}\left|\psi_{S}\right\rangle \|}=\frac{K_{i}\left|\psi_{S}\right\rangle}{\sqrt{p_{i}}} . \tag{1.212}
\end{equation*}
$$

The output state is generally mixed because we have thrown out the measurement record stored in the meter, and thus $\rho^{\text {out }}$ is a statistical mixture wighted by the probability of different outcomes $i$. We remark that the Kraus operators are generally not projectors, indicating that this is generally not a projective measurement. The set of operators $\left\{E_{i}=\right.$ $\left.K_{i}^{\dagger} K_{i}\right\}$ are said to form a POVM (positive operator-valued measure). A POVM is a set of postive operators that form a resolution of the identity $\sum_{i} E_{i}=I$. Projectors form a POVM, but $\left\{E_{i}\right\}$ are generally not projectors. One can generalize to the case that the input state is mixed:

$$
\begin{equation*}
\rho^{\mathrm{out}}=\frac{K_{i} \rho^{\mathrm{in}} K_{i}^{\dagger}}{p_{i}}, \quad \text { with probability } \quad p_{i}=\operatorname{tr}\left(K_{i} \rho^{\mathrm{in}}\right) \tag{1.213}
\end{equation*}
$$

Lindblad master equation and continuous measurement. We know that Lindblad master equation describes a completely positive map. It indicates that we can view the Lindblad equation from the point of measurement, which would give us the so called quantum trajectory theory. Consider the following Lindblad equation:

$$
\begin{equation*}
\frac{\mathrm{d} \rho}{\mathrm{~d} t}=-i[H, \rho]+\sum_{i}\left[L_{i} \rho L_{i}^{\dagger}-\frac{1}{2}\left\{L_{i}^{\dagger} L_{i}, \rho\right\}\right], \tag{1.214}
\end{equation*}
$$

which can be regarded as a differential map (that we have discussed before):

$$
\begin{equation*}
\rho(t+d t)=K_{0}(d t) \rho(t) K_{0}(d t)+\sum_{i>0} K_{i}(d t) \rho(t) K_{i}^{\dagger}(d t), \tag{1.215}
\end{equation*}
$$

where $K_{i}(d t)=\sqrt{d t} L_{i}$, and $K_{0}(d t)=I-i H_{\text {eff }} d t$. Here we have written

$$
\begin{equation*}
H_{\mathrm{eff}}=H-\frac{i}{2} \sum_{i} L_{i}^{\dagger} L_{i} \tag{1.216}
\end{equation*}
$$

which is non-Hermitian. The real part is the Hamiltonian and the imaginary part accounts for the decay as we will see. Suppose that at time $t$ the state is pure, $|\psi(t)\rangle$. Then, at time $t+d t$, the state is

$$
\begin{equation*}
\rho(t+d t)=\left(1-i H_{\mathrm{eff}} d t\right)|\psi(t)\rangle\langle\psi(t)|\left(1+i H_{\mathrm{eff}}^{\dagger} d t\right)+d t \sum_{i} L_{i}|\psi(t)\rangle\langle\psi(t)| L_{i}^{\dagger} . \tag{1.217}
\end{equation*}
$$

Based on the discussion of a completely positive map as the environment performing a measurement of the system and then throwing away the record, we have the following interpretation of the differential map:

- With probability $p_{i}=\langle\psi(t)| K_{i}^{\dagger}(d t) K_{i}(d t)|\psi(t)\rangle=d t\langle\psi(t)| L_{i}^{\dagger} L_{i}|\psi(t)\rangle$, the state jumps:

$$
\begin{equation*}
|\psi(t)\rangle \Rightarrow \frac{L_{i}|\psi(t)\rangle}{\| L_{i}|\psi(t)\rangle \|} \tag{1.218}
\end{equation*}
$$

$L_{i}$ 's are also known as jump operators.

- With probability

$$
\begin{align*}
p_{0} & =\langle\psi(t)| L_{0}^{\dagger}(d t) L_{0}(d t)|\psi(t)\rangle \\
& =\langle\psi(t)|\left(1+i H_{\mathrm{eff}}^{\dagger} d t\right)\left(1-i H_{\mathrm{eff}} d t\right)|\psi(t)\rangle \\
& =\langle\psi(t)|\left[1+i\left(H_{\mathrm{eff}}+H_{\mathrm{eff}}^{\dagger}\right)\right] d t|\psi(t)\rangle  \tag{1.219}\\
& =1-d t\langle\psi(t)| \sum_{i} L_{i}^{\dagger} L_{i}|\psi(t)\rangle \\
& =1-\sum_{i} p_{i}
\end{align*}
$$

there is no jump. In this case, the evolution of the state is governed by the effective non-Hermitian Hamiltonian:

$$
\begin{equation*}
|\psi(t)\rangle \Rightarrow \frac{K_{0}(d t)|\psi(t)\rangle}{\| K_{0}(d t)|\psi(t)\rangle \|}=\frac{e^{-i H_{\text {eff }} d t}|\psi(t)\rangle}{\| e^{-i H_{\text {eff }} d t}|\psi(t)\rangle \|}, \tag{1.220}
\end{equation*}
$$

where we have used $e^{-i H_{\text {eff }} d t} \approx 1-i H_{\text {eff }} d t$.

In fact, this provides an algorithm for calculating the time-evolution of $\rho(t)$ through a stochastic (Monte Carlo) algorithm. Suppose $\rho(0)=|\psi(0)\rangle\langle\psi(0)|$, the density matrix is a statistical mixture of pure states $|\psi(t)\rangle$. Each pure state evolves stochastically and in a time interval $d t$, we update the state according to the rule and probability we discussed above. One can simulate the probability distribution by sampling with the statistics above over many realizations of the stochastic evolution of $|\psi(t)\rangle$ :

$$
\begin{equation*}
\rho(t)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i^{\mathrm{th}}}\left|\psi_{\text {realization }}(t)\right\rangle\left\langle\psi_{i}(t)\right| . \tag{1.221}
\end{equation*}
$$

Therefore, this procedure is also known as the quantum Monte Carlo Wave function simulations of the master equation.

## CHAPTER 2

# Hydrodynamics of vorticity 

> "I consider that I understand an equation when I can predict the properties of its solutions, without actually solving it."

Paul A. M. Dirac

In this chapter, we study the transport of vorticity in both (semi)classical and quantum regime. We first explore a robust topological transport carried by vortices in a thin film of an easy-plane magnetic insulator between two metal contacts. An electric current in one of the magnetized metal contacts can pump vortices into the insulating bulk. Diffusion and two-dimensional nonlocal Coulomb-like interaction between these vortices will establish a steadystate vortex flow. Vortices leaving the bulk produce an electromotive force at another contact, which is related to the current-induced vorticity pumping by the Onsager reciprocity. The voltage signal decays algebraically with the separation between two contacts, similarly to a superfluid spin transport.

We then formulate an experimentally feasible energy-storage concept based on vorticity (hydro)dynamics within an easy-plane insulating magnet. The free energy, associated with the magnetic winding texture, is built up in a circular easy-plane magnetic structure by injecting a vorticity flow in the radial direction. The latter is accomplished by electrically induced spin-transfer torque, which pumps energy into the magnetic system in proportion to the vortex flux. The resultant magnetic metastable state with a finite winding number
can be maintained for a long time because the process of its relaxation via phase slips is exponentially suppressed when the temperature is well below the Curie temperature.

Finally a quantum theory of vorticity (hydro)dynamics on a general two-dimensional bosonic lattice is developed. In the classical limit of a bosonic condensate, it reduces to conserved plasma-like vortex-antivortex dynamics. The nonlocal topological character of the vorticity flows is reflected in the bulk-edge correspondence dictated by the Stokes theorem. This is exploited to establish physical boundary conditions that realize, in the coarse-grained thermodynamic limit, an effective chemical-potential bias of vorticity. A Kubo formula is derived for the vorticity conductivity-which could be measured in a suggested practical device - in terms of quantum vorticity-flux correlators of the original lattice model. As an illustrative example, we discuss the superfluidity of vorticity, exploiting the particle-vortex duality at a bosonic superfluid-insulator transition.

### 2.1 Topological Transport of Vorticity in Heisenberg Magnets

### 2.1.1 Background

Topology and geometry play an important role in modern condensed matter physics [97, 5, [6. Topological excitations, which are nonlinear order-parameter textures, are interesting physical objects both theoretically and experimentally [98, 99, 100]. Dynamics of these excitations can result in conservation laws that do not result from any symmetries of the system, but rather, derive directly from their topology, rooted in the homotopic properties of the associated fields. A magnetic insulator is a rich platform to study various classes of topological excitations and their (hydro)dynamics. On the practical flip side, we can exploit these excitations to deliver information through charge insulators more effectively than using decaying quasiparticles, such as phonons or magnons [101, 102]. Chiral domain walls in quasi-one-dimensional easy-plane (anti)ferromagnets [55, 56], skyrmions in quasi-two-dimensional magnets [103], and the winding of three-dimensional spin-glass textures [104] have already


Figure 2.1: A schematic for the proposed injection and detection of vortices. The electric current in the left magnetized contact pumps vortices into the insulating bulk. The applied voltage is $V_{\text {in }}$. The vortices leaving the system through the right magnetized contact sustain the output voltage $V_{\text {out }}$. The drag coefficient $\mathcal{C}_{d} \equiv V_{\text {out }} / V_{\text {in }}$ quantifies the efficiency of the topological vorticity transport.
been investigated extensively, in this context.
Easy-plane magnets support topological excitations referred to as vortices. They are characterized by the $\mathrm{U}(1)$ winding number, similar to superconducting vortices, and thus are nonlocal, being immune to arbitrary local perturbations (or "surgeries," in the jargon of topologists). This makes them more robust for long-ranged transport than the previously considered topological defects. In addition, their nonlocal nature engenders the Coulomb-like interaction (logarithmic potential), giving rise to a finite-temperature Kosterlitz-Thouless transition. Also, vortices are promising candidates for information and energy storage [105]. In this section, we will develop the hydrodynamic picture of vortices and realize a superfluidlike transport, based on nonsingular textures in easy-plane magnetic materials.

### 2.1.2 Main results and discussion

To illustrate our key findings, we focus on the two-terminal geometry of Fig. 2.1. An electric current in the left magnetic metal contact with magnetization $\mathbf{M}$ exerts an adiabatic torque
on the spins of the film at the left boundary. For an appropriate choice of $\mathbf{M}$ (polarized out of the plane), the work done by the torque will energetically bias the vortex injection into the bulk. By regarding these vortices as classical objects, diffusion and nonlocal Coulomb interactions will establish a steady-state distribution of vortex density and its flow. This pumped vorticity will leave the system and induce an electromotive force at the right contact, according to the Onsager-reciprocal process [106]. Using the drag coefficient $\mathcal{C}_{d} \equiv V_{\text {out }} / V_{\text {in }}$ to measure the efficiency of this topological transport, we find

$$
\begin{equation*}
\mathcal{C}_{d}=(\pi \eta M)^{2} \sigma_{c} \sigma \mathcal{A} / L, \tag{2.1}
\end{equation*}
$$

in the linear-response regime, when $L \rightarrow \infty$ (so the magnetic-insulator bulk dominates the impedance for the vorticity flow). $\sigma_{c}$ and $\sigma$ here are the conductivity of electrons in the metal contacts and the effective conductivity of vortices in the insulating bulk, respectively. $\eta$ is a phenomenological parameter measuring the contact efficiency of the charge-vorticity interconversion. $L$ is the length of the magnetic insulator in the $x$ direction, and $\mathcal{A}$ is the cross section of the metal contacts in the $x z$ plane.

A vortex, being a nonlocal spin texture, shows some beneficial features as compared to chiral domain walls and skyrmions. For instance, the total charge of vorticity is robust to local surgery, such as caused by thermal spin fluctuations. We have the same total vorticity charge even if we arbitrarily deform the spin configuration, as long as the changes are local and not emanating to the boundary. In contrast, local fluctuations could be detrimental to domain-wall chirality [58] and skyrmion number.

At low temperatures, we can generate a vortex lattice in a magnet by utilizing an adiabatic torque on the boundary to control the effective chemical potential associated with the vorticity. This can serve as a platform to explore fundamental physics of emergent solitonic structures, beyond the Abrikosov vortex lattice in superconductors or the skyrmion lattice in chiral magnets. Maintaining skyrmionic crystals out of equilibrium, furthermore, can be more challenging, due to their local character (and the associated finite lifetime,
when they are metastable). Another important aspect is the long-ranged Coulombic interactions between the vortices. We may exploit the associated nonlinear effects to realize semiconductor-inspired transport phenomena like junctions. It is also interesting to explore the natural plasma analogies in the ac response.

### 2.1.3 Continuity equation and stability

Let us consider a two-dimensional magnetic insulator at low temperatures, such that the coarse-grained local spin-density field $\mathbf{m}(t, x, y)=\left(m^{x}, m^{y}, m^{z}\right)$ captures its low-energy dynamics. The vortex density $\rho$ and flux $\mathbf{j}$ constitute the three-current $j^{\mu}=(\rho, \mathbf{j})$ [107]:

$$
\begin{equation*}
j^{\mu}=\epsilon^{\mu \nu \rho} \epsilon_{z b c} \partial_{\nu} m^{b} \partial_{\rho} m^{c} / 2 \pi, \tag{2.2}
\end{equation*}
$$

where $a, b, c$ run over three spin-space projections $x, y, z$ and $\mu, \nu, \rho$ run over three time-space coordinates $t, x, y$. It is easy to verify that the density defined in Eq. (2.2) is conserved: $\partial_{\mu} j^{\mu}=0$, so long as the vector field $\mathbf{m}(t, x, y)$ is smooth such that $\partial_{\mu \nu} \mathbf{m}=\partial_{\nu \mu} \mathbf{m}$. This is just the continuity equation: $\partial_{t} \rho+\boldsymbol{\nabla} \cdot \mathbf{j}=0$.

To see that we can geometrically interpret the current in Eq. 2.2) as a vortex flow, let us integrate the conserved quantity:

$$
\begin{equation*}
\mathcal{Q}=\int_{\Omega} \rho d x d y=\frac{1}{2 \pi} \int_{\partial \Omega} \mathbf{m}_{\|}^{2} \boldsymbol{\nabla} \phi \cdot d \mathbf{l} \tag{2.3}
\end{equation*}
$$

where we use the Stokes theorem and the fact that $\rho$ is a curl of a vector field. Here, $\mathbf{m}_{\|} \equiv\left(m_{x}, m_{y}\right)$ is the planar projection of the vector field, $\phi$ is its polar angle relative to the $x$ axis, and $\Omega, \partial \Omega$ denote the bulk and boundary regions. To ensure that $\phi$ is well defined, we should require $m_{\|} \neq 0$. In the case of an easy-plane anisotropy, $m_{\|}=1$ on the boundary away from the vortex core (normalizing the vector field so that $\mathbf{m} \rightarrow 1$ away from strong textures). Since the polar angle $\phi$ changes by $2 \pi \mathcal{Q}$ in one complete anticlockwise passage around the core, we indeed see that Eq. (2.2) ia a proper expression for the vortex density and current. $\mathcal{Q}$ is simply a $S^{1}$ winding number.

In the easy-plane limit, the topological robustness is rooted in the map $\mathbf{m}: S^{1} \rightarrow S^{1}$, which can be classified by the fundamental group [27] $\pi_{1}\left(S^{1}\right)=\mathbb{Z}$. The base manifold is $\partial \Omega \simeq S^{1}$ and $\mathbf{m}_{\|}$serves as the $X Y$ order parameter (hence $S^{1}$ target manifold, in the easy-plane case). We can thus see that magnetic textures with different $\mathcal{Q}$ are not smoothly connected to each other, and the total charge, which is completely determined by the boundary configuration, is robust to local surgery. Physically, a vortex is stable because it is a nonlocal object, which must be moved across the entire system (or towards an antivortex) in order to be eliminated. According to Eq. (2.2), these topological properties extend to general three-component vector field in two spatial dimensions, even in the absence of quantized vortices.

### 2.1.4 Vortex charge pumping

We illustrate the injection of vorticity in Fig. 2.1, where the linear electric current density (per unit thickness) $\mathbf{J}_{\mathrm{in}}=-J_{\mathrm{in}} \hat{\mathbf{y}}$ in the left contact exerts the local (adiabatic) torque (per unit area in the $y z$ plane) of the form

$$
\begin{equation*}
\boldsymbol{\tau}=\eta \mathbf{M} \cdot \mathbf{m}\left(\mathbf{J}_{\text {in }} \cdot \nabla\right) \mathbf{m} \tag{2.4}
\end{equation*}
$$

$\mathbf{M}=M \hat{\mathbf{z}}$ here is the (uniform) out-of-plane magnetization of the metallic contact, $\eta$ is a phenomenological parameter quantifying the strength of the torque, and $\mathbf{m}$ stands for the (3D) magnetization unit vector along the interface. The work done by this torque on the magnetic texture dynamics is then proportional to the vorticity inflow:

$$
\begin{equation*}
W=\int d t d y d z \boldsymbol{\tau} \cdot\left(\mathbf{m} \times \partial_{t} \mathbf{m}\right)=\pi \eta M I_{\mathrm{in}} \mathcal{Q} \tag{2.5}
\end{equation*}
$$

where $I_{\text {in }}=J_{\text {in }} l$ with $l$ being the thickness of the system in the $z$ direction and we use the fact $\partial_{y} \mathbf{m} \times \partial_{t} \mathbf{m}$ is parallel to $\mathbf{m}$ above. Importantly, the torque discriminates between the topological charges $\mathcal{Q}$ of opposite sign. We denote the work for $\mathcal{Q}=1$ as $W^{+} \equiv \pi \eta M I_{\text {in }}$. Note that this work is invariant under the $x z$-plane reflection, which leaves the vortex charge unchanged [see Fig. 2.2(a)].


Figure 2.2: Structural symmetries of the vortices and the applied torque setup: (a) Vortex charge $\mathcal{Q}$ is invariant under the $x z$ reflection. (b) A nonequilibrium vortex density can be controlled by the electric current circulating around the magnetic region. Red points represent vortex cores. Arrows represent electric current $\mathbf{I}=I \hat{\mathbf{t}}$, where the unit vector $\hat{\mathbf{t}}$ curls anticlockwise in the metal contact that is magnetized out of the $x y$ plane.

At low temperatures, we can generate a vortex lattice in a magnet by utilizing the torque derived above as follows. In this part, we assume the geometry of the sample is circular [see Fig. 2.2(b)]. For easy-xy-plane magnets, now in two spatial dimensions, the energy is given by

$$
\begin{align*}
U= & \frac{1}{2} \int_{\Omega} d x d y\left[A(\boldsymbol{\nabla} \mathbf{m})^{2}+K m_{z}^{2}\right] \\
& -\frac{1}{2} \int_{\partial \Omega} d l \eta M \hat{\mathbf{z}} \cdot[\mathbf{m} \times(\mathbf{I} \cdot \boldsymbol{\nabla}) \mathbf{m}], \tag{2.6}
\end{align*}
$$

where the first term is the bulk energy composed of the exchange energy $\propto A$ and the anisotropy energy $\propto K$, both positive. The second term is the interface energy (integrated over the boundary of the magnet), due to the torque, which is proportional to the net topological charge within the magnet. The current is assumed to flow around the magnetic insulator, tangentially to the boundary: $\mathbf{I}=I \hat{\mathbf{t}}$, with $\hat{\mathbf{t}}$ [see Fig. 2.2(b)] defined as the anticlockwise unit vector. If the magnetization lies in the $x y$ plane, in a large $K$ approximation,
the energy can be written in terms of the azimuthal angle $\phi$ :

$$
\begin{equation*}
U=\frac{A}{2} \int_{\Omega} d x d y(\boldsymbol{\nabla} \phi)^{2}-\frac{\eta M I}{2} \oint_{\partial \Omega} d \mathbf{l} \cdot \boldsymbol{\nabla} \phi \tag{2.7}
\end{equation*}
$$

The second term is quantized as $-\pi \eta M I \mathcal{Q}$ where $\mathcal{Q}$ is the total topological charge. We can minimize the energy

$$
\begin{equation*}
U(\mathcal{Q})=\pi A \mathcal{Q}^{2} / 4-2 \pi \eta M I \mathcal{Q} \tag{2.8}
\end{equation*}
$$

with respect to $\mathcal{Q}$, by considering a configuration $\boldsymbol{\nabla} \phi=\frac{\mathcal{Q}}{R^{2}} \hat{\mathbf{z}} \times \mathbf{r}$ (corresponding to a uniform distribution of vortices), where $R$ is the radius of the sample. The first term $\propto \mathcal{Q}^{2}$ is the Coulomb interaction energy (which depends on the detailed vortices' distribution) and the second, linear term is the torque-induced energy (which controls the effective "chemical potential" of the vorticity). The equilibrium winding number for a given current $I$ is thus found to be $\mathcal{Q} \sim \eta M I / A$. For a fixed $\mathcal{Q}$, the vortices could be expected to form a triangular lattice when $R$ is sufficiently small (depending on the vortex core size $a=\sqrt{A / K}$ ), in analogy to the Wigner crystal [108]. In the opposite regime, as there is no neutralizing background of opposite charge, the vortices should pile up on the edge, which would modify the above electrostatic consideration.

At finite temperatures, similarly to superfluid films, we expect also a Kosterlitz-Thouless transition, with the critical temperature of $T_{\mathrm{KT}} \sim A / k_{B}$. When $T>T_{\mathrm{KT}}$, vortex entropy wins over their energetic cost, resulting in the proliferation of vortex pairs. We do not expect the torque-controlled vortex chemical potential to affect the Kosterlitz-Thouless transition in the thermodynamic limit, due to the long-range repulsion of vortices that prevents an extensive build-up of vorticity.

### 2.1.5 Topological spin drag

In this section, we assume the geometry of the sample is a strip [See Fig. 2.1]. Below the temperature $T_{\mathrm{KT}}$, the vortices are bound into neutral pairs, in thermodynamic equilibrium, and the vorticity flow should, therefore, vanish in linear response. Above $T_{\mathrm{KT}}$, the free
vortices proliferate, which should result in a finite conductivity $\sigma$. We then expect the constitutive relation $j_{x}=-\sigma \partial_{x} \mu$, in terms of the effective electrochemical potential $\mu=$ $\mu_{c}+V . \mu_{c} \propto \rho$ here is the chemical potential determined by the local vortex density $\rho$ and $V$ is the electrostatic potential due to the nonlocal Coulomb interaction. The current in the bulk is thus given by

$$
\begin{equation*}
j_{x}=-\sigma \partial_{x} \mu=-D \partial_{x} \rho+\sigma E_{x} \tag{2.9}
\end{equation*}
$$

where $D$ is diffusion coefficient and $\mathbf{E}=-\boldsymbol{\nabla} V$ is the fictitious electric field determined by $\boldsymbol{\nabla} \cdot \mathbf{E}=4 \pi^{2} A \rho(x)$, with the (open) exchange boundary conditions (i.e., $E_{y}=0$ at boundaries). The coefficient $4 \pi^{2} A$ is particular for the logarithmic interaction for vortices. In a steady state, $\partial_{x} j_{x}=0$, we obtain charge distribution $\rho(x) \sim \rho_{L} e^{-x / \xi}+\rho_{R} e^{(x-L) / \xi}$ in the bulk, where $\xi \equiv \sqrt{D / 4 \pi^{2} A \sigma}$, when $L \gg \xi$. Vortices accumulate near the two ends on a characteristic lengthscale of $\xi$. The magnetic bulk thus acts like a parallel-plate capacitor [see Fig. 2.3(a)]. We can estimate the screening length $\xi$ at high temperatures, $T \gg T_{\mathrm{KT}}$, by treating the vortex plasma as nearly ideal and collisionless. To this end, we invoke the Einstein relation [109]: $D / \sigma=k_{B} T / \rho_{0}$, where $\rho_{0}$ is the equilibrium density of the vortices (irrespective of their charge). This gives $\xi=\sqrt{k_{B} T / 4 \pi^{2} \rho_{0} A} \sim \sqrt{T / T_{\mathrm{KT}} \rho_{0}}$, which can be interpreted as the Debye-Hückel length of our two-dimensional two-component plasma.

From the reaction-rate theory [110], the vortex inflow at the left boundary is given by

$$
\begin{align*}
j_{x}^{L} & =\gamma_{L}^{+}(T, I)-\gamma_{L}^{-}(T, I) \\
& =\gamma_{L}(T)\left[e^{\left(W^{+}-\mu_{L}\right) / k_{B} T}-e^{-\left(W^{+}-\mu_{L}\right) / k_{B} T}\right] \\
& \approx 2 \gamma_{L}(T)\left(W^{+}-\mu_{L}\right) / k_{B} T, \tag{2.10}
\end{align*}
$$

in linear response. Here, $\gamma_{L}^{ \pm}(T, I)$ is the nucleation rate of the vortices with $\mathcal{Q}= \pm 1$, in the presence of an applied electric current $I$ [see Fig. 2.3(b)]. $\gamma_{L}(T) \sim \nu_{L}(T) e^{-E_{0} / k_{B} T}$ can be thought of as the equilibrium injection rate of vortices, in terms of the attempt frequency $\nu_{L}(T)$ and an effective energy barrier $E_{0}$. Similarly, the vortex outflow at the right boundary


Figure 2.3: (a) Vortex charge density distribution as a function of position $x$, for a twodimensional strip extended in the transverse direction. The vorticity accumulates near the two ends with the screening length $\xi$. The electric-current induced work $W^{+}$(per vortex) at the left end injects vortices into the magnetic bulk. The vortex current is driven by the electrochemical potential $\mu$. (b) Electrochemical potential $\mu$ as a function of position $x$, in linear response. At the left boundary, the vortex inflow is given by $j_{x}^{L} \propto W^{+}-\mu_{L}$, while its outflow at the right is $j_{x}^{R} \propto \mu_{R}$. The respective edge electrochemical potentials $\mu_{L, R}$ parametrize the (adiabatic) work required to add an additional vortex there.
is given by

$$
\begin{equation*}
j_{x}^{R} \approx 2 \gamma_{R}(T) \mu_{R} / k_{B} T \tag{2.11}
\end{equation*}
$$

which is driven by the electrochemical potential $\mu_{R}$ that builds up in response to the build up and flow of the vortices from the left contact.

Combining Eqs. 2.9-2.11 and imposing $j_{x}^{L}=j_{x}^{R}=\frac{\sigma}{L}\left(\mu_{L}-\mu_{R}\right)$, we find for the steadystate current along the $x$ direction:

$$
\begin{equation*}
j_{x}=\frac{W^{+}}{\frac{L}{\sigma}+\frac{k_{B} T}{2}\left(\frac{1}{\gamma_{L}}+\frac{1}{\gamma_{R}}\right)} . \tag{2.12}
\end{equation*}
$$

The dynamics of the order parameter at the right terminal induces an electromotive force [111] $\varepsilon=\pi \eta \mathbf{j} \times \mathbf{M}$, according to the Onsager reciprocal relation [106], where $\mathbf{j}$ is the vorticity outflow normal to the interface and, as before, we are assuming $\mathbf{M} \propto \hat{\mathbf{z}}$. This translates into
the induced normalized voltage

$$
\begin{equation*}
\frac{V_{\text {out }}}{V_{\text {in }}}=\frac{(\pi \eta M)^{2} \sigma_{c} \mathcal{A}}{\frac{L}{\sigma}+\frac{k_{B} T}{2}\left(\frac{1}{\gamma_{L}}+\frac{1}{\gamma_{R}}\right)} \tag{2.13}
\end{equation*}
$$

where $\sigma_{c}$ is the (Ohmic) conductivity of the metal contacts and $\mathcal{A}$ their cross section in the $x z$ plane. This (negative) drag coefficient between the two metal contacts, which is mediated by the vorticity flow in the magnetic insulator, scales algebraically $\propto L^{-1}$ when $L \rightarrow \infty$, which is a generic feature of topological hydrodynamics.

In the limit of narrow metal contacts (in the $x$ direction) and a strong magnetic proximity effect due to the magnetic insulator, we can estimate $\eta M \sim \hbar / e$ (in analogy to the adiabatic torques that were invoked in Ref. [103] for the generation of skyrmion hydrodynamics). Note, however, that for wider contacts, $\eta$ will scale inversely with their thickness, according to the definition (2.4), so the drag (2.13) will ultimately vanish as $\mathcal{A}^{-1}$. The vorticity hydrodynamics is also expected to get suppressed as the system is scaled up along the $z$ axis. In this limit, as the vortices become larger, $T_{\mathrm{KT}}$ increases, the vortex mobility diminishes, while their pinning tendency increases.

### 2.1.6 Generalization to higher dimensions

Let us consider a $\sigma$ model with symmetry $\mathrm{O}(n+1)$, denoting the order parameter field by $\mathbf{m}=\left(m^{1}, \cdots, m^{n+1}\right)$, in $d$ spatial dimensions. There are two types of topological excitations, in general. The first type is similar to skyrmions, where we collect the infinity at one point, such that the base manifold becomes $S^{d}$. The order parameter lives in the coset $\mathrm{O}(n+1) / \mathrm{O}(n) \simeq S^{n}$ since a vectorial order parameter breaks the symmetry $\mathrm{O}(n+1)$ down to $\mathrm{O}(n)$ when the direction of $\mathbf{m}$ is specified. Topologically-distinct textures are then classified by $\pi_{d}\left(S^{n}\right)$. When $d=n$, we get skyrmionic textures, according to $\pi_{n}\left(S^{n}\right)=\mathbb{Z}$. The associated skyrmion current is given by [27]

$$
\begin{equation*}
J^{\mu}=\epsilon^{\mu \nu_{1} \cdots \nu_{n}} \epsilon_{a_{1} \cdots a_{n+1}} m^{a_{1}} \partial_{\nu_{1}} m^{a_{2}} \partial_{\nu_{2}} m^{a_{3}} \cdots \partial_{\nu_{n}} m^{a_{n+1}} \tag{2.14}
\end{equation*}
$$

where we use the Greek letters for space-time indices and the Roman letters for field indices.
Leaving the boundaries free, in the $d=n$ case, however, results in another type of excitation. It is analogous to the two-dimensional vorticity and thus more robust than skyrmions due to its nonlocality. To understand this, let us switch to the boundary of a region in $\mathbb{R}^{d}$ as the base manifold. We can also effectively reduce the dimensionality of the order-parameter space by introducing a hard-axis anisotropy: This gives $\mathbf{m}_{\|}=\left(m^{1}, \cdots, m^{d}\right)$. Therefore, the order-parameter manifold is now $S^{d-1}$. The possible topological textures are classified according to $\pi_{d-1}\left(S^{d-1}\right)=\mathbb{Z}$ on the boundary. Such vorticity-type excitations can always be introduced by adding hard axes, as long as $n+1 \geq d$. To make this physically meaningful, we need $m_{\|} \neq 0$ on the boundary.

Let us now explicitly construct the generalization of vorticity hydrodynamics, for $d=$ $n>1$, as suggested by $\pi_{d-1}\left(S^{d-1}\right)=\mathbb{Z}$. The higher-dimensional vorticity current, which obeys the continuity equation $\partial_{\mu} j_{a}^{\mu} \forall a$, is given by

$$
\begin{equation*}
j_{a}^{\mu}=\epsilon^{\mu \nu_{1} \cdots \nu_{n}} \epsilon_{a a_{1} \cdots a_{n}} \partial_{\nu_{1}} m^{a_{1}} \partial_{\nu_{2}} m^{a_{2}} \cdots \partial_{\nu_{n}} m^{a_{n}} . \tag{2.15}
\end{equation*}
$$

To reproduce our preceding discussion of the two-dimensional vorticity flow, we take $d=$ $n=2$ and $a=z$. We can, therefore, regard the vorticity density (3.13) as the $z$ component of a vector $\vec{\rho}=\left(j_{x}^{0}, j_{y}^{0}, j_{z}^{0}\right)$, which is a conserved three-dimensional quantity (corresponding physically to different projections of the order-parameter field). This vectorial vorticity $\vec{\rho}$ is an axial vector, which is invariant under spatial inversion and time reversal. Note the vorticity (2.15) and skyrmion current $J^{\mu}$ are related via $J^{\mu}=j_{a}^{\mu} m_{a}$, in arbitrary dimensions.

The $d=n=1$ case is special. The corresponding order-parameter field is two-dimensional: $\mathbf{m}=\left(m^{x}, m^{y}\right)$. The vorticity density and current are given by

$$
\begin{equation*}
j_{a}^{\mu}=\epsilon^{\mu \nu} \epsilon_{a b} \partial_{\nu} m^{b}, \tag{2.16}
\end{equation*}
$$

where $\mu, \nu$ can be $t, x$ and $a, b$ can be $x, y$. For example, if we choose $a=x$, then $\rho=\partial_{x} m^{y}$
and $j^{x}=-\partial_{t} m^{y}$. Note that the total vorticity charge is bounded:

$$
\begin{equation*}
|\mathcal{Q}|=\left|\int_{L}^{R} \partial_{x} m^{y} d x\right|=\left|m^{y}(R)-m^{y}(L)\right| \leq 2 \tag{2.17}
\end{equation*}
$$

which is due to $\pi_{0}\left(S^{0}\right)=\mathbb{Z}_{2}$.

### 2.1.7 Summary and discussion

- It is important to note that we avoid the singular treatment [112] of vortex density by allowing the order parameter to come out of plane in the core. As a result, we have a smooth expression for the vortex density (3.13) in terms of the order-parameter field. This density is a conserved quantity obeying a continuity equation, which can thus exhibit a hydrodynamic behavior. We construct the torque (2.4) that is able to inject vortices and show the vortices can mediate algebraically-decaying transconductances in electrical circuits. In contrast to winding or skyrmions, vortices are "charged" spin textures, which endows them with some beneficial features. For example, vortices are robust against any local perturbation resulted from thermal fluctuation [58, as different topological sectors are distinct globally. Furthermore, vortices provide a possibility to realize pn junctions or diodes for spintronic systems, due to their Coulombic interactions, and may offer opportunities for information and energy storage [105]. Another important point is that we do not require the magnitude of the order parameter to be fixed to have a conserved density. This is again in contrast to winding and skyrmions, where the hydrodynamic picture breaks down when there are strong fluctuations in the order-parameter magnitude. In this sense, the vortex transport is more stable than other types of spin and topological flows.

Finally, we remark that our phenomenology of two-dimensional vortex hydrodynamics applies equally well to the antiferromagnetic as well as ferromagnetic films. This is understood from the fact that all the pertinent expressions for the vorticity current, torque, work, etc., are even in the magnetic order parameter m. In a collinear bipartite antiferromagnet, the corresponding contributions from the two sublattices can thus effectively add up,
resulting in the same phenomenology.

### 2.2 Energy storage in magnetic textures driven by vorticity flow

### 2.2.1 Background

The centerpiece of the global energy challenge today is a viable method for energy storage, whose key is to convert captured energy into forms that are convenient or economic for long-term storage. Commonly used forms of energy storage are based on chemical energy (lithium-ion batteries), gravitational energy (hydroelectric dam), thermal energy (molten salt), etc. Recent progress in the field of spintronics enables us to manipulate magnetic textures in numerous ways [113, 14, 1], which inspires the possibility of storing energy in the exchange energy associated with topological magnetic textures [105].

Here, we propose a feasible scheme for energy storage in the topological magnetic winding texture of a magnetic insulator. The physical mechanism for charging or discharging is through the control of radial vorticity flows in a Corbino geometry. A "phase slip" in a spin superfluid [57, 58] is known to reduce the phase winding of a one-dimensional system with $X Y$ order by $2 \pi$, by sending a vortex across it. Vice versa, driving a vortex flow in the opposite direction will naturally build up the winding number, and hence the magnetic exchange energy. Different from Ref. [105], where a locally-induced spin Hall torque is used to produce spin winding of a one-dimensional magnetic loop, the present proposal is based on a quasi-two-dimensional annulus, where a spin-transfer torque is applied over the entire area of the magnetic film, in order to inject an isotropic radial vortex current. This vorticity flow is accomplished at elevated temperatures, where the magnetic system may be disordered with no $X Y$ order present, even locally. The topological protection of the induced winding is recovered when, after texturing the magnet by the vortex flow, we cool the system in order to prevent any parasitic phase slips.

Although our structure is limited in terms of energy density compared with the prevalent
lithium-ion battery technology, our approach does have a few advantages. First, magnetic systems are highly nonvolatile and endurable. Magnetic textures protected by nontrivial topological numbers, such as domain walls, vortices, and skyrmions, have already been employed in memory and logic devices [114, 3, 99, 115]. Energy can be stored over an extremely long time scale, with essentially no degradation in charging and discharging cycles. Second, magnetic batteries can be naturally incorporated into spintronic circuits [114, 12, 116, 117, neuromorphic platforms [118, 119, 120, 121], and quantum-information processing tasks based on insulating magnets [122, [23, 123], rendering coherent and low-dissipation operations based purely on spin dynamics. Third, common magnetic materials are environmentally friendly and the development of magnetic batteries is another possible avenue leading to the goal of clean energy.


Figure 2.4: The ring-shaped bilayer with a radius $r$, width $\delta r$, and heights $h_{m}$ for the magnetic insulator and $h_{c}$ for the metal contact. The order parameter of this magnetic insulator with easy- $x y$-plane anisotropy is parametrized by the spin space azimuthal angle $\varphi$. The (ferromagnetic) metal layer has a uniform magnetization $\mathbf{M}=M \hat{\mathbf{z}}$ and an azimuthal current $I$. The electric current induces a vortex flow $I_{v}$ in the radial direction, which builds up an azimuthal winding density $\partial_{l} \varphi$ of the magnetic order parameter, where $l(=r \theta$ in polar coordinates) is the polar position in the plane of the annulus.

### 2.2.2 Central concept

To illustrate our concept, we consider the annulus structure depicted in Fig. 2.4. A thin-film easy-plane magnetic insulator is placed on top of a metal contact. The magnetic insulator can be ferro- or antiferromagnetic, with a vectorial order parameter $\mathbf{n}(\mathbf{r}, t)$ which fluctuates in both direction and magnitude. The in-plane texture is described by the spin space azimuthal angle $\varphi(l, t)$, where $l$ is the polar position. The metal annulus has a uniform magnetic order $\mathbf{M}=M \hat{\mathbf{z}}$.

We define the vorticity 3 -current in $(2+1)$ dimensions within the thin-film magnetic insulator as

$$
\begin{equation*}
\mathcal{J}^{\mu}=\epsilon^{\mu \nu \rho} \hat{\mathbf{z}} \cdot\left(\partial_{\nu} \mathbf{n} \times \partial_{\rho} \mathbf{n}\right) / 2 \pi \tag{2.18}
\end{equation*}
$$

which is carried by the magnetic texture [15]. Here $\epsilon^{\mu \nu \rho}$ is the Levi-Civita symbol (with the Einstein summation implied over the Greek indices $\mu=0,1,2 \leftrightarrow t, x, y)$. The current obeys a topological conservation law, $\partial_{\mu} \mathcal{J}^{\mu}=0$. The total vortex number in the bulk $\Omega$,

$$
\begin{equation*}
\mathcal{N}=\int_{\Omega} d x d y \mathcal{J}^{0}=\frac{1}{2 \pi} \int_{\partial \Omega} d \vec{l} \mathbf{n}_{\|}^{2} \vec{\nabla} \varphi \tag{2.19}
\end{equation*}
$$

by Stokes theorem, is also the total winding number at the boundary $\partial \Omega$. Here $\mathbf{n}_{\|}$is the easy-plane projection of the order parameter $\mathbf{n}$. We remark that this construction is true not only at the low-temperature regime, where $\mathcal{N}$ is integer-valued, but also applicable at high temperatures and the paramagnetic regime (even in the lattice limit [16]), where the vortex number is not quantized.

To load the free energy associated with the magnetic winding texture, we operate the magnetic system near the Curie temperature (paramagnet regime) so that vortices and antivortices deconfine to form a two-dimensional, two-component plasma with finite vortex conductivity $\sigma_{v}$ [15]. A constant electric current $I$ circulating in the magnetic metal contact (see Fig. 2.4) energetically biases a radial vortex flow $I_{v}$ [15] based on symmetry analysis. The electric current and vortex current are Magnus cross-coupled as shown in Fig. 2.5(a). We articulate the detailed mechanism in a later section.


Figure 2.5: (a) Schematic in Fig. 2.4 shows two viscously coupled hydrodynamic entities: one is electron flow $I$ and the other is vortex flow $I_{v}$. (b) The electrical circuit, with a current $I$, resistance $R$, self-inductance $L$ (due to geometry), and effective impedance $Z_{v}(\omega)$ arising from the vortex-flow back-action on the electric circuit. (c) Within the vortex circuit, the electric current $I$ acts as a bias $\mathcal{V}=\gamma I / h_{c}$ for the vortex flow, where $\gamma / h_{c}$ parametrizes the Magnus force between the electron and vortex degrees of freedom. Vortex flow through the magnetic bulk experiences resistance $R_{v}$ which is temperature dependent. The accumulated magnetic texture stores energy according to the capacitance $C_{v}$.

Using this externally driven vortex flow, we are able to reverse the typical "phase-slip" process in superfluids [57, 58, 30, 124] and build up a finite order-parameter winding density $\partial_{l} \varphi$ in the magnetic insulator. The rate of change of the magnetic winding number and the intensity of the vorticity flow are related by the conservation law for the vortex 3-current (2.18):

$$
\begin{equation*}
\mathrm{d} \mathcal{N} / \mathrm{d} t=I_{v} \tag{2.20}
\end{equation*}
$$

As the winding number accumulates, the magnetic configuration builds up a finite free-energy and exerts a restoring force on the vortex flow, which decays exponentially and eventually vanishes when the restoring force balances the external drive. This type of process is analo-
gous to the experimental proposal by Pearl [125], in which a magnetic screw rotating inside a superconducting cylinder is used to propagate vortices radially in order to increase the azimuthal superflow. In this system, the mechanical energy of the rotating magnetic screw is converted into the energy associated with the increased winding of the order parameter. Similarly, our system converts electrical energy into the exchange energy of the magnetic texture.

Tuning the temperature for our magnetic system well below the Curie temperature $T_{c}$ keeps the winding texture within plane, due to the easy-plane anisotropy, thus endowing it with topological protection. In this regime, the conductivity of vortices and hence the unwinding process is exponentially suppressed. As a result, the energy associated with the magnetic texture can be stored indefinitely in the absence of an external drive. To release the energy stored in the magnetic winding texture, we can simply raise the temperature near $T_{c}$ and make use of the natural vortex flow in the "phase-slip" regime. The electromotive force from the vortex flow becomes the output voltage of the magnetic battery.

### 2.2.3 Main results

As we explain below, the dynamics of the system in Figs. 2.4, 2.5 can be understood by mapping to two coupled circuits, one for electron flow and the other for topological charge (vortex) flow. For the topological charge circuit [see Fig. [2.5(c)], the electric current $I$ in the metal contact plays the role of a bias, which applies the vortex-motive force $\gamma I / h_{c}$, triggering a vortex current $I_{v}$. Here $\gamma / h_{c}$ is an interfacial spin-transfer torque parameter to be defined below. The magnetic insulator itself behaves like a vortex capacitor $\left(C_{v}\right)$ and resistor ( $R_{v}$ ) in series.

For the electric circuit, a reciprocal electromotive force $\mathcal{E}_{\text {EMF }}=\gamma I_{v} / h_{c}$ arises from the coupling between electron and vortex dynamics [126, [127], in series with the resistance $R$ and the geometric inductance $L$ of the metal contact. The Onsager reciprocity [106] between
the two circuits can be expressed in the compact form $\mathbf{V}=\hat{\mathcal{R}} \mathbf{I}$,

$$
\binom{V}{V_{v}}=\left(\begin{array}{cc}
R+L \frac{\mathrm{~d}}{\mathrm{~d} t} & \gamma / h_{c}  \tag{2.21}\\
-\gamma / h_{c} & R_{v}
\end{array}\right)\binom{I}{I_{v}}
$$

where $V$ is the electric voltage drop across the metallic contact and $V_{v}=-\mathcal{Q} / C_{v}$ is the effective chemical potential associated with the accumulated topological charge $\mathcal{Q} \equiv \mathcal{N} T$, We will see that the electromotive force results in an impedance in the electric circuit, interpolating between a resistance (in the high-frequency response, compared with the characteristic $R_{v} C_{v}$ time) and an inductance (at low frequencies). As we discuss below, this inductance can be comparable with the geometrical inductance within the electric circuit, and, therefore, we propose to characterize the vorticity-current interaction through its contribution to the electrical rf inductance.

Lastly, by neglecting the geometric inductance $L$, we estimate the charging efficiency, defined to be the ratio of the total energy stored to the total energy input, as

$$
\begin{equation*}
\eta=\frac{1 / 2}{R R_{v} h_{c}^{2} / \gamma^{2}+1} \tag{2.22}
\end{equation*}
$$

from which we see explicitly that the efficiency benefits from a thinner metal contact $h_{c}$. The three parameters ( $R, R_{v}$, and $\gamma / h_{c}$ ) correspond to three dissipation channels: electrical resistance of the metal, resistance of the vortex current in the magnetic insulator, and their mutual resistance, respectively.

### 2.2.4 Biased vortex flow

A motive bias for vortex flow is established by a circulating electric current $I$ (see Fig. 2.4) in a magnetically polarized metal contact $(\mathbf{M}=M \hat{\mathbf{z}})$. This current exerts a long-wavelength torque (per unit area) on the magnetic texture [15],

$$
\begin{equation*}
\boldsymbol{\tau}=\gamma n_{z}(\vec{j} \cdot \vec{\nabla}) \mathbf{n}, \tag{2.23}
\end{equation*}
$$

[^0]where $j=I / h_{c} \delta r$ is the azimuthal electric current density and $n_{z}$ is the $z$ component of the magnetic order parameter. $\gamma \equiv \operatorname{sign}(M) \pi \hbar h_{\text {eff }} / e$, where the lengthscale $h_{\text {eff }}$ can be loosely interpreted as the spatial extent of the torque, as a proximity effect at the interface, within the insulator. The torque does work upon magnetic dynamics at the rate
\[

$$
\begin{equation*}
\dot{W}=\int d x d y \boldsymbol{\tau} \cdot(\mathbf{n} \times \dot{\mathbf{n}})=\gamma \int d x d y(\overrightarrow{\mathcal{J}} \times \vec{j}) \cdot \hat{z}, \tag{2.24}
\end{equation*}
$$

\]

where the integration is performed over the interface. Here, we have taken, for simplicity, the magnitude of the order parameter to be fixed, $\mathbf{n}=1$. In the high-temperature regime, where $\mathbf{n}$ is fluctuating strongly, a similar result is expected, albeit with a renormalized prefactor. Eq. (2.24) indicates that the coupling between electron and vortex dynamics is Magnus cross-like (see Fig. 2.5(a)). In other words, the electric current tangential to a magnetic interface produces a Magnus force on vortices, resulting in a transverse vortex flow, and vice versa. This underlies the mechanism for building up and relaxing the winding texture in the magnetic insulator.

### 2.2.5 Mapping onto two coupled circuits

We first consider the vortex dynamics in the magnetic insulator, by exploiting the duality between the $X Y$ magnet and electrostatics in two dimensions [128, 129]. In the lowtemperature regime (for simplicity) $\mathbf{n}$ is in plane and has a fixed magnitude (though, the results we obtain also generalize to the high-temperature regime where the magnitude of $\mathbf{n}$ is allowed to fluctuate). The duality is accomplished by identifying the total winding of the magnetic order parameter with the electric charge $\mathcal{Q}=\mathcal{N}$, and the spatial gradients of the order-parameter angle with the electric field $\vec{E}=\mathcal{A} \vec{\nabla} \varphi \times \hat{z}$, where $\mathcal{A}$ is the order-parameter stiffness. We can now recast the definition of the winding number 2.19) as Gauss's law for the electric charge $\int d \vec{s} \cdot \vec{E}=\mathcal{Q} / \epsilon$, where $d \vec{s}=d \vec{l} \times \hat{z}$ is the line element in the radial direction and $\epsilon=1 / \mathcal{A}$ is the permittivity (note that making this identification requires the topological charge to be $Q=2 \pi N$, where $N$ is the winding number). Mapping the energy
expression for the insulating magnet to electrostatic notation, gives

$$
\begin{equation*}
\mathcal{E}=h_{m} \frac{\mathcal{A}}{2} \int d x d y(\vec{\nabla} \varphi)^{2}=h_{m} \int d x d y \frac{\epsilon \vec{E}^{2}}{2} \tag{2.25}
\end{equation*}
$$

where $h_{m}$ is the height of the magnetic insulator.
Therefore, driving topological charges (vortices) from the inner edge to the outer edge can be interpreted as a charging-capacitor process, which is triggered by a charge transfer (that is linked to the winding number) across the annulus. Noting that the power (2.24) can be rewritten as $\dot{W}=\gamma I I_{v} / h_{c}$, we can view the metallic contact as a battery with voltage $\mathcal{V}=\gamma I / h_{c}$ acting on a vortex $R_{v} C_{v}$ circuit, as illustrated in Fig. 2.5. The effective capacitance can be extracted by simply equating the energy 2.25 with $\mathcal{E}=\mathcal{Q}^{2} / 2 C_{v}$, whereas Ohm's law [130] $\overrightarrow{\mathcal{J}}=-\sigma_{v} \vec{\nabla} \mu$ gives the resistance $R_{v}=\Delta \mu / I_{v}$, where $I_{v}=2 \pi r \mathcal{J}$ is the vortex current and $\Delta \mu$ is the motive force on the vortex flow. Thus, we arrive at the effective vortex capacitance and resistance

$$
\begin{equation*}
C_{v}=\frac{1}{\mathcal{A}} \frac{2 \pi r}{h_{m} \delta r}, \quad R_{v}=\frac{1}{\sigma_{v}} \frac{\delta r}{2 \pi r} . \tag{2.26}
\end{equation*}
$$

Here $\sigma_{v}^{-1}$ is the vortex resistivity whose main contributions arise from vortex collisions (such as umklapp scattering, disorder, etc) and Gilbert damping.

The vortex current acts reciprocally on the electric circuit, as summarized in Eq. 2.21), from which we wish to determine its effective impedance in the electric current. After Fourier transforming and solving for the electric response, we arrive at the total impedance:

$$
\begin{equation*}
Z(\omega) \equiv \frac{V(\omega)}{I(\omega)}=R+i \omega L+\frac{i \omega C_{v} \gamma^{2} / h_{c}^{2}}{1+i \omega R_{v} C_{v}}, \tag{2.27}
\end{equation*}
$$

where the last term [henceforth denoted $Z_{v}(\omega)$ ] is the vorticity impedance, arising from the coupling between electron and vortex dynamics. In the high frequency regime ( $\omega \gg 1 / \tau$ ) where $\tau=R_{v} C_{v}$ is the time scale of the vortex charging (or discharging) process, one obtains $Z_{v}(\omega)=\gamma^{2} / h_{c}^{2} R_{v}$, indicating that the magnetic insulator, generating an electromotive force against the input electric current, behaves like a resistor in the electric circuit. In the opposite regime where $\omega \ll 1 / \tau$, we have $Z_{v}(\omega)=i \omega C_{v} \gamma^{2} / h_{c}^{2}$, suggesting that the magnetic insulator plays the role of an inductor with $L_{v}=C_{v} \gamma^{2} / h_{c}^{2}$.

### 2.2.6 Battery efficiency and quantitative estimates

The dc electric current $I$ flowing in the metal contact [Fig. 2.4 eventually results in a steady-state magnetic texture with winding density $\partial_{l} \varphi=\gamma I / \mathcal{A} h_{c} h_{m} \delta r$, and an associated free energy

$$
\begin{equation*}
\mathcal{E}=\frac{1}{2} C_{v} \mathcal{V}^{2}=\frac{1}{\mathcal{A}} \frac{\pi r}{h_{m} \delta r}\left(\frac{\gamma I}{h_{c}}\right)^{2}, \tag{2.28}
\end{equation*}
$$

at time $t \gg \tau=R_{v} C_{v}=1 / \mathcal{A} \sigma_{v} h_{m}$. Here, the vortex conductivity $\sigma_{v}=\rho_{v} \mu=\rho_{v} D / k_{B} T$ depends on the temperature through the free-vortex density $\rho_{v}$ and vortex mobility $\mu$ (via the Einstein relation). In the extreme limit $T \ll T_{c}$, where $\rho_{v} \sim 0$, we have zero vortex conductivity leading to $\tau \rightarrow \infty$. In the opposite regime (above the Curie temperature $\left.T_{c} \sim J / k_{B}\right)$, the order parameter varies on the atomic scale, $\rho_{v} \sim 1 / a^{2}$ and $D \sim J a^{2} / \hbar$, giving the lower bound of the charging time $\tau \sim \hbar / J$. Thus, the vortex conductivity $\sigma_{v}$ and $\tau$ are highly tunable by temperature.

To estimate the efficiency $\eta$ of the charging process, we neglect the geometrical inductance of the metal contact and allow the device to charge for a time $\tau$. The charging will be accomplished by using a single square-wave pulse of current $I$. The total external energy input during the charging process is

$$
\begin{equation*}
\mathcal{W}=\int_{0}^{\tau} d t I V(t)=I^{2} R \tau+\tau \frac{\mathcal{V}^{2}}{R_{v}}\left(1-e^{-1}\right) \tag{2.29}
\end{equation*}
$$

where $V(t)$ is the electric voltage drop across the metal contact that can be obtained by solving Eq. (2.21). These terms take into account the energy loss due to Joule heating and vortex motion as well as the stored energy within the magnetic texture. The numerical factor of the second term is of order unity, replacing this factor with one leads to the efficiency defined in Eq. 2.22) of the charging-process. Considering the regime where $\tau \sim \hbar / J$, we have $\frac{R R_{v} h_{c}^{2}}{\gamma^{2}} \sim \frac{h_{m} h_{c}}{h_{\text {eff }}^{2}} \frac{1 / k_{F}^{2}}{a d}$, where $d$ and $k_{F}$ are the mean free path and Fermi wave number of electrons within the metal, respectively. It is clear that the efficiency benefits from improving the conducting quality of the metal and decreasing thicknesses of both insulating magnet and metallic contact, which makes sense intuitively. When taking the geometrical inductance $L$
into account we can improve the efficiency further. In the limiting case of $L \rightarrow \infty$, where the charging process is adiabatic, the efficiency can, in principle, approach 1.

The maximal energy-storage capacity, another quantity of interest, is dictated by the Landau criterion for energetic stability [55], where the magnetic texture is maximally wound. It is achieved when the winding texture energy $\left[\sim \mathcal{A}\left(\partial_{l} \varphi\right)^{2}\right]$ is comparable to the easy-plane anisotropy energy $(\sim \mathcal{K})$ that fixes the winding within the easy-plane. Let us take the bulk stiffness to be $\mathcal{A}=5 \times 10^{-12} \mathrm{~J} / \mathrm{m}$, an easy-plane anisotropy strength of $\mathcal{K}=5 \times 10^{5} \mathrm{~J} / \mathrm{m}^{3}$, and mass density $5.11 \mathrm{~g} / \mathrm{cm}^{3}$ (yttrium iron garnet), which yields for the winding density $1 / \partial_{l} \varphi=\sqrt{\mathcal{A} / \mathcal{K}} \sim 3 \mathrm{~nm}$ and a specific energy density of $0.1 \mathrm{~J} / \mathrm{g}$. Such an energy can be loaded by applying an electric current density of $10^{12} \mathrm{~A} / \mathrm{m}^{2}$ within a thin metal contact, which is feasible experimentally [99. We can further increase the specific energy density by enhancing the easy-plane anisotropy. For example, in the extreme limit where the order parameter can vary on the atomic scale, $1 / \partial_{l} \varphi \sim a$, we have the specific energy density $10^{4} \mathrm{~J} / \mathrm{kg}$, which is about an order of magnitude below the capacity of lithium-ion batteries.

To characterize the vorticity-current interaction, which underlies the mechanism of our proposal, we suggest measuring its contribution to the electric inductance in the rf response. To this end, we note that $L_{v}$ can be manufactured to be comparable with the geometrical inductance $L: \frac{L_{v}}{L} \sim \frac{1}{\alpha^{2}} \frac{e^{2} / a}{J} \frac{a^{2}}{h_{m} \delta r} \sim 1$, where $\alpha$ is the fine structure constant and we have used $\delta r h_{m} \sim 100 \mathrm{~nm}^{2}$. Alternatively, one can measure the (transient) vortex discharging process, where the electric voltage of the metal is $V(t)=V_{\max } e^{-t / \tau}$, by solving Eq. 2.21) with an open electric circuit. For a thin contact $\left(h_{c} \sim h_{\text {eff }}\right)$, one obtains that $V_{\max } \tau \sim \frac{\hbar}{e} \frac{r}{\sqrt{\mathcal{A} / \mathcal{K}}}$. Assuming $r \sim 1 \mu \mathrm{~m}$ and $\tau \sim 10 \mathrm{~ns}$ which should be easily accessed experimentally, we get a measurable voltage drop of $V_{\max } \sim 10^{-4} \mathrm{~V}$.

### 2.2.7 Summary and outlook

We have proposed an experimentally feasible energy storage concept in insulating magnets based on the collective transport of vortices, emerging out of the topologically nontrivial real-
space order-parameter textures. This allows to utilize the current-magnet interaction with a focus on the dynamics of topological textures rather than the conventional spin currents. The energy associated with the winding texture can be loaded by electric means which biases vortex flow within the magnet [15, 16]. The system is mapped onto two coupled circuits, where we interpret the energy-loading process as a capacitor-charging action. This energy storage is attractive due its potential longevity [131, 132], endowed by the topological nature of vorticity, and its compatibility with integrated spintronic circuits [114, 12, 116, 117] and quantum-information processes based on insulating magnets [122, 23, 123 .

Note that the heating/cooling in the vicinity of $T_{c}$ (which may be a natural consequence of the Joule heating by the applied current) is invoked in our proposal only to change the vorticity transport parameters, which effectively undergo a transition between diffusive (above $T_{c}$ ) and insulating (below $T_{c}$ ) behaviors. The associated dissipation of energy (by Joule heating) is accounted for in our analysis and would not be of much concern otherwise if the vortex conductivity changes significantly over a small temperature range. Other ways to modulate the impedance of vorticity may in principle be developed in the future.

One could envision a variety of generalizations of our proposal by exploiting different topological hydrodynamics. An immediate example is the magnetic hedgehog in three dimensions. When a hedgehog passes through a chiral magnet [133], a finite skyrmion density is built up which is associated with finite energy and can be devised to store energy. The resultant skyrmion density is protected by Dzyaloshinskii-Moriya interaction which plays a role of easy-plane anisotropy for winding texture. We remark that this is the generic property of $n$-dimensional nonlocal topological defects, which would establish ( $n-1$ )-dimensional nonlinear textures when they flow through a medium, dictated by the generalized Stokes' theorem. Other types of topologically conserved local defects, such as skyrmions in twodimensional magnetic films [103] and three-dimensional skyrmionic textures in frustrated magnets [134], can also be quite valuable potentially for energy-storage purposes. These systems provide ample opportunities to explore energy storage concepts based on spin degrees
of freedom and deserve further investigation.

### 2.3 Quantum hydrodynamics of vorticity

### 2.3.1 Background

It is now well appreciated that electrically insulating materials may exhibit a wealth of neutral transport phenomena. The underlying conserved quantities may emerge out of certain symmetries associated with the microscopic spin [9, 113] or pseudospin (e.g., valley [135]) degrees of freedom or, alternatively, topology of the collective dynamics [14]. The former scenario, which has been most thoroughly exploited in the field of spintronics [9, 113], concerns the spin angular momentum along a high symmetry axis of the pertinent heterostructure. As the full axial symmetry is inevitably broken in spin space, at some level, the resultant spin hydrodynamics is always approximate, being useful only on some finite time and/or length scales. The topological hydrodynamics, on the other hand, is potentially more robust, as it is rooted in the topological structure of the dynamical variables rather than any specific structural symmetries [14]. At the heart of this are conservation laws constructed out of a topological invariant of the dynamical field configurations, such as the winding number of a one dimensional XY model [56, 17] or a superfluid [124] or the skyrmion number of a two-dimensional Heisenberg model [103]. These topological invariants are endowed by the homotopic properties of the smooth field configurations of the bulk, following, for example, the $\pi_{n}\left(S^{n}\right)=\mathbb{Z}$ group-theoretic structure of the $n$-th homotopy on $d$-sphere, when $n=d$ [27]. The integer on the right-hand side here counts the conserved topological "charge" that can be associated with the dynamical fields. Being conserved in the bulk, this effective charge can, nonetheless, flow in and out of the medium through its boundaries, which hints at a possibility of its control: The (nonequilibrium) boundary conditions could be devised to bias injection of the topological charge of certain sign and, reciprocally, detect its outflow elsewhere [14]. This points to a conceptual possibility of assigning a bulk conductivity to
the topological charge fluctuations in the material, which could potentially extend many of the useful and intuitive notions associated with the charge conductivity to broad classes of insulating materials. Both device possibilities and novel transport probes of fundamental material properties could then be expected to arise hand in hand. The outlook may, however, be hindered by one key approximation underlying such hydrodynamic constructions: The overarching topological invariant is a property of a low-energy sector of the theory, with pathological excursions between different topological sectors possible in principle. In the case of the winding dynamics, such excursions are known as phase slips, which are central to understanding low-dimensional superfluidity and superconductivity [124]. Skyrmions, likewise, can be created and annihilated by local fluctuations [136, 137]. Such detrimental phase-slip-like events, which ultimately relax any topological configuration towards the global equilibrium, can originate either at the atomistic level, where the coarse-grained treatment of the smooth field theory breaks down, or more macroscopically, where the dynamical variables deviate significantly from their presumed low-energy manifold. Even when such processes are rare, in the limit when they are exponentially suppressed by a large energy barrier, their existence poses a technical challenge in formulating a transport theory. After all, there is no strict continuity equation for the topological charge at the microscopic quantum level, unless we formally separate and eliminate the phase-slip events. Depending on the exact model, parameters, and ambient temperature, furthermore, there may be a plethora of scenarios for the phase-slip dynamics [124], which could diminish the utility of the topological conservation law. In this section, we formulate a topological hydrodynamics that is based on a robust continuity equation immune to all these issues. Its formal distinguishing feature is in the conserved quantity that is related to the field homotopy defined on the boundary rather than the bulk, which, nevertheless, determines a conserved bulk quantity according to a Stokes theorem [15]. We demonstrate this general idea by the ground-up construction of a quantum vorticity hydrodynamics in $2+1$ dimensions, offering links to quantum spintronics [14], particle-vortex dualities in many-body systems [138, 139, 140, and quantum
turbulence [141].

### 2.3.2 Classical vorticity dynamics

A conventional superfluid condensate can be described by a complex-valued order parameter $\phi$. The corresponding scalar field $\phi=\sqrt{n} e^{i \varphi} \in \mathbb{C}$ (where $n \geq 0$ is the condensate density and $\varphi \in \mathbb{R}$ is its phase) residing in $2+1$ dimensions, $\phi(\mathbf{r}, t)$, realizes an $\mathbb{R}^{2} \rightarrow \mathbb{C}$ mapping, at any given time $t$. These field textures are devoid of point defects, as the fundamental homotopy group of the complex plane is trivial, $\pi_{1}(\mathbb{C})=1$. Such two-dimensional textures are, furthermore, all topologically equivalent, having fixed the boundary profile of $\phi$ on a simply connected patch of $\mathbb{R}^{2}$, which is reflected in the fact that $\pi_{2}(\mathbb{C})=1$. Despite this, a smooth vector field defines a topological hydrodynamics [14] governed by the continuity equation $\partial_{\mu} j^{\mu}=0$ (with the Einstein summation implied over the Greek letters: $\mu=0,1,2 \leftrightarrow$ $t, x, y)$, where

$$
\begin{equation*}
j^{\mu}=\frac{\epsilon^{\mu \nu \xi} \partial_{\nu} \phi^{*} \partial_{\xi} \phi}{2 \pi i} \tag{2.30}
\end{equation*}
$$

Here, $\epsilon^{\mu \nu \xi}$ is the Levi-Civita symbol. For a rigid texture sliding at a velocity $\mathbf{v}, \mathbf{j}=\rho \mathbf{v}$, where $\rho \equiv j^{0}$ and $\mathbf{j}=\left(j^{x}, j^{y}\right)$. For a sharp vortex in an ordered medium with the free energy minimized by a finite $n, \rho \approx n \delta\left(\mathbf{r}=\mathbf{r}_{0}\right)$, where $\mathbf{r}_{0}$ is the vortex-core position where $n$ vanishes. Fixing a finite magnitude of the scalar field, the homotopy group would in this case become $\pi_{1}\left(S^{1}\right)=\mathbb{Z}$, counting essentially the number of vortices in the system. The conserved quantity can be recast as a fictitious flux ( $\mathbf{z}$ is the z axis unit vector):

$$
\begin{equation*}
\rho=\frac{\mathbf{z} \cdot \nabla \phi^{*} \times \nabla \phi}{2 \pi i}=\frac{\mathbf{z} \cdot \nabla \times \mathbf{A}}{2 \pi}, \tag{2.31}
\end{equation*}
$$

associated with the gauge field

$$
\begin{equation*}
A=-i \phi^{*} \nabla \phi \tag{2.32}
\end{equation*}
$$

Applying Green's theorem, we then see that the conserved topological charge within a patch $\mathcal{S}$,

$$
\begin{equation*}
Q \equiv \int_{\mathcal{S}} d^{2} r \rho=\oint_{\partial \mathcal{S}} \frac{d \mathbf{r} \cdot \mathbf{A}}{2 \pi}=\oint_{\partial \mathcal{S}} \frac{d \varphi}{2 \pi} n, \tag{2.33}
\end{equation*}
$$

is associated with the phase winding around its boundary $\partial \mathcal{S}$. This reveals the geometrical meaning of the conservation law: The charge $Q$ in the bulk can change only in response to a vorticity flow through the boundary.

As an alternative to Eq. (2.30), it might be tempting to write the current density associated with field dynamics as

$$
\begin{equation*}
\mathbf{j}=\frac{\mathbf{z} \times \partial_{t} \mathbf{A}}{2 \pi} \tag{2.34}
\end{equation*}
$$

from which $\partial_{t} \rho+\nabla \cdot \mathbf{j}=0$ immediately follows. This current, however, differs from the more physical definition (2.30) by a nonlocal (divergenceless) shift, which would spoil our energetic and Kubo considerations below.

Note that a similar conservation law, with the current 2.34, applies to any other density $\rho$ that can be written as Eq. (2.31) in terms of some field $\mathbf{A}(\phi)$. Our choice of Eq. (2.32) for this field merely results in the physical interpretation of the conservation law in terms of the vorticity (2.33) dynamics. This is particularly relevant for ordered condensates, where the vortices become quantized in terms of the elementary charges $Q= \pm 1$, interacting via a two-dimensional (longrange) electrostatic coupling.

Let us consider some other simple examples of conserved hydrodynamics associated with different choices for the field $\mathbf{A}(\phi)$, which defines the topological charge (2.31). First, we note that there is a gauge freedom in defining $\mathbf{A}: \mathbf{A} \rightarrow \mathbf{A}+\nabla f(\phi)$, in terms of an arbitrary function $f(\phi)$, which leaves $\rho$ unchanged. This is why the first-order (derivative) fields like $\mathbf{A}=\nabla n$ are physically inconsequential. Indeed, the corresponding conserved quantity $Q=\oint d n=0$, for a smooth field $\phi(\mathbf{r})$. Perhaps the simplest nontrivial example is given by $\mathbf{A}=2 p i(\operatorname{Re}\{\phi\}, \operatorname{Im}\{\phi\})$, which results in $Q=\oint d \mathbf{r} \cdot \mathbf{A} / 2 \pi$. The largest possible charge $Q$ within a given simply connected region (of radius $\sim R$ ), for a fixed $n$, corresponds to placing a single vortex in the interior, which gives $Q / \sqrt{n} \rightarrow 2 \pi R$, the circumference of the region. The corresponding density $\rho / \sqrt{n} \sim 2 / R$ vanishes in the thermodynamic limit of $R \rightarrow \infty$. We, therefore, conclude that the vorticity density generated by the gauge field (2.32) gives the simplest topological charge that can result in a physically meaningful
extensive hydrodynamics.

### 2.3.3 Quantum vorticity dynamics

To construct a simple quantum theory, which reproduces the above classical hydrodynamics of vorticity in the limit of $\hbar \rightarrow 0$, let us consider a square lattice model sketched in Fig. 2.6. We label each vertex of the lattice by two integer indices: $\imath$ (along the x axis) and $\jmath$ (along the y axis). The same indices are used to label the square plaquettes, according to their lower left corner, as well as the vertical links going upward and the horizontal links to the right of the site $\imath \jmath$. Each site contains a bosonic field $\Phi$ obeying the standard commutation algebra $\left[\Phi, \Phi^{\dagger}\right]=1$ (different sites commute).


Figure 2.6: A quantum bosonic lattice described by an arbitrary Hamiltonian $H . \Phi_{\imath \jmath}$ is the bosonic field operator at site $\imath, \jmath$, with index $\imath, \jmath$ running along the $x, y$ axis. $\tilde{\imath}=\imath+1$ and $\tilde{\jmath}=\jmath+1 . \quad \rho_{\imath \jmath}$ is the conserved topological charge per plaquette $\imath \jmath, j_{\imath \jmath}^{x}\left(j_{\imath \jmath}^{y}\right)$ is the flux per vertical (horizontal) link $\imath \jmath$, which togehter satisfay the quantum continuity equation.

We associate a charge density

$$
\begin{equation*}
\rho_{\imath \jmath} \equiv \frac{A_{\imath \jmath}^{x}-A_{\imath \jmath}^{x}+A_{\jmath}^{y}-A_{\imath \jmath}^{y}}{2 \pi a}, \tag{2.35}
\end{equation*}
$$

to each plaquette, where $a$ is the lattice spacing. Here $\tilde{\imath}=\imath+1$ and $\tilde{\jmath}=\jmath+1$, and

$$
\begin{equation*}
A_{\imath \jmath}^{x}=\frac{\Phi_{\imath \jmath}^{\dagger} \Phi_{\tilde{\jmath}}}{2 \pi i}+\text { H.c. }, \quad A_{\imath \jmath}^{y}=\frac{\Phi_{\imath \jmath}^{\dagger} \Phi_{\imath \tilde{\jmath}}}{2 \pi i}+\text { H.c. } \tag{2.36}
\end{equation*}
$$

which we assign formally to the corresponding horizontal and vertical sides of the plaquette, respectively. These definitions mimic Eqs. (2.31) and (2.32), respectively, and should reproduce them by coarse graining the field configurations in the classical limit.

According to these conventions,

$$
\begin{equation*}
\rho_{\imath \jmath}=\frac{\left(\Phi_{\grave{\imath} \jmath}^{\dagger}-\Phi_{\imath \tilde{\jmath}}^{\dagger}\right)\left(\Phi_{\tilde{\imath} \jmath}-\Phi_{\imath \jmath}\right)}{4 \pi a^{2} i}+\text { H.c.. } \tag{2.37}
\end{equation*}
$$

We also see, from Eq. (2.35), that

$$
\begin{equation*}
Q=\sum_{\imath \jmath} \rho_{\imath \jmath} \tag{2.38}
\end{equation*}
$$

vanishes in the bulk and reduces to the boundary terms, which we can interpret as the quantum version of the net vorticity (2.33). This suggests a conservation law with the boundary fluxes corresponding to the vorticity flow. Indeed, according to the Heisenberg equation of motion (for Hamiltonian $H$ ),

$$
\begin{equation*}
\partial_{t} \rho_{\imath \jmath}=\frac{i}{\hbar}\left[H, \rho_{\imath \jmath}\right] \tag{2.39}
\end{equation*}
$$

can be seen to satisfy the continuity equation:

$$
\begin{equation*}
\partial_{t} \rho_{\imath \jmath}+\frac{j_{i \jmath}^{x}-j_{\imath \jmath}^{x}+j_{\imath \jmath}^{y}-j_{\imath \jmath}^{y}}{a}=0 \tag{2.40}
\end{equation*}
$$

Here, the fluxes are obtained by discretizing and quantizing the definition 2.30):

$$
\begin{equation*}
j_{\imath \jmath}^{x}=\frac{\left(\Phi_{\imath \tilde{\jmath}}^{\dagger}-\Phi_{\imath \jmath}^{\dagger}\right) \partial_{t}\left(\Phi_{\imath \tilde{\jmath}}+\Phi_{\imath \jmath}\right)}{4 \pi a i}+\text { H.c. } \tag{2.41}
\end{equation*}
$$

and similarly for the other components. The time derivative should always be understood to denote the Heisenberg commutator:

$$
\begin{equation*}
\partial_{t} \mathcal{O} \equiv \frac{i}{\hbar}[H, \mathcal{O}] \tag{2.42}
\end{equation*}
$$

for any (time-independent) operator $\mathcal{O}$. It is useful to emphasize that this conservation law is not rooted in any specific symmetry of the system. Indeed, the form of the Hamiltonian H still remains arbitrary. The continuity is rather dictated by the topology associated with the vorticity (hydro)dynamics in the interior of the system. Specifically, for a fixed field profile on the boundary, an arbitrary smooth field in the bulk yields the same net vorticity, irrespective of the details of the dynamics.

While the definitions (2.36) for the quantum field $\mathbf{A}(\Phi)$ are motivated by the classical limit (2.32), which describes vorticity, any field $\mathbf{A}(\Phi)$ entering Eq. 2.35) would in principle define a conserved dynamics. This is fully analogous to the arbitrary gauge field $\mathbf{A}(\Phi)$ parametrizing classical hydrodynamics associated with Eqs. (2.31) and (2.34), as discussed above. The specific choice (2.36) is motivated by the classical correspondence to a physically meaningful extensive hydrodynamics in bosonic condensates.

Boundary conditions.-The boundary conditions for a nonequilibrium injection of vorticity can be constructed based on energetics and general symmetry principles. In essence, the boundary-induced work can shift the energy barrier for a spontaneous injection of vorticity, in proportion to the applied bias. This bias can be established, for example, by a current applied in a metal contact tangentially to the interface or a driven spin dynamics in an adjacent magnetic insulator. Let us follow the latter scenario, supposing the magnetic order $\mathbf{n}$ in the insulator couples to vorticity dynamics near the interface via a spin-orbit interaction. The relevant coarse-grained work $\delta W$ associated with a vorticity transfer $\delta Q$ across the interface then has an adiabatic contribution (at low frequencies) of the form:

$$
\begin{equation*}
\delta W=g \mathbf{z} \cdot \mathbf{n} \times \dot{\mathbf{n}} \delta Q \tag{2.43}
\end{equation*}
$$

$g$ here is a phenomenological interfacial parameter for the coupling, $\mathbf{z}$ is the normal to the ( $x y$ ) plane of our bosonic film, and $\mathbf{n}$ is taken to be the directional (unitvector) order parameter of a ferromagnetic insulator. For $\mathbf{n}$ steadily precessing around the $\mathbf{z}$ axis, the effective bias
becomes:

$$
\begin{equation*}
\mu \equiv \frac{\delta W}{\delta Q}=g \nu \Omega \tag{2.44}
\end{equation*}
$$

where $\Omega$ is the solid angle subtended by $\mathbf{n}$.


Figure 2.7: Vorticity injection into a bosonic film. Coherently precessing magnetic dynamics $\mathbf{n}_{L}\left(\mathbf{n}_{R}\right)$ at the left (right) side realizes a vorticity reservoir with a conjugate chemical potential $\mu_{L}\left(\mu_{R}\right)$. This effectively acts as a battery for the injection of the topological charge $Q$. A positive chemical potential leads to a build-up of a positive vorticity charge at the interface. If $\mu_{L}=\mu_{R}=\mu$ (which could be accomplished by attaching the same magnet symmetrically to both sides), an equilibrium state with the vortex chemical potential $\mu$ is established in the steady state, which has a vanishing vortex flux. If $\mu_{L} \neq \mu_{R}$, a dc vortex flux (driven by thermal and/or quantum fluctuations) is expected towards the lower chemical-potential side.

This $\mu$ can be interpreted as establishing a local chemical potential for the vorticity, supposing that the effective impedance for the vorticity transport is dominated by the bulk region. Physically, Eq. (2.43) describes the interfacial conversion of a pumped spin current (along the $\mathbf{z}$ axis), $\propto \mathbf{z} \cdot \mathbf{n} \times \dot{\mathbf{n}}$ into the vorticity. We have explicitly derived the form of $g$, for a model of a ferromagnet/superconductor interface, in Ref. [142]. The spin-tovorticity interconversion described by Eq. 2.43), however, can be expected to be general, as the $z$ component of spin and local vorticity transform similarly under the relevant structural (as
well as time-reversal) symmetries.
The natural chemical potential of vorticity in an equilibrium system (i.e., in the absence of magnetic dynamics $\dot{\mathbf{n}}$ ) is $\mu \rightarrow 0$, as the topological charge can freely go in and out of the vacuum. A circuit describing the out-of-equilibrium injection of vorticity into the bosonic medium by magnetic dynamics is sketched in Fig. 2.7. Particularly noteworthy is the case of $\mu_{L}=\mu_{R}=\mu$ in the figure, which corresponds to lifting the equilibrium chemical potential for the topological charge by the amount of $\mu$. This geometry is analogous to a rotating superfluid (where the precessing order parameter is replaced by the rotating container) and the frequency glitches in neutronstar pulsars (which have superfluid interiors surrounded by a rotating crust) [143].

Kubo formula.-We are now ready to define the bulk impedance for the topological flow, as an intrinsic property of the bosonic system. Starting with a continuity equation for the coarse-grained quantum dynamics in the bulk, we have

$$
\begin{equation*}
\partial_{t} \rho+\nabla \cdot \mathbf{j}=0 \tag{2.45}
\end{equation*}
$$

where the conserved density and current are obtained from Eqs. 2.37) and 2.41. We recall that the time derivatives are obtained in the Heisenberg picture. If we perturb the system by a scalar potential $\phi(\mathbf{r}, t)$ that couples to the topological charge, the Hamiltonian becomes

$$
\begin{equation*}
H \rightarrow H+\int d^{2} r \phi(\mathbf{r}, t) \rho(\mathbf{r}) \tag{2.46}
\end{equation*}
$$

Note that the topological density (2.37) is even under time reversal, while the flux (2.41) is odd, so it vanishes in equilibrium, when $\phi \equiv 0$. For a finite time-dependent potential $\phi$, on the other hand, the linear response is given by

$$
\begin{equation*}
j_{i}(\mathbf{r}, t)=\int d^{2} r^{\prime} d t^{\prime} \chi_{i}\left(\mathbf{r}-\mathbf{r}^{\prime}, t-t^{\prime}\right) \phi\left(\mathbf{r}^{\prime}, t^{\prime}\right) \tag{2.47}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{i}\left(\mathbf{r}-\mathbf{r}^{\prime}, t-t^{\prime}\right) \equiv-i \theta\left(t-t^{\prime}\right)\left[j_{i}(\mathbf{r}, t), \rho\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right] \tag{2.48}
\end{equation*}
$$

according to the Kubo formula (with the equilibrium expectation value implicit on the righthand side).

To invoke the continuity equation, we differentiate the response function in time:

$$
\begin{align*}
\partial_{t} \chi_{i}\left(\mathbf{r}-\mathbf{r}^{\prime}, t-t^{\prime}\right) & =i \theta\left(t-t^{\prime}\right)\left[j_{i}(\mathbf{r}, t), \partial_{t^{\prime}} \rho\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]-i \delta\left(t-t^{\prime}\right)\left[j_{i}\left(\mathbf{r}, \rho\left(\mathbf{r}^{\prime}\right)\right)\right] \\
& =-i \theta\left(t-t^{\prime}\right)\left[j_{i}(\mathbf{r}, t), \nabla^{\prime} \cdot \mathbf{j}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]+\delta\left(t-t^{\prime}\right) \nabla^{\prime} \cdot \mathbf{p}_{i}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{2.49}
\end{align*}
$$

where the auxiliary curl-free function $\mathbf{p}_{i}$ is formally defined by inverting:

$$
\begin{equation*}
\nabla^{\prime} \cdot \mathbf{p}_{i}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=-i\left[j_{i}\left(\mathbf{r}, \rho\left(\mathbf{r}^{\prime}\right)\right)\right] \tag{2.50}
\end{equation*}
$$

We will see that it describes the response that is analogous to the paramagnetic component $\propto i \varrho / m \omega$ of the electrical conductivity (for electrons of mass $m$ and density $\varrho$ ). Fourier transforming in time, $\mathbf{j}(\omega)=\int d t e^{i \omega t} \mathbf{j}(t)$ etc., we finally get (summing over repeated indices)

$$
\begin{equation*}
j_{i}(\mathbf{r}, \omega)=\frac{i}{\omega} \int d^{2} r^{\prime} \chi_{i j}\left(\mathbf{r}-\mathbf{r}^{\prime}, \omega\right) \varepsilon_{j}\left(\mathbf{r}^{\prime}, \omega\right) \tag{2.51}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\chi_{i j}\left(\mathbf{r}-\mathbf{r}^{\prime}, \omega\right) \equiv-i \theta\left(t-t^{\prime}\right)\left[j_{i}(\mathbf{r}, t), j_{j}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]+\delta\left(t-t^{\prime}\right) p_{i j}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{2.52}
\end{equation*}
$$

is the current-current correlator and

$$
\begin{equation*}
\varepsilon \equiv-\nabla \phi \tag{2.53}
\end{equation*}
$$

is the effective electric field. This gives for the conductivity tensor relating $\mathbf{j}(\mathbf{k}, \omega)$ to $\varepsilon(\mathbf{k}, \omega)$ :

$$
\begin{equation*}
\sigma_{i j}(\mathbf{k}, \omega)=\frac{i}{\omega} \chi_{i j}(\mathbf{k}, \omega) \tag{2.54}
\end{equation*}
$$

having also Fourier transformed in real space, $\int d^{2} r e^{-i \mathbf{k} \cdot \mathbf{r}}$.
For the geometry sketched in Fig. 2.7,

$$
\begin{equation*}
\varepsilon=g \nu \frac{\Omega_{L}-\Omega_{R}}{L} \mathbf{x} \tag{2.55}
\end{equation*}
$$

supposing that the length of the topological transport channel $L$ is long enough, so that the bulk dominates over the interfacial impedances [14]. We take $g$ and $\nu$ to be the same at
the two interfaces. Note that the conductivity should generally depend on the topological chemical potential $\mu$, which can be controlled by the average dynamic bias, $\Omega_{L}+\Omega_{R}$ We thus conclude that the sum $\Omega_{L}+\Omega_{R}$ effectively gates the bosonic vorticity conduit, while the difference $\Omega_{L}-\Omega_{R}$ establishes a topological flux through it. As the conductivity tensor $\hat{\sigma}$ can be exponentially sensitive to $\mu$ at low temperatures, this suggests a potential transistor functionality.

Electrical transconductance.-Having established the vorticity response to the magnetic dynamics in the structure like that sketched in Fig. 2.7, we can now consider its nonlocal feedback on the magnetic dynamics. To that end, we invoke the Onsager reciprocity, in order to establish the torque induced by the vorticity flow through the interfaces [142]:

$$
\begin{equation*}
\boldsymbol{\tau}=g \mathbf{n} \times \mathbf{z} \times \mathbf{n} j=\theta \mathbf{n} \times \mathbf{z} \times \mathbf{n} \tag{2.56}
\end{equation*}
$$

where $j$ is the vorticity flux impinging on the magnetic insulator. This is known as the (anti)damping-like torque, which plays an important role in spin-torque-induced magnetic dynamics. In particular, at a critical value of its magnitude $\theta$, the ferromagnet can undergo an instability driving it into coherent self-oscillations. The magnitude of such a torque acting on the right magnet due to a coherent resonant dynamics (at frequency $\nu$ ) induced in the left magnet is given by

$$
\begin{equation*}
\theta=g j=\frac{g^{2} \nu \Omega}{L} \sigma_{x x} . \tag{2.57}
\end{equation*}
$$

We recall that $g$ is a phenomenological parameter of the interface, whose existence is dictated by structural symmetries and whose magnitude depends on the details of the interfacial coupling (including corrections due to quantum fluctuations). The longitudinal conductivity $\sigma_{x x}$ reflects the intrinsic vorticity transport across the bosonic lattice.

In the particle-superfluid limit, when the vorticity is carried by the plasma of solitonic defects with quantized topological charge $\pm 1$ and mobility $M$, the corresponding conductivity is simply $\sigma_{x x}=2 \rho M$, where $\rho$ is the density of the unbound vortex-antivortex pairs (well above the Kosterlitz-Thouless transition). The associated diffusion coefficient is given by
$D=k_{B} T M$, according to the Einstein-Smoluchowski relation. For large vortices, the mobility may be limited by the dissipation associated with the normal-fluid component (which is perturbed by the vortex motion). Reference [142] offers some quantitative estimates of the torques induced by vortex motion in high-temperature superconducting films, suggesting its practical relevance.

Superfluidity of vorticity.-Exploiting the particle-vortex duality, we consider a situation when a strong interparticle repulsion prevents the ordinary mass flow. In this case, an insulating state for the particle dynamics may exhibit superfluidity for the topological charge (i.e., vorticity). To this end, we pursue an effective description with the Hamiltonian density:

$$
\begin{equation*}
H=\frac{\rho^{2}}{2 \chi}+\frac{\mathcal{A}(\nabla \psi)^{2}}{2} \tag{2.58}
\end{equation*}
$$

expressed in terms of the coarse-grained (condensed) vorticity density $\rho$ and its condensate phase $\psi . \chi$ is the thermodynamic compressibility of vorticity and $\mathcal{A}$ is the phase stiffness. This form of the Hamiltonian, along with the conjugacy relation $\left[\psi(\mathbf{r}), \rho\left(\mathbf{r}^{\prime}\right)\right]=i \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$, reflects an emergent gauge structure associated with the global conservation of vorticity.

The associated flux can be read out from the Hamilton equation for the density dynamics:

$$
\begin{equation*}
\hbar \partial_{t} \rho=-\partial_{\psi} H=\mathcal{A} \nabla^{2} \psi \Rightarrow \mathbf{j}=-\mathcal{A} \nabla \psi / \hbar \tag{2.59}
\end{equation*}
$$

Phase dynamics is described by the Josephson relation:

$$
\begin{equation*}
\hbar \partial_{t} \psi=\partial_{\rho} H=\rho / \chi \tag{2.60}
\end{equation*}
$$

The mean-field current self-correlator can be found as the current response to perturbation $H \rightarrow H+\mathbf{s} \cdot \mathbf{j}$, which modifies the equation of motion as:

$$
\begin{equation*}
\hbar \partial_{t} \rho=\mathcal{A} \nabla^{2} \psi-\mathcal{A} \nabla \cdot \mathbf{s} / \hbar \tag{2.61}
\end{equation*}
$$

The long-wavelength response thus vanishes, as $\nabla \cdot \mathbf{s}=0$.

We are therefore left with evaluating the "paramagnetic" contribution, which follows from Eq. (2.50). The associated current-density correlator

$$
\begin{equation*}
\left[\mathbf{j}(\mathbf{r}), \rho\left(\mathbf{r}^{\prime}\right)\right]=-i \mathcal{A} \nabla \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) / \hbar \tag{2.62}
\end{equation*}
$$

gives

$$
\begin{equation*}
p_{i j}=\mathcal{A} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta_{i j} / \hbar \tag{2.63}
\end{equation*}
$$

resulting in the diagonal dynamic (long-wavelength) conductivity

$$
\begin{equation*}
\sigma(\omega)=\frac{i \mathcal{A}}{\hbar \omega} . \tag{2.64}
\end{equation*}
$$

Regularizing this result at zero frequency, $\omega \rightarrow \omega+i 0^{+}$, we get $\operatorname{Re}\{\sigma\}=(\pi \mathcal{A} / \hbar) \delta(\omega)$. As expected, the static conductivity diverges in the low-frequency limit. In this case, the superfluid bulk has no impedance and the vorticity conductance of the entire structure needs to be determined by carefully considering the interfacial injection physics, which is akin to the Andreev conductance of normal/superconducting interfaces.

### 2.3.4 Summary and outlook

Motivated by the conceptual attraction of solid-state transport phenomena emerging out of real-space topological invariants [14], we set out to construct a field-theoretic Kubo formalism for evaluating the associated transport coefficients. Two basic issues arise in this regard: (1) The underlying topological invariants typically appear at the level of a coarse-grained classical description that is, furthermore, projected onto a low-energy manifold, in the spirit of the Landau order-parameter formulation; and (2) related to this, there are generally dynamical processes that allow for rapid transitions ("phase slips") between different topological sectors of the theory, which may be driven by classical and/or quantum fluctuations. In this section, we showed that a topological conservation law may also arise at the most microscopic quantum level, without a need for any higher-level Landau-type coarse graining. The conservation law here is distinct from the more conventional examples of the topological hydrodynamics [14], due to the existence of the bulkedge correspondence (such as the bulk vorticity vs
edge winding) rooted in a variant of a Stokes theorem. The nonlocal topological character of the ensuing extensive bulk hydrodynamics engenders a robust continuity equation that is immune to any local fluctuations. Arbitrary global (thermal and quantum) fluctuations, furthermore, are fully accounted for by the topological charge fluxes across the boundaries, which, in turn, offer means for injecting and detecting the bulk hydrodynamics. A general approach for constructing a practical device, in which the transport coefficients associated with this topological hydrodynamics may be measured, can be implemented based on the energetics and thermodynamic reciprocities of the nonequilibrium response. This allows us to formulate a Kubo linear-response approach both for calculating and for measuring the topological charge conductivity. As has been recently illustrated by measuring the electrical transconductance induced by winding dynamics of a hidden magnetic Néel order [144], these ideas may broaden the scope of transport-based investigations of fundamental correlations and ordering in quantum materials. We propose, in particular, to utilize a topological transport probe to test the purported particle-vortex duality of the vortex-superfluid (i.e., particle-insulator) side of the superfluid-insulator quantum phase transition.

## CHAPTER 3

# Topological transport of deconfined magnetic hedgehogs 

$$
\begin{aligned}
& \text { "The people who do make big } \\
& \text { discoveries are the ones who somehow } \\
& \text { manage to free themselves from } \\
& \text { conventional ways of thinking and to } \\
& \text { see the subject from a new perspective." } \\
& \frac{\text { Anthony James Leggett }}{}
\end{aligned}
$$

In this chapter, we investigate the dynamics of magnetic hedgehogs, which are threedimensional topological spin textures that exist in common magnets, focusing on their transport properties and connections to spintronics. We show that fictitious magnetic monopoles carried by hedgehog textures obey a topological conservation law, based on which a hydrodynamic theory is developed. We propose a nonlocal transport measurement in the disordered phase, where the conservation of the hedgehog flow results in a nonlocal signal decaying inversely proportional to the distance. The bulk-edge correspondence between hedgehog number and skyrmion number, the fictitious electric charges arising from magnetic dynamics, and the analogy between bound states of hedgehogs in ordered phase and the quark confinement in quantum chromodynamics are also discussed.

### 3.1 Background

A main theme of spintronics is the utilization of spin degrees of freedom for information transmission and processing [145, 9], either using spin-polarized electric currents, or relying on spins alone to free the transport from Joule heating. Magnons, the quanta of spin wave, have been proposed to be promising data carriers in new computing technologies [10, 24, 12, 116, 25. A detectable diffusive spin transport can be achieved via magnons in ordered magnetic insulators [146] or even spin-conserving fluctuations in paramagnets [147]. However, such spin currents typically decay exponentially, once the propagation distance exceeds the spin-relaxation length [9]. In alternative transport regimes, where signals are expected to decay algebraically, topology plays a crucial role [14, 7, 1]. Topological spin textures, such as chiral domain walls [56], vortices [148, 149, 15, 16], skyrmions [150, 2, 103], hopfions [45, 46], and hedgehogs [151, 152, 153, 154] are defined homotopically and are topologically protected [14, 7, 1]. Consequently, they are promising to sustain long-distance transport, even in the absence of local spin conservation.

While extensive studies have been devoted to spin textures in low dimensions, threedimensional (3D) textures such as hedgehogs and hopfions are recently attracting more attention for their rich physics in topological phases [151, 152, 153, 154, 155] and dynamic properties 45, 46, 156, 157]. Hedgehogs exist inherently in 3D Heisenberg magnets. In contrast to 3D skyrmions [134] and hopfions [45, 46], which can be annihilated by shrinking them down to the size of the atomic spacing without affecting spins far away, hedgehogs cannot be removed via local surgeries. The hedgehog flow can therefore be more stable against thermal fluctuations, and has potential applications in memory, logic devices, and energy storage [114, 3, 99, 115, 105, 158].


Figure 3.1: A schematic for nonlocal transport measurement of hedgehog currents in a three-dimensional insulating magnet. Two metallic contacts are bridged by a magnetic insulator with hedgehog excitations. In the paramagnetic phase, hedgehogs are free to diffuse, where black and white ripples stand respectively for delocalized hedgehog and antihedgehog densities. An applied electric current $I$ along $y$ within the left metal transfers spin flow into the magnetic texture, which biases a hedgehog flow along $x$. Reciprocally, the hedgehog flow reaching the right terminal builds up a detectable electric voltage $V$. The nonlocal drag resistivity, $\varrho \propto V / I$, quantifies the efficiency of the topological hedgehog transport as well as their interfacial exchange coupling with conducting electrons. We also show a familiar example of a hedgehog $\mathbf{n}_{0}=\{x, y, z\} / r$.

In this chapter, we explore both topological and energetic properties of magnetic hedgehogs in 3D Heisenberg ferromagnets to investigate their long-distance transport, the viability of which is considered from the following three aspects. A topological conservation law, which is valid in both the magnetically ordered and disordered phase, defines the framework of a hydrodynamic description of hedgehog currents. While (anti)hedgehogs are bound by a lin-
ear potential energy in the magnetically ordered phase, they become deconfined and hence mobile in the paramagnetic phase. We propose a nonlocal transport measurement in the setup as shown in Fig. 3.1. A conserved hedgehog flow can be driven by a transverse electric current applied at an adjacent metal contact, resulting in a nonlocal signal decaying inversely proportional to the system length in the flow direction.

### 3.2 Topological conservation law

Let us first consider a 3D insulating ferromagnet without accounting for its detailed energetics, but focusing on topological aspects of its vectorial order parameter $\mathbf{n}(\vec{r}, t)$, where the bold face is used for axial vectors and the vector arrow marks polar vectors. In the ordered phase, the collinear magnetic order can be described by the directions of $\mathbf{n}$ assuming $|\mathbf{n}|=1$. This would render a sphere order-parameter space $S^{2}$, with a nontrivial second homotopy group $\pi_{2}\left(S^{2}\right)=\mathbb{Z}$ [159]. A point defect, named hedgehog, with an integer-valued topological charge can correspondingly be identified in $\mathbf{n}(\vec{r}, t)$. A familiar example for a hedgehog placed at the origin is $\mathbf{n}_{0}=\{x, y, z\} /|\vec{r}|$.

In the paramagnetic phase, the corresponding (coarse-grained) vector field $\mathbf{n}(\vec{r}, t) \in \mathbb{R}^{3}$ realizes an $\mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ mapping at any given time $t$. This field texture is devoid of defects characterized by the aforementioned quantized charges, since the homotopy group $\pi_{2}\left(\mathbb{R}^{3}\right)$ is trivial [159]. Nevertheless, the smooth field $\mathbf{n}(\vec{r}, t)$ exhibits a topological hydrodynamics governed by the topological conservation law $\partial_{\mu} j^{\mu}=0$ (with the Einstein summation implied over the Greek indices: $\mu=0,1,2,3 \leftrightarrow t, x, y, z)$, where

$$
\begin{equation*}
j^{\mu}=\epsilon^{\mu \nu \alpha \beta} \partial_{\nu} \mathbf{n} \cdot\left(\partial_{\alpha} \mathbf{n} \times \partial_{\beta} \mathbf{n}\right) / 8 \pi \tag{3.1}
\end{equation*}
$$

Here, $\epsilon^{\mu \nu \alpha \beta}$ is the Levi-Civita symbol with convention $\epsilon^{0123}=1$. The conserved (topological) charge within a bulk $\Omega$ is

$$
\begin{equation*}
\mathcal{Q} \equiv \int_{\Omega} d x d y d z j^{0}=\frac{1}{8 \pi} \int_{\partial \Omega} d x^{j} \wedge d x^{k} \mathbf{n} \cdot\left(\partial_{j} \mathbf{n} \times \partial_{k} \mathbf{n}\right), \tag{3.2}
\end{equation*}
$$

which equals the skyrmion number at boundary $\partial \Omega$, according to the generalized Stokes' theorem [159]. We recognize that charge $\mathcal{Q}$ is precisely the hedgehog number (thus $j^{\mu}$ is the hedgehog current) in the ordered phase, with the last equality in Eq. (3.2) defining the degree of the $S^{2} \rightarrow S^{2}$ mapping on the boundary. Our simple example $\mathbf{n}_{0}$ yields $j^{0} \rightarrow \delta(\vec{r})$ and thus $\mathcal{Q}=1$. Here, we remark that the core should be regularized. There is no true singularity in our treatment. In the paramagnetic phase, $\mathcal{Q}$ is no longer quantized due to fluctuations in the magnitude of $\mathbf{n}$. Regardless, the hedgehog current (3.1) is conserved, which sets the stage for the topological hydrodynamics of hedgehogs at an arbitrary temperature. The conservation law also holds in the lattice limit, with proper discretized definitions as we will discuss later. Hereafter, we refer to $j^{\mu}=\left(j^{0}, \mathbf{j}\right)$ as hedgehog density (and flux), irrespective of the temperature.

We stress that, in contrast to two-dimensional skyrmions [150, 2, 103] or three-dimensional Shankar skyrmions [134], which can be created and annihilated locally, the conservation law of hedgehogs is immune to local fluctuations and therefore applicable also in the paramagnetic phase. This robustness of hedgehog flow underpins the hedgehog hydrodynamics. We prove the hedgehog current $j^{\mu}$ is conserved at arbitrary temperatures, which is the underpinning of the hedgehog hydrodynamics. For a general smooth texture $\mathbf{n}$, we can show,

$$
\begin{equation*}
\partial_{\mu} j^{\mu}=\epsilon^{\mu \nu \alpha \beta}\left[\partial_{\mu} \partial_{\nu} \mathbf{n} \cdot\left(\partial_{\alpha} \mathbf{n} \times \partial_{\beta} \mathbf{n}\right)+\partial_{\nu} \mathbf{n} \cdot\left(\partial_{\mu} \partial_{\alpha} \mathbf{n} \times \partial_{\beta} \mathbf{n}\right)+\partial_{\nu} \mathbf{n} \cdot\left(\partial_{\alpha} \mathbf{n} \times \partial_{\mu} \partial_{\beta} \mathbf{n}\right)\right] / 8 \pi=0 . \tag{3.3}
\end{equation*}
$$

Here, all three terms vanish individually since $\epsilon^{\mu \nu} \partial_{\mu} \partial_{\nu}=\epsilon^{\mu \nu} \partial_{\nu} \partial_{\mu}=\epsilon^{\nu \mu} \partial_{\mu} \partial_{\nu}=-\epsilon^{\mu \nu} \partial_{\mu} \partial_{\nu}=0$, where we change the order of partial derivatives in the first equal sign and we exchange dummy indices $\mu, \nu$ in the second equal sign. We remark that we did not use the condition $|\mathbf{n}|=1$, meaning that the conservation of hedgehog currents $\partial_{\mu} j^{\mu}=0$ holds at arbitrary temperatures, irrespective of the magnitude fluctuations of $\mathbf{n}$. This is in contrast to skyrmions and hopfions, whose conservation laws are only true when the magnitude fluctuations of $\mathbf{n}$ are neglectable.

Equation (3.2) establishes a bulk-edge correspondence, indicating that the total hedgehog
number in a bulk interior can fluctuate only by flowing in and out through its boundary. This, in turn, is associated with a corresponding change in the skyrmion number on the boundary, acting as a fingerprint of the hedgehog flow. A close analog in lower dimensions has been thoroughly studied in the context of superfluid phase slips, where the winding number associated with one-dimensional $X Y$ textures can be changed by a transverse passage of planar vortices. The 3D bulk-edge correspondence (3.2) manifests when a skyrmion density unwinds or reversely builds up as a thread of a hedgehog current passes through, which has been verified experimentally [133].

### 3.3 Topological Maxwell equations

We provide, in this section, another formulation of the conservation law as topological Maxwell equations, making connections to the well-known emergent electromagnetic fields associated with generic spin textures [126, 160, 127, 161, 162, 163, 164]. The divergence-free condition $\partial_{\mu} j^{\mu}=0$ can be automatically satisfied by defining the current $j^{\mu}$ as a curl of a rank-2 antisymmetric Maxwell field-strength tensor

$$
\begin{equation*}
\mathcal{F}_{\alpha \beta} \equiv \mathbf{n} \cdot\left(\partial_{\alpha} \mathbf{n} \times \partial_{\beta} \mathbf{n}\right) / 4 \pi \tag{3.4}
\end{equation*}
$$

whose components are the familiar electromagnetic fields:

$$
\begin{equation*}
E^{i}=\mathbf{n} \cdot\left(\partial_{t} \mathbf{n} \times \partial_{i} \mathbf{n}\right) / 4 \pi, \quad \epsilon_{i j k} B^{k}=\mathbf{n} \cdot\left(\partial_{i} \mathbf{n} \times \partial_{j} \mathbf{n}\right) / 4 \pi . \tag{3.5}
\end{equation*}
$$

The hedgehog current (3.1) can therefore be recast into the form of the Maxwell equations:

$$
\begin{equation*}
\epsilon^{\mu \nu \alpha \beta} \partial_{\nu} \mathcal{F}_{\alpha \beta} / 2=j^{\mu}, \partial_{\mu} \mathcal{F}^{\mu \nu}=j_{e}^{\nu} . \tag{3.6}
\end{equation*}
$$

The second equation defines the electric 4 -current, which is also conserved: $\partial_{\mu} j_{e}^{\mu}=0$, following from the antisymmetric property of $\mathcal{F}$.

Note that fictitious electric and magnetic charges (as sources for $\vec{E}$ and B) have the same symmetries as the real electric and magnetic charges under both time-reversal and parity
operations. The magnetic hedgehog with a quantized topological charge can be identified as a Dirac monopole. In the ordered phase, the quantization can also be understood from the view of the $\mathrm{U}(1)$ gauge structure of magnons. For a Heisenberg magnet, one may regard a fixed spin texture $\mathbf{n}(\vec{r})$ to spontaneously break the $\mathrm{SU}(2)$ symmetry of the spin algebra. The excitations thus have a smooth part, which can be viewed as describing regular spin waves, and a (singular) topological part, such as hedgehogs in our case. Therefore, the magnetic charges are quantized on a $\mathrm{U}(1)$ kernel [32, 126, 161], reminiscent of the 't Hooft and Polyakov approaches to the non-Abelian Higgs model [165]. For the (fictitious) electric sector, both the electric field and the electric charge density emerge solely out of the dynamics of the field configuration. According to the Gauss law, the total electric charge associated with a general local dynamics vanishes.

Electric charge distribution for global dynamics. For a translational motion, $\mathbf{n}(\vec{r}, t)=\mathbf{n}_{0}(x, y, z-v t)$, which describes a hedgehog sliding along the $z$ axis with speed $v$, the fictitious electric field is

$$
\begin{equation*}
\vec{E}=\frac{v(-y, x, 0)}{4 \pi r^{3}} \tag{3.7}
\end{equation*}
$$

This is precisely the Ampère law for magnetic monopole, while the electric charge density vanishes: $j_{e}^{0}=\nabla \cdot \vec{E}=0$. For a rotational motion, we take the example of $\mathbf{n}(\vec{r}, t)=$ $\mathbf{n}_{0}[\hat{\mathcal{R}}(\boldsymbol{\omega} t) \vec{r}]$, which describes a hedgehog rotating with angular velocity $\boldsymbol{\omega}=\omega \hat{z}$ (equivalent to precession in spin space), where $\hat{\mathcal{R}}$ is the appropriate rotational matrix. This configuration yields a charge density with finite dipole moment proportional to the angular velocity:

$$
\begin{equation*}
j_{e}^{0}=-\frac{3 \omega}{4 \pi} \frac{z^{3}}{r^{5}} \tag{3.8}
\end{equation*}
$$

The total electric charge remains zero in this example of an isotropic hedgehog configuration, but can be nonzero for a general rotating configuration, where the dynamic relation, $j_{e}^{0} \propto \omega$, remains. Therefore, if there is no overall rotation on thermal average, only the magnetic part $j^{\mu}$-hedgehog hydrodynamics-survives.

### 3.4 Conservation law of hedgehogs on a quantum lattice

To construct a simple quantum theory, which reproduces the classical hydrodynamics of hedgehogs in the classical limit of $\hbar \rightarrow 0$, let us consider a tetrahedron which is the elementary building block of any lattice (see Fig. 3.2). Each site contains a quantum spin $\mathbf{S}=\left(S^{x}, S^{y}, S^{z}\right)$ of magnitude $S$ (in units of $\hbar$ ), obeying the standard $\mathrm{SU}(2)$ spin algebra $\left[S^{a}, S^{b}\right]=i \epsilon^{a b c} S^{c}$ (spin operators sitting on different sites commute).

We first note that the hedgehog 4 -current can be recast as $j^{\mu}=\epsilon^{\mu \nu \alpha \beta} \partial_{\nu} \mathcal{F}_{\alpha \beta} / 2$ with $\mathcal{F}_{\alpha \beta}=\mathbf{n} \cdot\left(\partial_{\alpha} \mathbf{n} \times \partial_{\beta} \mathbf{n}\right) / 4 \pi$. Its temporal and spatial components are given by $\rho=\nabla \cdot \mathbf{B}$ and $\mathbf{j}=-\partial_{t} \mathbf{B}+\nabla \times \mathbf{E}$ respectively, with the emergent magnetic field $B^{i}=\epsilon^{i j k} \mathbf{n} \cdot\left(\partial_{j} \mathbf{n} \times \partial_{k} \mathbf{n}\right) / 8 \pi$ and the electric field $E^{i}=\mathbf{n} \cdot\left(\partial_{t} \mathbf{n} \times \partial_{i} \mathbf{n}\right) / 4 \pi$. Every triangular facet $\mathbf{A}=A \mathbf{f}$ ( $A$ is the area and $\mathbf{f}$ is the normal vector) formed by sites $i, j, k$ (ordered in the right-hand fashion according to $\mathbf{f}$ in Fig. 3.2 can be associated with a skyrmion density and a hedgehog flux:

$$
\begin{equation*}
B_{\mathbf{A}}=\frac{c_{i j k}}{8 \pi A}, \quad j_{\mathbf{A}}=-\partial_{t} B_{\mathbf{A}}+\frac{\gamma_{i j k}}{A} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{i j k} \equiv \frac{\mathbf{S}_{i} \cdot \mathbf{S}_{j} \times \mathbf{S}_{k}}{S^{3}}, \quad \gamma_{i j k} \equiv \mathbf{E}\left(\mathbf{r}_{i j}\right) \cdot \mathbf{r}_{i j}+\mathbf{E}\left(\mathbf{r}_{j k}\right) \cdot \mathbf{r}_{j k}+\mathbf{E}\left(\mathbf{r}_{k i}\right) \cdot \mathbf{r}_{k i} \tag{3.10}
\end{equation*}
$$

are the scalar chirality and the circulation of $\mathbf{E}$ field along the facet. Here $\mathbf{r}_{i j}$ is the vector pointing from site $i$ to $j$ and $\mathbf{E}\left(\mathbf{r}_{i j}\right)$ is the electric field on this link. By discretizing the electric field, we have

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{r}_{i j}\right) \cdot \mathbf{r}_{i j}=\frac{\mathbf{S}_{i} \cdot \partial_{t}\left(\mathbf{S}_{i}+\mathbf{S}_{j}\right) \times \mathbf{S}_{j}}{16 \pi S^{3}}+\text { H.c. } \tag{3.11}
\end{equation*}
$$

where the time derivative should be understood to denote the Heisenberg commutator (for Hamiltonian $H$ and an arbitrary time-independent operator $\mathcal{O}$ )

$$
\begin{equation*}
\partial_{t} \mathcal{O} \equiv \frac{i}{\hbar}[H, \mathcal{O}] . \tag{3.12}
\end{equation*}
$$

We remark that the time derivative of spin does not commute with the bare spin operator, even on different sites, in general.


Figure 3.2: A tetrahedron severing as the elementary building block of an arbitrary lattice. $\mathbf{S}_{i}$ is the spin operator at site $i$. A skyrmion number and a hedgehog flux 3.9) can be defined for every facet $\mathbf{A}=A \hat{\mathbf{f}}$ with area $A$ and normal vector $\hat{\mathbf{f}}$. A hedgehog density (3.13) can be defined for every tetrahedron, where we choose the normal directions of all facets to be pointing outwards.

By discretizing $\rho=\nabla \cdot \mathbf{B}$ in terms of the skyrmion densities (i.e., emergent $\mathbf{B}$ field) on the four facets, we can associate a hedgehog density

$$
\begin{equation*}
\rho=\frac{\sum_{i=1}^{4} B_{\mathbf{A}_{i}} A_{i}}{V}=\frac{c_{123}+c_{142}+c_{243}+c_{134}}{8 \pi V} \tag{3.13}
\end{equation*}
$$

to the tetrahedron in Fig. 3.2, where $V$ is its volume. Note definition (3.13) is proportional to the total skyrmion number on all four facets (where we have chosen outwards normal vector as positive direction for defining the orientation). From this, we immediately conclude that the Stokes's theorem also holds at lattice level,

$$
\begin{equation*}
\sum_{\text {all cubes }} \rho V=\text { boundary skyrmions, } \tag{3.14}
\end{equation*}
$$

where all the inner facets cancel out and only boundary terms are left. Accordingly, for a
fixed texture on the boundary, an arbitrary smooth field in the bulk yields the same net hedgehog number, irrespective of the details of the dynamics.

With these definitions of $\rho$ and $j_{\mathbf{A}}$, we can verify the hedgehog density and flux satisfy the continuity equation:

$$
\begin{equation*}
\partial_{t}(\rho V)+\sum_{i=i}^{4} j_{\mathbf{A}_{i}} A_{i}=0 \tag{3.15}
\end{equation*}
$$

One notes that there are two different contributions to the hedgehog flux (3.9). The first term, $-\partial_{t} B_{\mathbf{A}}$, is due to the change of the skyrmion density on the triangular facet. The second term, $\gamma_{i j k} / A$, while is inconsequential for the conservation law, is important to ensure that $j_{\mathbf{A}}$ is a local physical current, which is consequential for energetic and Kubo considerations (when one attempts to establish chemical-potential bias of hedgehog and derive its conductivity in linear response). [16]

We emphasize that the conservation law for hedgehogs holds at quantum level (also in the classical limit), irrespective of the form of the Hamiltonian, which indicates that it is topological and is not rooted in any specific symmetry of the system. After coarsegraining process, we obtain $\mathbf{n}$ field out of $\mathbf{S}$ and hedgehog current $j^{\mu}$ in terms of $\mathbf{n}$. It is the conservation of hedgehog current at lattice level that determines the conservation of $j^{\mu}$ at arbitrary temperatures.

### 3.5 Confinement and deconfinement

We now turn to the energetics and physical dynamics of hedgehogs in Heisenberg magnets. Hedgehogs are confined in the ordered phase, with the potential energy of a hedgehogantihedgehog pair growing linearly with their separation [166]. One can imagine a string of tension $4 \pi \mathcal{A}$ tying them, where $\mathcal{A}$ is the exchange stiffness of the magnetic material [see Eq. (3.16) below]. The confinement is also expected from evaluating the potential energy of a single hedgehog,

$$
\begin{equation*}
\mathcal{U}=4 \pi \mathcal{A} R \tag{3.16}
\end{equation*}
$$



Figure 3.3: Different phases of hedgehogs. At temperatures above the Curie temperature $T_{C}$, hedgehogs (black ripples) and antihedgehogs (white ripples) carrying nonquantized topological charges proliferate and become mobile. In the ordered phase, hedgehogs are confined by a linear potential analogous to the quark confinement in QCD. They are singular quantized objects, represented by black and white spheres.
where $R$ is the size of the system. One can directly check this for $\mathbf{n}=\mathbf{n}_{0}$ placed at the origin of a sphere of radius $R$. For a hedgehog-antihedgehog pair, all flux from the hedgehog must end at the antihedgehog, forming a flux tube to minimize the energy. Such a system could realize an experimentally accessible analogy to quark confinement in QCD [167, 168].

In the paramagnetic phase, hedgehogs deconfine naturally due to the absence of longrange correlations. Conceptually, the transition to the magnetically disordered phase can be thought of as a result of proliferation of hedgehogs, which form a two-component hedgehogantihedgehog plasma (while topological charges are no longer quantized) as illustrated in Figs. 3.1 and 3.3. This extends our analogy with the QCD picture: Quarks deconfine and form a so-called quark-gluon plasma at high temperatures where the chiral symmetry is restored and long-range correlation is melted away [169, 170, 171, 172]. The hedgehog system is therefore a promising alternate to study QCD theories in condensed matter systems. Previously considered was the magnetic monopole confinement in superconductors due to

Meissner effect [173, 174, 175, 176, 177], where monopoles enter a deconfined phase as the temperature increases, accompanying the superconductor-insulator transition.

We remark that hedgehogs are not always energy-costly excitations as in Heisenberg magnets. $\mathrm{MnSi}_{1-x} \mathrm{Ge}_{x}$ has a stable phase of a hedgehog-antihedgehog lattice [151, 152, 153], where there is evidence that four- and six-spin interactions may play an important role [178, [179, 180]. Here, we formally adopt a nonlocal term, which is particularly compatible with our fictitious electromagnetic formalism, into our Heisenberg Hamiltonian:

$$
\begin{equation*}
\mathcal{U}=\int d^{3} \vec{r}\left[\frac{\mathcal{A}}{2}(\vec{\nabla} \mathbf{n})^{2}+\frac{\mathcal{C}}{2}\left(\partial_{i} \mathbf{n} \times \partial_{j} \mathbf{n}\right)^{2}\right], \tag{3.17}
\end{equation*}
$$

where Einstein summation is implied over the $i, j$ and $\mathcal{C}$ is a phenomenological parameter. Other quartic terms, such as $(\vec{\nabla} \mathbf{n})^{4}$, are also present in principle, but the above $\mathcal{C}$ term is of special interest to us. It resembles the Maxwell magnetic field energy $\propto \mathbf{B}^{2}$ (in the ordered phase, s.t. $|\mathbf{n}| \approx 1$ ). The total potential energy for a hedgehog is thus $\mathcal{U} \sim \mathcal{A} R-\mathcal{C} / R$, which indicates that hedgehogs are free at a small distance $r \ll \sqrt{\mathcal{C} / \mathcal{A}}$, where the Coulombic term dominates. This phenomena mimics the asymptotic freedom in QCD [167, 168]. Likewise, in a system of small size, the hedgehog confinement becomes insignificant when $\sqrt{\mathcal{C} / \mathcal{A}}$ is comparable to $R$.

### 3.6 Biased hedgehog flow

At the heart of the hedgehog transport is the (desired) capability of driving and manipulating the hedgehog current. We focus on the dynamics near the Curie temperature of a ferromagnet, where the hedgehogs get deconfined, while the thermal fluctuations are still not too violent atomistically. The spin dynamics can be described by $\partial_{t} \mathbf{n}=-\Gamma \mathbf{H}$, where we allow the magnitude $|\mathbf{n}|$ to fluctuate. $\mathbf{H}=\delta F / \delta \mathbf{n}$ is the effective field (with $F$ being the free energy of the ferromagnet) and $\Gamma$ is a phenomenological dissipative coefficient. As illustrated in Fig. 3.1, we apply an electric current density $\overrightarrow{\mathcal{J}}=\mathcal{J} \hat{y}$ in the left metal contact. Given that the mirror-reflection symmetry is broken along the $z$ axis, symmetry considera-
tions [13, 103, 142, 134] suggest that a spin flow can be transferred (per unit volume) into the magnetic texture, in the form:

$$
\begin{equation*}
\mathfrak{J}=\frac{3 \hbar}{8 e \pi}(\vec{\zeta} \cdot \vec{\nabla} \mathbf{n}) \times(\overrightarrow{\mathcal{J}} \cdot \vec{\nabla} \mathbf{n}) \tag{3.18}
\end{equation*}
$$

where $\vec{\zeta}=\zeta \hat{z}$ is a phenomenologically constructed vector (with the dimension of length), which reflects the mirror-symmetry breaking in the $z$ direction. Note that the spin transfer $\mathfrak{J}$ is isotropic in spin space and thus does not rely microscopically on the presence of a spinorbit coupling. We also remark that $\mathfrak{J}$ is constructed phenomenologically based on symmetry considerations. Its microscopic origin, magnitude, and direct experimental signatures remain to be explored.

In the presence of this spin transfer, we have $\partial_{t} \mathbf{n}=-\Gamma \mathbf{H}+\boldsymbol{J} / s$, where $s$ is the saturated spin density. The changing rate of the free energy density is thus $P=\partial_{t} \mathbf{n} \cdot \mathbf{H}=\boldsymbol{J} \cdot \partial_{t} \mathbf{n} / s \Gamma-$ $\left(\partial_{t} \mathbf{n}\right)^{2} / \Gamma$. Here, the second term is the Rayleigh dissipation and the first term yields the total work done by the left contact upon magnetic dynamics:

$$
\begin{equation*}
W=\int d x d y d z d t \frac{\mathfrak{J} \cdot \partial_{t} \mathbf{n}}{s \Gamma}=\frac{\hbar \lambda \zeta \mathcal{J}}{2 e s \Gamma} \mathcal{Q}, \tag{3.19}
\end{equation*}
$$

where $\lambda$ is a length scale, which depends on the effective spatial extent within which the spin transfer, as a proximity effect at the interface, is operative. Note the work is proportional to the topological charge $\mathcal{Q}$. The setup in Fig. 3.1 therefore discriminates between topological charges of opposite sign, biasing a net hedgehog current. We also remark that mirrorsymmetry in the $z$ direction is the minimal symmetry we need to break, in order for $\vec{\zeta}$ to effectively realize a polar vector in Eq. (3.18). As a symmetry-allowed process, a hedgehog current can be generated naturally as a channel to release the energy associated with electron dynamics in the left contact (where an electric current is applied, see Fig. 3.1). The electric current in the (left) metal contact provides an effective boundary bias for the hedgehog flow into the bulk, effectively establishing a local chemical potential for hedgehogs:

$$
\begin{equation*}
\bar{\mu}_{L} \equiv \frac{\delta W}{\delta \mathcal{Q}}=\frac{\hbar \lambda \zeta \mathcal{J}}{2 e s \Gamma} . \tag{3.20}
\end{equation*}
$$

### 3.7 Nonlocal spin drag

We are now ready to study the transport of hedgehogs in the geometry depicted in Fig. 3.1. To this end, we operate the system in the paramagnetic phase, such that hedgehogs become mobile, rendering a finite effective hedgehog conductivity $\sigma$. We employ an Ohmic constitutive relation $j_{x}=-\sigma \partial_{x} \mu$ within the magnet. At the left boundary, using an electric current, the chemical potential for hedgehogs is raised by $\bar{\mu}_{L}$. At the right terminal, which serves as the ground, the natural chemical potential vanishes, as hedgehogs can freely go in and out through the right boundary. The hedgehog flow in $y$ and $z$ directions are nonvanishing in general. Here we assume translational invariance along these two directions and focus on dynamics in $x$ direction. By invoking the reaction-rate theory [181, we obtain the hedgehog inflow and outflow at the left and right boundaries:

$$
\begin{equation*}
j_{x}^{L}=2 \gamma_{L}\left(\bar{\mu}_{L}-\mu_{L}\right) / k_{B} T, \quad j_{x}^{R}=2 \gamma_{R} \mu_{R} / k_{B} T \tag{3.21}
\end{equation*}
$$

in linear response. Here, $\mu_{L, R} \equiv \mu(x=0, L)$ is the chemical potential at two ends of the magnet, where $L$ is its length along the $x$ direction. $\gamma_{L, R} \sim \nu_{L, R} e^{-E_{0} / k_{B} T}$ is the equilibrium injection rate of hedgehogs at the respective boundaries, in terms of the attempt frequencies $\nu_{L, R}$ and an effective energy barrier $E_{0}$ governed by the core energy. Continuity of the hedgehog flux establishes a steady-state current

$$
\begin{equation*}
j_{x}=\frac{\hbar \mathcal{J} \lambda \zeta / 2 e s \Gamma}{L / \sigma+k_{B} T / \gamma} \tag{3.22}
\end{equation*}
$$

where we took $\gamma_{L}=\gamma_{R}=\gamma$ for simplicity. $k_{B} T / \gamma$ is the boundary impedance. $L / \sigma$ is the bulk impedance, scaling linearly with the system size, which dominates in the thermodynamic limit $L \rightarrow \infty$. This is similar to the ordinary Ohmic impedance for a conserved electric current. The hedgehog conductivity $\sigma=\rho_{0} D / k_{B} T$ is highly tunable via temperature, where $\rho_{0}$ and $D$ are the background hedgehog density and the diffusion constant, respectively. In the paramagnetic phase ( $T \gtrsim J / k_{B}$ with $J$ being the exchange energy), let us consider the limiting case where the order parameter varies on the atomic scale. Here, we estimate
$\rho_{0} \sim 1 / a^{3}$ and $D \sim J a^{2} / \hbar$, with $a$ being the lattice spacing. This yields the optimal conductivity $\sigma \sim 1 / a \hbar$ in the paramagnetic phase, while $\rho_{0} \propto e^{-E_{0} / k_{B} T}$ and thus $\sigma$ is exponentially small in the ordered phase.

The hedgehog current reaching the right terminal exerts a pumping electromotive force on the metal contact [126, 111, 127], which is determined by invoking the Onsager reciprocity [106]: $\vec{\varepsilon}=\hbar \lambda \mathbf{j} \times \vec{\zeta} / 2 e s \Gamma$. This leads to a finite nonlocal drag resistivity (whose sign is opposite to a viscous drag):

$$
\begin{equation*}
\varrho \equiv \frac{\varepsilon}{\mathcal{J}}=\frac{(\hbar \lambda \zeta / 2 e s \Gamma)^{2}}{L / \sigma+k_{B} T / \gamma}, \tag{3.23}
\end{equation*}
$$

which is defined as the ratio of the detected voltage (per unit length) along $y$ at the right contact to the injected charge current density at the left contact. In the thermodynamic limit, the bulk impedance dominates and thus the resistivity scales algebraically $\varrho \propto L^{-1}$.

In the ordered phase, hedgehog currents vanish in linear response in the thermodynamic limit, while there can be transport in finite-size magnets. The magnet behaves like a hedgehog dielectric, which can be polarized by the hedgehog chemical potential provided by the applied electric current in the contact, like a usual dielectric polarized by an electric field. This may be observed directly with the coherent diffractive imaging [182, 183] or by testing (anti)skyrmion structures on surfaces at two ends [184, 185, 186].

Similar to the work on elastic response of skyrmion crystals [187], one can study the transport feature due to the elasticity of a hedgehog lattice across the hedgehog-lattice melting transition, in the geometry of Fig. 3.1. To this end, the magnet is replaced by a hedgehog lattice, which should be experimentally accessible [151, [152, 153].

Interesting physics emerges when one studies the interplay between electric currents and skyrmion dynamics [162, 188, 189], such as skyrmion Hall effect due to the emergent magnetic flux associated with skyrmions. Similarly, we expect hedgehogs to exhibit rich dynamics under electric currents, due to the possible complexity of emergent 3D magnetic field associated with hedgehogs in general.

### 3.8 Hedgehog conductivity

Here we deduce the conductivity of hedgehogs, taking the view that they can be treated as point-particles, where collective coordinate approach can be employed.[190, 103] In the diffusion regime, the conductivity is $\hat{\sigma}=\rho_{0} \hat{\mu}=\rho_{0} \hat{D} / k_{B} T$, where $\hat{\mu}$ is the hedgehog mobility (related to diffusion constant $\hat{D}$ by the Einstein relation) and $\rho_{0}$ is the background hedgehog density. 109 The force acting on the hedgehog $\vec{F}$ is related with its velocity via the constitutive relation $\vec{v}=\hat{\mu} \cdot \vec{F}$. To work out the force due to the inherent spin Berry phase effect, 138] we could look at the variation of the spin action:

$$
\begin{equation*}
\delta S=s \int d^{3} \vec{r} d t(\mathbf{n} \times \dot{\mathbf{n}}) \cdot \delta \mathbf{n} \tag{3.24}
\end{equation*}
$$

where $s=\hbar S / a^{3}$ is the saturated spin density coarse-grained from quantum-mechanical spin operators of length $S$ defined on a microscopic lattice of characteristic constant $a$. By using the collective variables,

$$
\begin{equation*}
\mathbf{n}(\vec{r}, t)=\mathbf{n}(\vec{r}-\vec{R}(t)), \tag{3.25}
\end{equation*}
$$

one obtains

$$
\begin{align*}
\delta S & =s\left[\int d^{3} \vec{r} d t \mathbf{n} \cdot\left(\partial_{x} \mathbf{n} \times \partial_{y} \mathbf{n}\right)\right](\dot{X} \delta Y-\dot{Y} \delta X) \\
& +s\left[\int d^{3} \vec{r} d t \mathbf{n} \cdot\left(\partial_{y} \mathbf{n} \times \partial_{z} \mathbf{n}\right)\right](\dot{Y} \delta Z-\dot{Z} \delta Y) \\
& +s\left[\int d^{3} \vec{r} d t \mathbf{n} \cdot\left(\partial_{z} \mathbf{n} \times \partial_{x} \mathbf{n}\right)\right](\dot{Z} \delta X-\dot{X} \delta Z) \tag{3.26}
\end{align*}
$$

from which we can write down the gyrotropic force acting on a hedgehog:

$$
\begin{equation*}
\vec{F}=\mathcal{B} \times \vec{v} \tag{3.27}
\end{equation*}
$$

Here, we introduce $\boldsymbol{\mathcal { B }}=\left(\mathcal{B}_{x}, \mathcal{B}_{y}, \mathcal{B}_{z}\right)$ with $\mathcal{B}_{i} \equiv 4 \pi s \int d^{3} \vec{r} B_{i}$.
To capture the damping effect, one need to start from Landau-Lifshitz-Gilbert equation and obtains the total force

$$
\begin{equation*}
\vec{F}=\boldsymbol{\mathcal { B }} \times \vec{v}+\hat{\eta} \cdot \vec{v}=[(\boldsymbol{\mathcal { B }} \times)+\hat{\eta} \cdot] \vec{v} . \tag{3.28}
\end{equation*}
$$

Here,

$$
\begin{equation*}
[\hat{\eta}]_{i j}=\alpha s \int d^{3} \vec{r} d t \partial_{i} \mathbf{n} \cdot \partial_{j} \mathbf{n} \tag{3.29}
\end{equation*}
$$

is a generalized viscosity tensor, where $\alpha$ is the Gilbert damping. Therefore, the hedgehog conductivity can be formally written as

$$
\begin{equation*}
\hat{\sigma}=\rho_{0} \hat{\mu}=\rho_{0}[(\mathcal{B} \times)+\hat{\eta} \cdot]^{-1} \tag{3.30}
\end{equation*}
$$

One can write down the $\hat{\mu}$ (thus $\hat{\sigma}$ ) explicitly by inverting the matrix equation (3.28).
Three important observations are in order. First, the resistivity tensor $\hat{\rho}=\hat{\sigma}^{-1}$ can be written as a sum of a symmetric tensor and an antisymmetric tensor. The former is dampingrelated $\hat{\eta}$ which is dissipative while the latter is due to gyrotropic force (rooted in the spin Berry phase), which is nondissipative. Second, when the hedgehog is isotropic (e.g., $\mathbf{n}_{0}=$ $\{x, y, z\} / r)$, the gyrotropic force vanishes and $[\hat{\eta}]_{i j}=\eta \delta_{i j}$, where $\eta=4 \pi s \int d^{3} \vec{r} d t \partial_{x} \mathbf{n} \cdot \partial_{x} \mathbf{n}$. Thus we have conductivity $\hat{\sigma}=\rho_{0} / \eta \delta_{i j}$. Third, our above derivation is based on collective coordinate approach. This approach breaks down at very high temperatures $\left(k_{B} T \geq J\right.$ with $J$ being exchange energy), where we are not able to treat hedgehogs as point particles. In such a case, we expect the conductivity to be saturated and its temperature dependence to be weak. We approximate $\rho_{0} \sim 1 / a^{3}$ and $D \sim J a^{2} / \hbar$ based on basic dimension analysis. This would give us the optimal hedgehog conductivity $\sigma \sim 1 / a \hbar$.

### 3.9 Discussion and outlook

We note that, though our discussion is based on insulating magnets, it applies equally well to conducting magnets, when the dimension along x is much larger than the other two in Fig. 3.1, so that we can disregard an Ohmic drag between the side contacts. Our symmetry arguments for the hedgehog injection can also be extended to antiferromagnetic systems, with the Néel order parameter, subject to a careful consideration of the magnetic space group.

There are two interesting open questions we did not address beyond phenomenological level: the microscopic origin of the spin transfer (3.18) and a precise description of confinement-deconfinement transition of hedgehogs. We remark that the proposed nonlocal spin drag experiment in Fig. 3.1 also serves as a good testing platform of the deconfinement of hedgehogs in the paramagnetic phase.

The advances in coherent diffractive imaging and vector-field tomography have proven promising for direct observations of 3D magnetic textures, as space and time resolutions are under improvement [182, 183]. This progress makes it possible for our theoretical concepts and proposals to be experimentally investigated for further understanding and future application of 3D topological spin textures.

Our study broadens the scope of 3D spintronics in at least two aspects: Hedgehogs, as commonly existing topological textures in magnets, are promising to support nonlocal transport in magnets and serve as information carriers. The study of the hedgehog current also offers us a handle to manipulate two-dimensional skyrmion textures, with various potential applications in skyrmionics. Transverse skyrmion textures and their associated free energy can be loaded into a chiral magnet by biasing a hedgehog flux through it. If the induced skyrmion density can be preserved at lower temperatures, e.g. by the Dzyaloshinskii-Moriya interaction, this would provide a 3D realization of the energy-storage proposal of Ref. [105]. Being able to change the skyrmion number, the hedgehog flow can also be used to flip the polarity of a vortex core, while maintaining the vorticity.

## CHAPTER 4

## Squeezing spin entanglement out of magnons

"When an old and distinguished person speaks to you, listen to him carefully and with respect - but do not believe him. Never put your trust into anything but your own intellect. Your elder, no matter whether he has gray hair or has lost his hair, no matter whether he is a Nobel laureate - may be wrong. The world progresses, year by year, century by century, as the members of the younger generation find out what was wrong among the things that their elders said. So you must always be skeptical - always think for yourself."

In this chapter, we study the entanglement between two arbitrary spins in a magnetic material, where magnons naturally form a general squeezed coherent state, in the presence of an applied magnetic field and axial anisotropies. Employing concurrence as a measure of entanglement, we demonstrate that spins are generally entangled in thermodynamic equi-
librium, with the amount of entanglement controlled by the external fields and anisotropies. As a result, the magnetic medium can serve as a resource to store and process quantum information. We, furthermore, show that the entanglement can jump discontinuously when decreasing the transverse magnetic field. This tunable entanglement can be potentially used as an efficient switch in quantum-information processing tasks.

### 4.1 Introduction

Entanglement [66, 67] is a measure of how much quantum information is stored in a quantum state and is one of the most fundamental properties that distinguish a quantum phenomenon from its classical counterpart. It was under a severe skepticism, however, since the discovery of quantum mechanics [191], due to its nonlocality that appeared to violate the local-realism view of causality. Following the derivation of Bell's inequalities, which rendered the nonlocal features of quantum theory accessible to experimental verification, numerous experiments in different systems have been carried out, including photons, neutrinos, electrons, molecules as large as buckyballs, and even small diamonds, unequivocally demonstrating the existence of quantum entanglement [192, 193, 194, 195, 196, 197, 198. In parallel with these developments, quantum entanglement has come to be recognized as a valuable resource in quantum-information processing [95]. For example, a quantum computer can be much faster and more powerful than a classical one for certain computational tasks, by taking the advantage of the superposition and entanglement in a quantum system [199]. Moreover, we can realize several quantum protocols, such as teleportation, exclusively with the help of entangled states [200]. These merits of entanglement in quantum information science stimulate the research trying to coherently prepare and manipulate it in various systems.

A magnon Bose-Einstein condensate (BEC) [201], where quanta of spin waves condense into a single state, may be taken as a platform to look for controllable entanglement [202], since particles in a condensate are distributed over space in a coherent way. Magnon BEC
is attractive in practice, as it can be driven by microwave [203, 204, 205, 206, 207, 208, 209] or electronic [210, 211] pumping in an insulating ferromagnet through a quasiequilibration process at room temperature. Without magnon pumping, we can also achieve magnon BEC in equilibrium, by introducing an easy-plane anisotropy in the magnetic system [212]. As we show later, magnons condense by forming a general squeezed coherent state, when the system is subjected to external magnetic fields and anisotropies. A squeezed coherent state [213], akin to a coherent state, is a minimum uncertainty state but with uncertainties of conjugate operators being different. This state has been investigated extensively in quantum optics, resulting in many applications. For example, it can be used to improve the precision of atom clocks [214, 215] and quantum-information processing in the continuous-variables regime [216].

In this chapter, we explore the entanglement of arbitrary two spins in a magnetic system (assuming the number of spin sites is $N_{0}$ ), utilizing the concurrence $\mathcal{C}$ [71, 67] as a measure of entanglement, where magnons are condensed into a general squeezed coherent state. The average number of condensed magnons in such a state can be tuned by the external field and magnetic anisotropies [213]. We distinguish between two types of magnons: coherent magnons related to a uniform order-parameter tilting and squeezed magnons related to the anisotropic squeezing effect [see Eq. (4.11) below]. From numerical analysis, we find that the system transits abruptly to a highly entangled state from an unentangled state, when we decrease the number of coherent magnons (denoted by $N_{c}$ ) across a critical value that is determined by the number of squeezed magnons (denoted by $N_{s}$ ):

$$
\begin{equation*}
N_{c}=\sqrt{2 N_{0} N_{s}} . \tag{4.1}
\end{equation*}
$$

This can be potentially used as a switch in quantum-information processing tasks. Whereas a simple coherent state has no entanglement, a squeezed vacuum state is entangled with concurrence

$$
\begin{equation*}
\mathcal{C}=\frac{2}{N_{0}} \frac{\sqrt{N_{s}}}{\sqrt{N_{s}+1}+\sqrt{N_{s}}} . \tag{4.2}
\end{equation*}
$$

This concurrence will increase as the number of squeezed magnons rises. Resembling squeezed light in quantum optics [216, 217, 218, our squeezed coherent magnetic states can also serve as an essential resource to realize continuous-variables protocols for quantum communication, unconditional quantum teleportation, and one-way quantum computing. Apart from this, we also discuss the entanglement when the condensate is in a Fock state and we match our result with the entanglement of Dicke states [219], which has been well understood in quantum spin squeezing [220, 221, 222]. In contrast to the entanglement between macroscopic building blocks of cavity magnetomechanical systems [223, 224], we are considering the intrinsic spin entanglement within a quantum medium.

### 4.2 Model

Our model system is a set of localized spins interacting through a nearest-neighbor exchange coupling on a three-dimensional lattice, with axial anisotropies and a tilted magnetic field, according to the following Hamiltonian [225]:

$$
\begin{align*}
H & =-J \sum_{\langle i, j\rangle} \mathbf{S}_{i} \cdot \mathbf{S}_{j}-\mathbf{B} \cdot \sum_{i} \mathbf{S}_{i}+H_{1}+H_{2},  \tag{4.3}\\
H_{1} & =\frac{K}{w} \sum_{\langle i, j\rangle}\left(S_{i}^{x} S_{j}^{x}-S_{i}^{y} S_{j}^{y}\right),  \tag{4.4}\\
H_{2} & =-\mathbf{h} \cdot \sum_{i} \mathbf{S}_{i} . \tag{4.5}
\end{align*}
$$

Here, $\mathbf{S}_{i}=\boldsymbol{\sigma}_{i} / 2$ is the spin operator on the $i$ th site ( $\boldsymbol{\sigma}$ are Pauli matrices and we have set $\hbar=1$ for simplicity), $w$ is the lattice coordination number (for example, $w=6$ for a simple cubic lattice), $J>0$ is the exchange constant of a simple Heisenberg magnet $(J \gg B,|K|),|K|$ is the anisotropy strength, $\langle i, j\rangle$ stands for all nearest-neighbor pairs, and $\mathbf{B}=B \hat{\mathbf{z}}, \mathbf{h}=h \hat{\mathbf{x}}$ are the external fields (absorbing all constant factors). We will restrict our discussion to the case $B>|K|$, so that quantum spin fluctuations can be expanded around the $z$ axis.

We will focus on the low-temperature limit, $T \ll J$, where thermal magnons are dilute. It is convenient to switch from the $\mathrm{SU}(2)$ spin algebra to the bosonic algebra: $S_{i}^{+}=a_{i}, S_{i}^{z}=$ $1 / 2-a_{i}^{\dagger} a_{i}$, where $a_{i}^{\dagger}, a_{i}$ are the magnon creation and annihilation operators in real space that obey bosonic commutation relations. This transformation is exact, when complemented with the hard-core repulsion for magnons [226]. In the dilute limit, where the average magnon density is small $\left\langle a_{i}^{\dagger} a_{i}\right\rangle \ll 1$, as in our case of $J \gg B>|K|$, we can relax the hard-core repulsion constraint and, as a result, the Hamiltonian $H$ can be linearized and rewritten as

$$
\begin{equation*}
H=\sum_{\mathbf{k}}\left(2 J \mathbf{k}^{2}+B\right) a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}+\frac{K}{2} \sum_{\mathbf{k}}\left(a_{-\mathbf{k}}^{\dagger} a_{\mathbf{k}}^{\dagger}+a_{\mathbf{k}} a_{-\mathbf{k}}\right)-\frac{h \sqrt{N_{0}}}{2}\left(a^{\dagger}+a\right)+\cdots \tag{4.6}
\end{equation*}
$$

Here, $a \equiv a_{q=0}$, the ellipsis represents nonlinear terms, and $N_{0}$ is the total number of sites in the system. Note we have set the lattice constant to be 1 , which means all quantities with length dimension will be measured in unit of the lattice constant. The above Hamiltonian can be diagonalized by applying Bogoliubov transformations [227, [228] and rewritten as

$$
\begin{equation*}
H=\sum_{\mathbf{k} \neq 0} \omega(\mathbf{k}) b_{\mathbf{k}}^{\dagger} b_{\mathbf{k}}+\omega b^{\dagger} b \tag{4.7}
\end{equation*}
$$

where $b^{\dagger}, b$ and $b_{\mathbf{k}}^{\dagger}, b_{\mathbf{k}}$ are bosonic operators, $\omega(\mathbf{k})=\sqrt{\left(2 J \mathbf{k}^{2}+B\right)^{2}-K^{2}}$ and $\omega \equiv \omega(\mathbf{k}=0)$. The operator $b$ and $b_{\mathbf{k}}$ are related to $a$ and $a_{\mathbf{k}}$ via

$$
\begin{align*}
b & =D(\alpha) S(r) a S^{\dagger}(r) D^{\dagger}(\alpha)  \tag{4.8}\\
b_{\mathbf{k}} & =S\left(\phi_{\mathbf{k}} / 2\right) a_{\mathbf{k}} S^{\dagger}\left(\phi_{\mathbf{k}} / 2\right), \mathbf{k} \neq 0 \tag{4.9}
\end{align*}
$$

$S\left(\phi_{\mathbf{k}} / 2\right)=e^{\left(a_{\mathbf{k}} a_{-\mathbf{k}}-a_{\mathbf{k}}^{\dagger} a_{-\mathbf{k}}^{\dagger}\right) \phi_{\mathbf{k}} / 2}$ is a two-mode squeezing operator [229, 230] and $\phi_{\mathbf{k}}$ is determined by $\tanh \phi_{\mathbf{k}}=K /\left(2 J \mathbf{k}^{2}+B\right) . S(r)=e^{\left[a^{2}-\left(a^{\dagger}\right)^{2}\right] r / 2}$ is a squeezing operator [213] with $r=\phi_{\mathbf{k}=0} / 2 . \quad D(\alpha)=e^{\alpha a^{\dagger}-\alpha^{*} a}$ is a displacement operator with $\alpha=h \sqrt{N_{0}} e^{-2 r} / 2 \omega$.

The ground state $|\psi\rangle$ is given by $b|\psi\rangle=0, b_{\mathbf{k}}|\psi\rangle=0$ for all $\mathbf{k}$ and thus

$$
\begin{equation*}
|\psi\rangle=(D(\alpha) S(r)|0\rangle) \otimes\left(\prod_{\mathbf{k} \neq 0} S\left(\phi_{\mathbf{k}} / 2\right)|0\rangle\right) \tag{4.10}
\end{equation*}
$$

where $|0\rangle$ is the Fock vacuum defined by $a_{\mathbf{k}}|0\rangle=0$ for any wavenumber $\mathbf{k}$. The average number of magnons in the ground state is

$$
\begin{equation*}
\left\langle a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}\right\rangle=\delta_{\mathbf{k}, 0}|\alpha|^{2}+\sinh ^{2} \frac{\phi_{\mathbf{k}}}{2} \tag{4.11}
\end{equation*}
$$

In the large exchange-coupling limit with the size of the system being finite, the effect of nonzero wavenumber modes is negligible and the ground state reduces to the so called squeezed coherent state $|\psi\rangle=D(\alpha) S(r)|0\rangle$. Under the circumstances, $\left\langle a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}}\right\rangle=\delta_{\mathbf{k}, 0}\left(|\alpha|^{2}+\right.$ $\left.\sinh ^{2} r\right)$. We refer to the part related to the coherent parameter $\alpha$ as coherent magnons and the part related to the squeezing parameter $r$ as squeezed magnons, denoted by

$$
\begin{equation*}
N_{c} \equiv|\alpha|^{2} \text { and } N_{s} \equiv \sinh ^{2} r, \tag{4.12}
\end{equation*}
$$

respectively.
Staying in the large- $J$ limit, when we turn off both the anisotropy $K$ and the in-plane magnetic field $h$ so that $r=\alpha=0$, the ground state is the Fock vacuum of operators $a_{\mathbf{k}}$, corresponding to all spins aligned along $\mathbf{B}$. If we turn on the in-plane magnetic field $\mathbf{h}$ and keep the anisotropy off, there are finite number of magnons in the $q=0$ mode forming a coherent state $|\psi\rangle=D(\alpha)|0\rangle$, where all spins deviate from $\mathbf{B}$ direction uniformly (see Fig. 4.17). The number of magnons (the degree of the deviation) is determined by the magnitude of $\mathbf{h}$ via $N_{c}=N_{0} h^{2} / 4 B^{2}$, which is much smaller than $N_{0}$ in the dilute limit. We emphasize that this is a minimum uncertainty state and equally balanced between $S^{x}$ and $S^{y}$ with $\Delta S^{x}=\Delta S^{y}=1 / 2$ [231]. If we turn on the anisotropy and keep the in-plane magnetic field off, the ground state is a squeezed vacuum state $|\psi\rangle=S(r)|0\rangle$, where spins align along $\mathbf{B}$ on average by noting that $\left\langle S^{x}\right\rangle=\left\langle S^{y}\right\rangle=0$ but with finite number of condensed magnons $N_{s}=\sinh ^{2} r$ (see Fig. 4.1b). The uncertainty is also minimized in this state, but not equally balanced between $S^{x}$ and $S^{y}$. This is also implied from the Hamiltonian $H_{1}$ where the inplane $\mathrm{U}(1)$ symmetry is broken explicitly, which is the crucial ingredient for the presence of entanglement. The degree of this squeezing is measured by the squeezing factor $r$, more explicitly $\Delta S^{y} / \Delta S^{x}=e^{2 r}$. When both anisotroy and in-plane magnetic field are present, all
spins deviate from B on average and the uncertainties in $S^{x}$ and $S^{y}$ have the same behavior as the squeezed vacuum state. The average number of condensed magnons is $N=N_{s}+N_{c}$, consisting of coherent magnons and squeezed magnons [see Eq. 4.11]]. The entanglement between two arbitrary spins is determined by the interplay between those parts. In other words, we can tune the entanglement by varying the parameters, such as the anisotropy and the in-plane magnetic field which determine $N_{c}$ and $N_{s}$. Note that we refer to this global tilting state as a condensed state, since the number of magnons in the $\mathrm{q}=0$ mode remains to be finite under any spin rotation in the spin space.

In the thermodynamic limit, the contribution to the entanglement due to $q=0$ mode is negligible and the effective ground state is the squeezed vacuum state $|\psi\rangle=\prod_{\mathbf{k} \neq 0} S\left(\phi_{\mathbf{k}} / 2\right)|0\rangle$. There are only squeezed magnons, because the uniform magnetic field only couples with the $q=0$ mode. The entanglement in this case is distance dependent, since $|\psi\rangle$ involves finitewavenumber modes. This will be addressed in Sec. 4.4.5. Before delving into that, let us introduce the entanglement measure we employ in our analysis: the concurrence.

### 4.3 Entanglement Measures

The problem of measuring entanglement is a vast field of research on its own [66, 67]. Numerous different methods have been proposed to that end. For a pure bipartite state $\rho_{\mathrm{AB}}=\left|\psi_{\mathrm{AB}}\right\rangle\left\langle\psi_{\mathrm{AB}}\right|$, we usually adopt the von Neumann entropy as the entanglement measure: $S\left(\left|\psi_{\mathrm{AB}}\right\rangle\right) \equiv-\operatorname{tr} \rho_{A} \ln \rho_{A}=-\operatorname{tr} \rho_{B} \ln \rho_{B}$. For a general mixed state $\rho_{\mathrm{AB}}$, this von-Neumann entropy is no longer a good measure since the classical mixture in $\rho_{\mathrm{AB}}$ will also contribute to the von Neumann entropy. Therefore, many new measures have been introduced, such as entanglement of formation, distillable entanglement, and entanglement cost, which all reduce to the von Neumann entropy when evaluated on pure states. Here we will use the entanglement of formation as the entanglement measure as we can accomplish some analytic results for problems we are interested in. In the next section, we explore the entanglement
between two arbitrary spins for various states we discussed in Section 4.2.


Figure 4.1: (a). A general coherent state $|\alpha\rangle=D(\alpha)|0\rangle$, where $D(\alpha) \equiv \exp \left\{\alpha a^{\dagger}-\alpha^{*} a\right\}$ is a displacement operator with $\alpha=|\alpha| e^{i \theta}$, is the minimum uncertainty state ( $\Delta S^{x}=\Delta S^{y}=1 / 2$ ). All spins deviate from $\mathbf{B} \propto \hat{\mathbf{z}}$ direction coherently. (b). The general squeezed vacuum state $S(\zeta)|0\rangle$, where $S(\zeta) \equiv e^{\left[\zeta^{*} a^{2}-\zeta\left(a^{\dagger}\right)^{2}\right] / 2}$ is the squeezing operator with a squeezing parameter $\zeta=r e^{i \phi}$, is also a minimum uncertainty state with uncertainties being squeezed (blue ellipse) compared with the vacuum uncertainties (green disk). The direction of the squeezing (the orientation of the semi-minor axis of the ellipse with respect to the $S^{x}$ axis) is $\phi / 2$. The length of the semi-minor axis is $e^{-r} / 2$ and the length of the semi-major axis is $e^{r} / 2$. The average direction of the spin in such state is along B. (c). For the general squeezed coherent state $D(\alpha) S(\zeta)|0\rangle$, the degree of the deviation from $\hat{\mathbf{z}}$ is determined by the parameter $\alpha$ and the degree of squeezing of the uncertainty is determined by the squeezing parameter $\zeta$.

### 4.4 Entanglement Quantification

In the first four subsections, we discuss the entanglement due to the $q=0$ mode in a finite size sample with large exchange coupling where this mode dominates the quantum fluctuation. In the last subsection, entanglement and its distance dependence are examined
in thermodynamic limit, where finite wavenumber modes must be taken into account.

### 4.4.1 Fock States

We start with investigating the concurrence between two spins in Fock states $|N\rangle$ where $N$ is the number of magnons in the zero-momentum mode. For the Fock vacuum $|0\rangle$, the concurrence is zero since this is a product state $|\uparrow \uparrow \cdots \uparrow\rangle$. When there is a finite number of magnons, invoking the reduced density matrix (1.136), which is simplified for this specific case, we show the concurrence (Eq. 1.129) between arbitrary two spins is given by

$$
\begin{align*}
\mathcal{C}_{\text {Fock }} & =2 \max \left\{0,\left|\left\langle\sigma_{i}^{+} \sigma_{j}^{-}\right\rangle\right|-\sqrt{\left\langle k_{i}^{+} k_{j}^{+}\right\rangle\left\langle k_{i}^{-} k_{j}^{-}\right\rangle}\right\} \\
& \approx 2 \frac{N}{N_{0}}(1-\sqrt{1-1 / N}) . \tag{4.13}
\end{align*}
$$

Note that the upper bound of the concurrence is $2 / N_{0}$, which is known as the tight bound for symmetric sharing of entanglement [232]. The concurrence reaches its maximum value when there is only one magnon, corresponding to the state $|\downarrow \uparrow \cdots \uparrow\rangle+|\uparrow \downarrow \cdots \uparrow\rangle+|\uparrow \uparrow \cdots \downarrow\rangle$. This is a generalization of the Bell state $\left|\Psi^{+}\right\rangle \sim|\uparrow \downarrow\rangle+|\downarrow \uparrow\rangle$ and thus maximally entangled. Another feature we should pay attention to is that the concurrence is a decreasing function of $N$ and approaches $1 / N_{0}$ as $N \rightarrow \infty$. This is consistent with the analysis of the Dicke state [219] $\left|N_{0} / 2, M\right\rangle$ in quantum optics, which describes a system consisting of $N_{0}$ two-level systems (spin-1/2 particles) and is a pure symmetric (with respect to permutations) state. $N_{0} / 2-M$ is the number of excited two-level systems (i.e., the flipped spins). The concurrence of such Dicke state is given by [220, 221, 222]

$$
\begin{align*}
\mathcal{C}_{\text {Dicke }} & =\frac{N_{0}^{2}-4 M^{2}-\sqrt{\left(N_{0}^{2}-4 M^{2}\right)\left[\left(N_{0}-2\right)^{2}-4 M^{2}\right]}}{2 N_{0}\left(N_{0}-1\right)} \\
& \approx \mathcal{C}_{\text {Fock }}, \tag{4.14}
\end{align*}
$$

where we have identified $N=N_{0} / 2-M$ and specialized to the case $N \ll N_{0}$ by noting that the number of excited two-level systems is exactly the number of magnons in our context. It should be clear from our discussion above that we must invoke the one-magnon state $|N=1\rangle$
to produce a maximally-entangled configuration.
In Ref. [76], it was found that the entanglement between two spins increases with the number of condensed magnons $N$, which is contrary to what we discussed above. This discrepancy can be traced to the second term in Eq. 4.13), which, despite being comparable to the first term, was omitted in Ref. [76]. In particular, we see that the entanglement vanishes in the thermodynamic limit, $N_{0} \rightarrow \infty$, in the Fock state $|N\rangle$ with any $N$, in agreement with the tight bound for symmetric sharing of entanglement. At a finite temperature $T$, when two spins sit at a distance smaller than the thermal de Broglie wavelength $\lambda_{T} \propto \sqrt{J / T}$, we expect the concurrence to be inversely proportional to the total number of sites within the corresponding volume: $\mathcal{C} \propto 1 / \lambda_{T}^{3}$ (crossing over to $\mathcal{C} \propto 1 / N_{0}$ as $T \rightarrow 0$ and $\lambda_{T}$ exceeds the system size). Beyond the thermal de Broglie wavelength $\lambda_{T}$, the entanglement should decay exponentially, $\sim e^{-R / \lambda_{T}}$, with the distance $R$ between two spins, which agrees qualitatively with the analysis of Ref. [76].

### 4.4.2 Coherent States

Let us turn on the in-plane magnetic field which will lead to a coherent state $|\alpha\rangle \equiv D(\alpha)|0\rangle$ as the ground state. We evaluate the elements of density matrix (1.136) in the coherent state and obtain

$$
\begin{equation*}
\rho\left(\sigma_{y} \otimes \sigma_{y}\right) \rho^{*}\left(\sigma_{y} \otimes \sigma_{y}\right) \propto 1_{4 \times 4} . \tag{4.15}
\end{equation*}
$$

This implies the entanglement between any two spins is zero and there is no quantum correlation stored in spins according to the definition of the concurrence Eq. 1.129). Indeed, this is not surprising and it has been shown any bosonic coherent state is unentangled [202]. It is true as well for spin coherent states since $|\theta, \phi\rangle=\otimes_{l=1}^{N_{s}}\left[\cos \frac{\theta}{2}|\downarrow\rangle_{l}+e^{i \phi} \sin \frac{\theta}{2}|\uparrow\rangle_{l}\right]$ is a product state where $\theta$ and $\phi$ specify the direction of spins. Coherent states have minimum uncertainty which are equally balanced between $S^{x}$ and $S^{y}$ with $\Delta S^{x}=\Delta S^{y}=1 / 2$. Furthermore, any classical mixture of coherent states, such as $\hat{\rho}=\int d^{2} \alpha P_{\alpha}|\alpha\rangle\langle\alpha|$ with $P_{\alpha}>0$ being the
probability density in $|\alpha\rangle$, can only increase the uncertainty and also has zero entanglement since classical correlations do not contribute to the entanglement. Such states are known as classical light states in the quantum optics [233]. One typical nonclassical light state is squeezed states and we will examine the entanglement of those states below.

### 4.4.3 Squeezed Vacuum Magnetic States

By turning on the anisotropy in Hamiltonian $H_{1}$ and keeping the in-plane magnetic field off, we can generate the squeezed vacuum state $|\psi\rangle=S(r)|0\rangle$ as the ground state, where the uncertainty in $S^{x}$ is below the vacuum level. There must be quantum correlations in such states since they can never be achieved by mixing coherent states. We show that the concurrence 1.129 between two spins is given by

$$
\begin{equation*}
\mathcal{C}=\frac{2}{N_{0}} \frac{\sqrt{N_{s}}}{\sqrt{N_{s}+1}+\sqrt{N_{s}}} \tag{4.16}
\end{equation*}
$$

where $N_{s}=\sinh ^{2} r$ is the number of magnons in the squeezed vacuum state. In contrast to the Fock state, the concurrence of the squeezed vacuum state increases as we increase the number of magnons. This can be understood by noting that increasing $N_{s}$ corresponds to squeezing the vacuum more. Namely, the degree of squeezing, $\Delta S^{y} / \Delta S^{x}=e^{2 r}=\left(\sqrt{N_{s}+1}+\sqrt{N_{s}}\right)^{2}$, equals unity when $N_{s}=0$, which corresponds to zero entanglement. $\Delta S^{y} / \Delta S^{x}$ approaches infinity as $N_{s}$ rises, where the vacuum is infinitely squeezed and has maximum concurrence $1 / N_{0}$, which is half of the tight bound for symmetric sharing of entanglement [232]. We remark that this reduction in the entanglement is due to the odd parity missing in the wave function.

### 4.4.4 Squeezed Coherent Magnetic States

Now let us turn on both the anisotropy and the in-plane magnetic field, resulting in the squeezed coherent state $|\psi\rangle=D(\alpha) S(r)|0\rangle$ as our ground state. We will see that in contrast to the coherent states that retain their (trivial) entanglement character under displacement,
displacing a squeezed state does have a nontrivial effect. Unlike states we discussed above, however, it is difficult to obtain an analytic expression for the concurrence in this case. Therefore, we obtain the concurrence $\mathcal{C}$ numerically by plotting it as a function of $r$ for different values of $|\alpha|$ (see Fig. 4.2 ), where we assume the anisotropy $K>0$ without loss of generality. As increasing the value of $|\alpha|$ from zero, we have zero concurrence under a critical value of $r_{c}=r_{c}(|\alpha|)$ (see Fig. 4.2b) and nonzero concurrence above $r_{c}$. The maximal concurrence will increase to $2 / N_{0}$ from $1 / N_{0}$ as we increase the number of coherent magnons. Thus we can see that the coherent magnons will unlink the quantum correlations between spins established by a small number of squeezed magnons. This is because the coherent magnons dominate the physics when the number of squeezed magnons is small. However, coherent magnons will be beneficial for information storage when the number of squeezed magnons is large. The upper bound of the concurrence rises since the coherent part involves states with both parities, unlike squeezed vacuum states which only involve even parity states $\{|2 k\rangle\}$, and thus increases the upper bound. We remark that, in contrast to the discussion in Sec. 4.4B where the displacement operation does not yield entanglement since it is acting on a trivial state (Fock vacuum state), the displacement operator here results in nontrivial entanglement behavior as it acts on a squeezed state which is entangled.

To determine this transition, we study the critical value $N_{s}^{1 / 4}=\sqrt{\sinh r_{c}}$ numerically and plot it as a function of $|\alpha|$ which can be fitted well with a linear relation (see Fig. 3.3b). We conclude that there is no entanglement when

$$
\begin{equation*}
N_{c} \geq \sqrt{2 N_{0} N_{s}} \tag{4.17}
\end{equation*}
$$

Otherwise we have nonzero entanglement. This transition is discontinuous as implied from Fig. 3.3a. When $|\alpha|$ is large, $N_{0} \mathcal{C}$ is a step function of $r$, which can be potentially used as an efficient switch in quantum information processing tasks.


Figure 4.2: (a). Concurrence $\mathcal{C}$ as a function of the number of squeezed magnons $N_{s}=\sinh ^{2} r$ for different number of coherent magnons $N_{c}=|\alpha|^{2} .|\alpha|=0$ corresponds to the squeezed vacuum state (see Eq. (4.16)), where the maximal concurrence is $1 / N_{0}$. As we increase the number of coherent magnons, the physics is dominated by the coherent part when the number of squeezed magnons is small. As a result, the concurrence is zero. However, the presence of the coherent part can increase the upper bound of the concurrence once the number of squeezed magnons is above some critical value $\sinh ^{2} r_{c}$, which depends on the amount of coherent magnons we put into the system. (b). Critical values $\left(N_{s}\right)^{1 / 4}=\sqrt{\sinh r_{c}}$ as a function of $|\alpha|$, which can be fitted using a linear relation. When the number of coherent magnons is larger than $\sqrt{2 N_{0} N_{s}}$, the coherent part dominates the physics and the concurrence is zero. Otherwise, we have a finite concurrence. In the numerical study above, we set $N_{0}=10^{8}$.

### 4.4.5 Thermodynamic Limit

In the thermodynamic limit, one can see that the entanglement between two arbitrary spins due to $q=0$ mode vanishes from our discussion above. Under the circumstances, nonzero wavenumber modes should be taken into account and we can show that the concurrence between a spin at $\mathbf{R}_{i}$ and a spin at $\mathbf{R}_{j}$ in $d$ dimension is given by

$$
\begin{equation*}
\mathcal{C}_{i j}=\max \{0, \mathcal{T}(\gamma, \lambda, \eta)\} \tag{4.18}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{T}(\gamma, \lambda, \eta) \approx \frac{1}{(2 \pi)^{d}}\left|\int_{\text {B.Z. }} d^{d} \mathbf{q} \frac{\eta \cos (\gamma \hat{\mathbf{R}} \cdot \mathbf{q})}{\sqrt{\left(1+2 \lambda^{2} \mathbf{q}^{2}\right)^{2}-\eta^{2}}}\right| \\
&+\frac{1}{(2 \pi)^{d}}  \tag{4.19}\\
& \int_{\text {B.Z. }} d^{d} \mathbf{q}\left[1-\frac{1+2 \lambda^{2} \mathbf{q}^{2}}{\sqrt{\left(1+2 \lambda^{2} \mathbf{q}^{2}\right)^{2}-\eta^{2}}}\right]
\end{align*}
$$

Here $\gamma=|\mathbf{R}|=\left|\mathbf{R}_{i}-\mathbf{R}_{j}\right|$ and $\lambda=\sqrt{J / B}$ are the distance between two spins and the exchange length. $\eta=|K| / B<1$ is a dimensionless parameter and $\hat{\mathbf{R}}=\left(\mathbf{R}_{i}-\mathbf{R}_{j}\right) /|\mathbf{R}|$. B.Z. represents the Brillouin zone.

Here we sketch the derivation of Eq. (4.18) (Eq. (4.13) and Eq. (4.16) are similar). In state $|\psi\rangle=\prod_{\mathbf{k} \neq 0} S\left(\phi_{\mathbf{k}} / 2\right)|0\rangle$, where $S\left(\phi_{\mathbf{k}} / 2\right)=e^{\left(a_{\mathbf{k}} a_{-\mathbf{k}}-a_{\mathbf{k}}^{\dagger} a_{-\mathbf{k}}^{\dagger}\right) \phi_{\mathbf{k}} / 2}$ is the two-mode squeezing operator and $\phi_{\mathbf{k}}$ is determined by $\tanh \phi_{\mathbf{k}}=K /\left(2 J \mathbf{k}^{2}+B\right)$, we evaluate the reduced density matrix Eq. 1.136 for a spin at $\mathbf{R}_{i}$ and a spin at $\mathbf{R}_{j}$ in $d$ dimension and obtain

$$
\rho_{i j}=\left[\begin{array}{cccc}
1-2\left\langle a_{i}^{\dagger} a_{i}\right\rangle+\left\langle a_{i}^{\dagger} a_{i} a_{j}^{\dagger} a_{j}\right\rangle & 0 & 0 & \left\langle a_{i}^{\dagger} a_{j}^{\dagger}\right\rangle  \tag{4.20}\\
0 & \left\langle a_{i}^{\dagger} a_{i}\right\rangle-\left\langle a_{i}^{\dagger} a_{i} a_{j}^{\dagger} a_{j}\right\rangle & \left\langle a_{j}^{\dagger} a_{i}\right\rangle & 0 \\
0 & \left\langle a_{i}^{\dagger} a_{j}\right\rangle & \left\langle a_{j}^{\dagger} a_{j}\right\rangle-\left\langle a_{i}^{\dagger} a_{i} a_{j}^{\dagger} a_{j}\right\rangle & 0 \\
\left\langle a_{i} a_{j}\right\rangle & 0 & 0 & \left\langle a_{i}^{\dagger} a_{i} a_{j}^{\dagger} a_{j}\right\rangle
\end{array}\right] .
$$

Here we have used the fact that expectation value of any product of odd number of magnon creation or annihilation operators vanishes (this is true for any squeezed vacuum state), for example $\langle\psi| a_{i}^{\dagger} a_{i} a_{j}|\psi\rangle=0$. Then one can determine the explicit form of $\rho\left(\sigma_{y} \otimes \sigma_{y}\right) \rho^{*}\left(\sigma_{y} \otimes \sigma_{y}\right)$ and show that the concurrence Eq. (1.129) is given by

$$
\begin{equation*}
\mathcal{C}\left(\rho_{i j}\right)=2 \max \left\{0,\left|\left\langle a_{i}^{\dagger} a_{j}^{\dagger}\right\rangle\right|-\left\langle a_{i}^{\dagger} a_{i}\right\rangle+\left\langle a_{i}^{\dagger} a_{i} a_{j}^{\dagger} a_{j}\right\rangle\right\} \tag{4.21}
\end{equation*}
$$

Invoking identities

$$
\begin{align*}
& \langle\psi| a_{\mathbf{q}}^{\dagger} a_{\mathbf{k}}^{\dagger}|\psi\rangle=-\delta_{\mathbf{q},-\mathbf{k}} \sinh \frac{\phi_{\mathbf{k}}}{2} \cosh \frac{\phi_{\mathbf{k}}}{2}  \tag{4.22}\\
& \langle\psi| a_{\mathbf{q}}^{\dagger} a_{\mathbf{k}}|\psi\rangle=\delta_{\mathbf{q}, \mathbf{k}} \sinh ^{2} \frac{\phi_{\mathbf{k}}}{2} \tag{4.23}
\end{align*}
$$

we obtain the explicit expression of the concurrence

$$
\begin{equation*}
\mathcal{C}\left(\rho_{i j}\right)=\max \{0, \mathcal{T}\} \tag{4.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{T}=\frac{1}{(2 \pi)^{d}}\left|\int_{\text {B.z. }} \sinh \frac{\phi_{\mathbf{q}}}{2} \cosh \frac{\phi_{\mathbf{q}}}{2} e^{i \mathbf{q} \cdot\left(\mathbf{R}_{\mathbf{j}}-\mathbf{R}_{\mathbf{i}}\right)} d^{d} \mathbf{q}\right|-\frac{1}{(2 \pi)^{d}} \int_{\text {B.z. }} \sinh ^{2} \frac{\phi_{\mathbf{q}}}{2} d^{d} \mathbf{q} \tag{4.25}
\end{equation*}
$$

Here B.Z. represents the Brillouin zone. Considering $\tanh \phi_{\mathbf{k}}=K /\left(2 J \mathbf{k}^{2}+B\right)$ and introducing parameters $\gamma=|\mathbf{R}|=\left|\mathbf{R}_{i}-\mathbf{R}_{j}\right|, \lambda=\sqrt{J / B}, \eta=|K| / B$ and $\hat{\mathbf{R}}=\left(\mathbf{R}_{i}-\mathbf{R}_{j}\right) /|\mathbf{R}|$, we can rewrite Eq. 4.25) and obtain Eq. (4.18):
$\mathcal{T}(\gamma, \lambda, \eta) \approx \frac{1}{(2 \pi)^{d}}\left|\int_{\text {B.Z. }} d^{d} \mathbf{q} \frac{\eta \cos (\gamma \hat{\mathbf{R}} \cdot \mathbf{q})}{\sqrt{\left(1+2 \lambda^{2} \mathbf{q}^{2}\right)^{2}-\eta^{2}}}\right|+\frac{1}{(2 \pi)^{d}} \int_{\text {B.Z. }} d^{d} \mathbf{q}\left[1-\frac{1+2 \lambda^{2} \mathbf{q}^{2}}{\sqrt{\left(1+2 \lambda^{2} \mathbf{q}^{2}\right)^{2}-\eta^{2}}}\right]$.

Applying Wick's theorem to $\left\langle a_{i}^{\dagger} a_{i} a_{j}^{\dagger} a_{j}\right\rangle$ and using $\left|\left\langle a_{i}^{\dagger} a_{j}^{\dagger}\right\rangle\right| \sim \mathcal{O}\left(\eta / \lambda^{2}\right),\left|\left\langle a_{i}^{\dagger} a_{j}\right\rangle\right|<\left\langle a_{i}^{\dagger} a_{i}\right\rangle \sim$ $\mathcal{O}\left(\eta^{2+d / 2} / \lambda^{d}\right)$, which are all small, we see that the quartic correlator can be neglected.

Figure 4.3 a visualizes the distance $\gamma$ dependence of concurrence $\mathcal{C}_{i j}$ in dimension $d=1$, $d=2$ and $d=3$, respectively. It suggests that $\mathcal{C}_{i j}$ is smaller when the dimension is higher. From Fig. 4.3b, we can see that, keeping other parameters fixed, $\mathcal{C}_{i j}$ will decrease to zero as we increase the distance $\gamma$ to a critical value $\gamma_{c}$, which is proportional to the exchange length $\lambda$. In other words, spins within the exchange length can communicate and entangle with each other. Note that, in the limit of diverging exchange length $\lambda \rightarrow \infty$, the overall value of concurrence will vanish even though spins can entangle with each other over a long distance.


Figure 4.3: (a). Concurrence as a function of the distance $\gamma$ between two spins in dimension $d=1, d=2$ and $d=3$, respectively. The overall value of the concurrence will decrease as we increase the dimension of our system. In a given dimension, the concurrence is finite but will decrease as we increase the distance between these two spins within a critical distance $\gamma_{c}$, beyond which the concurrence vanishes. We have set $\lambda=10, \eta=0.5$ and $\hat{\mathbf{R}}=\hat{\mathbf{x}}$ in higher dimension. (b). Critical distance $\gamma_{c}$ as a function of the correlation length $\lambda$, which can be fitted well with a linear relation. We have set $\eta=0.5$.

### 4.4.6 Remarks

Let us modify the $H_{1}$ and $H_{2}$ to allow for more general squeezed coherent states,

$$
\begin{align*}
H_{1} & =\frac{K}{w} \sum_{\langle i j\rangle}\left[\cos \theta_{1}\left(S_{i}^{x} S_{j}^{x}-S_{i}^{y} S_{j}^{y}\right)+2 \sin \theta_{1} S_{i}^{x} S_{j}^{y}\right]  \tag{4.27}\\
H_{2} & =-h \cos \theta_{2} \sum_{i} S_{i}^{x}-h \sin \theta_{2} \sum_{i} S_{i}^{y}
\end{align*}
$$

Compared with the original Hamiltonian 4.3), we have rotated the in-plane magnetic field and anisotropy by $\theta_{2}$ and $\theta_{1} / 2$, respectively, $H_{1} \rightarrow U\left(\theta_{1} / 2\right) H_{1} U\left(\theta_{1} / 2\right)^{\dagger}$ and $H_{2} \rightarrow$ $U\left(\theta_{2}\right) H_{2} U\left(\theta_{2}\right)^{\dagger}$ with $U(\theta)=\prod_{i} e^{-i \theta S_{i}^{z}}$ being the rotation operator. Therefore, the entanglement should only depend on the physical angle $\theta_{2}-\theta_{1} / 2$. The ground state of this Hamiltonian, in the large exchange-coupling limit (so that we can neglect nonzero wavenumber modes [234]), is given by $|\psi\rangle=D(\alpha) S(\zeta)|0\rangle$ with $\zeta=r e^{i \theta_{1}}$ and $\alpha=\sqrt{N_{0}} h\left[e^{i \theta_{2}} \cosh 2 r-\right.$
$\left.e^{i\left(\theta_{1}-\theta_{2}\right)} \sinh 2 r\right] / 2 \omega$, where $\omega=\sqrt{B^{2}-K^{2}}$ and $r$ is determined by $\tanh 2 r=K / B$. We recover what we have obtained before [see Eq. (4.10)] when $\theta_{1}=\theta_{2}=0$, as expected. We point out that, by taking this angle dependence into account, the behavior of the concurrence does not get modified qualitatively, since its angular variation is much smaller than the absolute value (see Fig. 4.4).


Figure 4.4: Concurrence as a function of one angle (setting the another angle to zero). For the pink dashed curve, we plot the concurrence as a function of the angle $\phi$ and set $\theta=0$. For the black solid curve, we plot the concurrence as a function of the angle $\theta$ and set $\phi=0$. We find that concurrence is periodic with period $2 \pi$ in $\phi$ and $\pi$ in $\theta$. In both cases, we set $N_{s}=\sinh ^{2} 4, N_{c}=9 \times 10^{4}$ and $N_{0}=10^{8}$.

The above Hamiltonian realizes the general squeezed coherent state $D(\alpha) S(\zeta)|0\rangle$ with $\alpha=|\alpha| e^{i \theta}$ and $\zeta=r e^{i \phi}$ being complex-valued, where $D(\alpha)=e^{\alpha a^{\dagger}-\alpha^{*} a}$ is the displacement operator and $S(\zeta)=e^{\left[\zeta^{*} a^{2}-\zeta\left(a^{\dagger}\right)^{2}\right] / 2}$ is the squeezing operator. The entanglement in such states only depends on $|\phi / 2-\theta|$ instead of depending on these two angles separately. This is implied from the Fig. 4.1. where the only physical angle is $|\phi / 2-\theta|$. More explicitly, we have $D\left(|\alpha| e^{i \theta}\right) S\left(r e^{i \phi}\right)|0\rangle \rightarrow D\left(|\alpha| e^{i(\theta-\phi / 2)}\right) S(r)|0\rangle$ under a gauge transformation $a \rightarrow$ $a e^{i \phi / 2}$ which will not alter any physics of the system. We find numerically the concurrence
is periodic with period $2 \pi$ in $\phi$ (the pink curve in Fig. 4.4) and $\pi$ in $\theta$ (the black curve in Fig. 4.4. This is consistent with what we discussed above where $\zeta=r e^{i \theta_{1}}$ and $\alpha=$ $\sqrt{N_{0}} h\left[e^{i \theta_{2}} \cosh 2 r-e^{i\left(\theta_{1}-\theta_{2}\right)} \sinh 2 r\right] / 2 \omega$. Under the gauge transformation, we have the ground state $D\left(\alpha e^{-i \theta_{1} / 2}\right) S(r)|0\rangle$ where $\alpha e^{-i \theta_{1} / 2}=\sqrt{N_{0}} h\left[e^{i\left(\theta_{2}-\theta_{1} / 2\right)} \cosh 2 r-e^{-i\left(\theta_{2}-\theta_{1} / 2\right)} \sinh 2 r\right] / 2 \omega$ and thus the entanglement only depends on the physical angle $\theta_{2}-\theta_{1} / 2$.

A few ways have recently been proposed to store and control quantum information in magnetic systems. For example, topological defects can be used as quantum information carriers [235] and two spins can be coupled via the spin-superfluid mode harbored by an antiferromagnetic domain wall [236]. Our discussion can be also applied to entangle two distant spin qubits (see Fig. 4.5). Let us consider the situation where two spin qubits are placed in the vicinity of a ferromagnetic insulator. Then, turn on the coupling $\tilde{J}$ between spin qubits and the insulator strong enough so that the two spins are entangled as if they are part of the magnetic insulator. Upon the sufficiently rapid turnoff of the coupling, we can obtain the isolated system of the two spin qubits that remain entangled.

### 4.5 Summary and Outlook

We have investigated the entanglement generation and entanglement control in a magnetic system. In the low temperature regime $T \ll J$, magnons form a general squeezed coherent state, which is a minimum uncertainty state with the quantum noise in one observable reduced below its vacuum level with the sacrifice of enhanced uncertainties in the another observable. We showed these squeezed states can be fully controlled by tuning applied external fields and in-plane anisotropies. Utilizing the entanglement of formation, or more specifically the concurrence, as a measure of entanglement, we illustrated that in the large exchange-coupling limit, a general squeezed coherent state, including its special case of a squeezed vacuum state, exhibits a high degree of entanglement between two arbitrary spins, as opposed to a coherent state which is not entangled. Therefore, a magnetic system can
serve as a resource for storing quantum information and processing quantum information, such as quantum teleportation, quantum network and quantum logical encoding.


Figure 4.5: Spin A and B are placed above a ferromagnetic insulator subjected to magnetic fields $\mathbf{h}, \mathbf{B}$ and anisotropies, which realizes the Hamiltonian that we discussed in Sec. 4.2, Turning on the coupling $\tilde{J}(t)$ between spins and the insulator adiabatically so that these spins behavior like a part of the insulator and thus the concurrence $\mathcal{C}_{A B}$ grows correspondingly. This entanglement remains even after the coupling $\tilde{J}$ is turned off so long as this turnoff process is rapid enough.

As temperature rises, we expect a thermal crossover from squeezing dominated regime to simply Fock-coherent regime discussed in Sec. 4.4A. A more systematic study of the temperature dependence of entanglement is left for a future work. In our analysis, we ignored the dipole-dipole interaction. For the uniform mode, the dipolar interactions would simply contribute a shape-dependent demagnetizing field, which can be absorbed into our anisotropy constants [237]. For the large-k modes, the effective anisotropies would become k-dependent, which would modify the quantitative details of our analysis. At this point, for simplicity, we are focusing on the materials where dominant anisotropies are crystalline. Two-mode squeezing arises naturally also in Heisenberg antiferromagnets [238], resulting
in a large entanglement between two antiparallel magnetic sublattices even in the absence of magnetic anisotropies. It may be interesting to study the spatial distribution of this entanglement as well as its possible tunability by external parameters.

In the thermodynamic limit, the entanglement attributable to the zero wavenumber mode vanishes due to the existence of the tight bound for symmetric sharing of entanglement $2 / N_{0}$. Thus nonzero wavenumber modes should be taken into account and we studied the distance dependence of the concurrence. The existence of the tight bound is because we are considering the entanglement between two spins. How will the entanglement bound change if we consider the entanglement between two regions (that can contain many spins separately in general) instead of just two spins? This scaling property of the entanglement is well understood when the bipartite system is a gapped ground state of a local Hamiltonian and known as the entanglement area law [239]. Its constant correction is known as the topological entanglement entropy [240] characterizing many-body states that possess topological order. For a mixed state, however, as in our case, the scaling property is far from being well understood. Nevertheless, we would expect the upper bound of the entanglement to increase as we consider the entanglement between two regions in general, since the Hilbert space is larger compared with the two-spin case. Therefore, it can potentially store more quantum information, with the exact scaling behavior remaining to be explored.

## CHAPTER 5

# Bell-state generation for spin qubits via dissipative coupling 

> "Feynman's cryptic remark, 'no one is that much smarter ...,' to me, implies something Feynman kept emphasizing: that the key to his achievements was not anything magical but the right attitude, the focus on nature's reality, the focus on asking the right questions, the willingness to try (and to discard) unconventional answers, the sensitive ear for phoniness, self-deception, bombast, and conventional but unproven assumptions."

Philip Warren Anderson

In this chapter, we show that a magnetically-active medium can act as a coupler for distant spin qubits for entanglement generation. While previous studies focus on the competition between coherent coupling and local relaxation, we reveal an effective coupling of dissipative nature in this work. We theoretically investigate the different dynamical regimes of the entanglement evolution in the presence of this dissipative coupling and demonstrate the advantage of its utilization as a route to generate steady entanglement and even Bell
state, insensitive to the initial state. Our work points to a new direction of the application of spintronic schemes in future quantum information technology.

### 5.1 Background

Entanglement between individually addressable qubits is the key to many quantum-information processes [95, 241]. The realization of qubits has been achieved in several cases, such as trapped atoms [242, 243, 244, 245], quantum dots [246, 247, 248], superconducting qubits [249], and nitrogen-vacancy (NV) centers [250], etc. For example, the NV qubit has a long coherence time and a good performance in the initialization and readout of spin states [251, 252, 253]. However, because the direct dipolar interactions between NVs extend only up to tens of nanometers, the generation of entanglement between distant qubits has been one of the main adversities in building a scalable platform for practical applications. A potential solution to this problem is to exploit hybrid quantum devices [254], where qubits are interfaced with a solid-state system [255, 256, 257, 258, 259, 260]. The latter, being longrange correlated, can act as a medium to induce an effective coherent coupling between the qubits, based on which certain two-qubit gates can be implemented [261, 262]. Meanwhile, the presence of a medium also enhances dissipation effects. To achieve a finite entanglement between qubits, the timescale set by the coherent coupling needs to be shorter than that of the local qubit relaxation. The competition between the two has thus been the focus of recent investigations [261, 262, 263, 93, 236, 264, 265, 266, 267].

Dissipation is not always detrimental to quantum effects. Entanglement generation in an open quantum system by environment engineering was first discussed in the context of quantum optics [268, 269]. It was shown formally that two qubits can be entangled by undergoing Markovian dissipative dynamics [270]. Various proposals have been made to realize this, mainly in quantum optical and electronic systems [271, 272, 273, 274, 275, 276, [277, 88, 278]. In addition, dissipation is intensely investigated as a resource for quantum


Figure 5.1: A system composed of two spin qubits is coupled with a magnetic environment, which induces local relaxations $a, \tilde{a}$, mediates dissipative couplings $A, \tilde{A}$, as well as coherent couplings between two qubits. The two qubits may achieve a stable entangled state with large enough $A$ and $\tilde{A}$, and even a Bell state with the help of measurement and postselection.
error correction [279, 280, 281, 282, 283, 284] and other quantum information tasks [285, [286, 287, 288]. Non-Hermitian Hamiltonians, frequently invoked to handle dissipative effects in the Hamiltonian form, can exhibit exceptional points [289] that have been shown to be sweet spots to enhance entanglement [290, 291].

In this work, we discuss the dissipative coupling and entanglement generation induced by a generic noisy magnetic medium, in a hybrid quantum system sketched in Fig. 5.1. The qubits can be NVs or other isolated quantum defects and the medium is a generic solid-state system emitting magnetic field noise, which can arise from fluctuations of spin or pseudospin degrees of freedom [292]. Since many magnetic materials with different correlation properties are generally available, artificial design of the environment is not required as a first step, while spintronic engineering and tunability are promising for future studies.

To treat the induced coherent and dissipative couplings in a unified manner, we derive the
full master equation [86, 96] that determines the time evolution of the qubit entanglement. Specifically, two distinct types of dissipation are identified, bearing analogy to the local damping and the spin pumping-mediated viscosity in the classical spin dynamics [293]: One is the local relaxation, which originates in energy and information exchanges between a single qubit and the medium. The other is the dissipative coupling between the qubits induced by the correlated medium they both couple to, which appears to have gone underappreciated so far [261, 262, 93, 236, 264, 265, 266, 267] but manifests naturally in our treatment. While the former is detrimental to quantum entanglement, we show the latter can help to establish a steady entanglement between qubits, even in a pessimistic scenario where the coherent coupling is absent. The long-time behavior of the qubits exhibits a dynamic phase transition. When the dissipative coupling is comparable to the local relaxation, the Lindbladian evolution induced by the medium can result in sizable robust entanglement between the qubits. This can be achieved for qubit separation on a lengthscale dictated by the relevant excitations responsible for dissipation (such as magnons for a magnetically ordered medium). Furthermore, we can stabilize a Bell state in the time evolution governed by a nonHermitian Hamiltonian when complemented by proper postselections [294, 295, 296, 297], where different dynamic phases are separated by an exceptional point.

### 5.2 Model

Let us consider an illustrative model consisting of two spin qubits weakly coupled to a magnet, with the following Hamiltonian:

$$
\begin{equation*}
H=H_{\mathrm{S}}+H_{\mathrm{E}}+H_{\mathrm{SE}} \tag{5.1}
\end{equation*}
$$

Here, $H_{\mathrm{S}}=-\left(\Delta_{1} \sigma_{1}^{z}+\Delta_{2} \sigma_{2}^{z}\right) / 2$ is the Hamiltonian for the system with two qubits subjected to magnetic fields $\Delta_{1}$ and $\Delta_{2}$, respectively, along the $z$ direction, $H_{\mathrm{E}}$ is an unspecified Hamiltonian of the medium as an environment for the system, and $H_{\mathrm{SE}}=\lambda\left(\vec{\sigma}_{1} \cdot \vec{S}_{1}+\vec{\sigma}_{2} \cdot \vec{S}_{2}\right)$ describes the system-environment interaction with coupling strength $\lambda$, where $\vec{\sigma}_{i}$ stands
for the Pauli matrice of the $i$ th qubit, and $\vec{S}_{i}$ for local spin density operators it couples to within the medium. Without loss of generality, we assume $\Delta_{1} \geq \Delta_{2} \geq 0$. We will consider an axially-symmetric environment $H_{\mathrm{E}}$ in spin space, while a generalization would be straightforward. It would also be straightforward to generalize the treatment to the dipolar coupling between the qubit and the medium [93, 236].

The following Lindblad master equation of the density matrix of the two-qubit system can be derived microscopically based on the Born and Markov approximations:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho=-i\left[H_{\mathrm{S}}+H_{\mathrm{eff}}, \rho\right]-\mathcal{L}[\rho] . \tag{5.2}
\end{equation*}
$$

Leaving the derivation to the appendix A, we start with a phenomenological understanding of it on symmetry grounds. Here, $H_{\text {eff }}$ is the medium-induced effective coherent coupling between qubits, participating in the unitary system evolution, while $\mathcal{L}[\rho]$ is the dissipative Lindbladian expanded in the usual form:

$$
\begin{equation*}
\mathcal{L}[\rho]=\sum_{n m} h_{n m}\left(\mathcal{O}_{m}^{\dagger} \mathcal{O}_{n} \rho+\rho \mathcal{O}_{m}^{\dagger} \mathcal{O}_{n}-2 \mathcal{O}_{n} \rho \mathcal{O}_{m}^{\dagger}\right) \tag{5.3}
\end{equation*}
$$

where the coefficient matrix $h$ is Hermitian and positive-semidefinite [86, 96], and $\mathcal{O}=$ $\left(\sigma_{1}^{-}, \sigma_{2}^{-}, \sigma_{1}^{+}, \sigma_{2}^{+}, \sigma_{1}^{z}, \sigma_{2}^{z}\right)$ comprises qubit operators.

The most general form of $H_{\text {eff }}$, allowed by the axial symmetry, is $H_{\text {eff }}=J_{z} \sigma_{1}^{z} \sigma_{2}^{z}+$ $J_{\perp}\left(\sigma_{1}^{x} \sigma_{2}^{x}+\sigma_{1}^{y} \sigma_{2}^{y}\right)+D \hat{z} \cdot \vec{\sigma}_{1} \times \vec{\sigma}_{2}$, summation of an XXZ model and a Dzyaloshinskii-Moriya (DM) interaction term. The DM interaction must vanish if, for example, the structure is invariant under $\pi z$-rotation (see Fig. 5.1 for the coordinate frame). These coherent couplings induced by the magnetic medium can build up a finite entanglement within the timescale inversely proportional to the coupling strength, if it is shorter than the timescale set by dissipation. In the limiting case of a full isotropicity in spin space and $\Delta_{i}=0, H_{\text {eff }}$ is further reduced to a Heisenberg form $H_{\text {eff }}=J \vec{\sigma}_{1} \cdot \vec{\sigma}_{2}$ resembling the RKKY coupling [298]. These effective coupling parameters are all real constants determined by the Green's functions of the medium (see appendix $A$ ), as is consistent with previous results from Schrieffer-Wolff
transformation [261, 262, 93, 236, 264, 265, 266, 267. Direct dipolar interaction between qubits is typically negligible, except for very small spacings.

In the dissipative Lindblad part, $h$ is block diagonal due to the axial symmetry. In general terms, we have

$$
h=\left(\begin{array}{cc}
\tilde{a} & \tilde{A}  \tag{5.4}\\
\tilde{A}^{*} & \tilde{a}
\end{array}\right) \oplus\left(\begin{array}{cc}
a & A^{*} \\
A & a
\end{array}\right) \oplus\left(\begin{array}{cc}
d & \mathfrak{D} \\
\mathfrak{D}^{*} & d
\end{array}\right)
$$

where $\tilde{a}, a, d$ and $\tilde{A}, A, \mathfrak{D}$ are real and complex phenomenological parameters, respectively. These parameters represent three types of dissipative effects: $a$ and $\tilde{a}$ are associated with local decay and the reverse process. They govern local relaxation of individual qubits, giving rise to the relaxation time $T_{1}$ and contribute to the decoherence time $T_{2}$ of a single qubit. In contrast, $A$ and $\tilde{A}$ are related to cooperative decay and the reverse process involving both qubits, and are referred to as dissipative couplings, which depend on the distance between the two qubits. They are the focus of this work. $d$ and $\mathfrak{D}$ are pure-dephasing parameters, originating from those terms in $H_{\mathrm{SE}}$ that commute with $H_{\mathrm{S}}$, namely $\lambda \sum_{i=1,2} \sigma_{i}^{z} S_{i}^{z}$. They only cause information but not energy exchange between the system and the medium, and in practice can be suppressed by dynamic decoupling [299, 300, 301, 302]. We thus neglect them in the following discussions. The Lindbladian (5.3) can then be brought into a diagonal form with four quantum-jump operators [303, 304]

$$
\begin{align*}
& J_{1}=\sqrt{\frac{\tilde{a}+|\tilde{A}|}{2}}\left(\sigma_{1}^{-}+\sigma_{2}^{-}\right), \quad J_{2}=\sqrt{\frac{\tilde{a}-|\tilde{A}|}{2}}\left(\sigma_{1}^{-}-\sigma_{2}^{-}\right), \\
& J_{3}=\sqrt{\frac{a+|A|}{2}}\left(\sigma_{1}^{+}+\sigma_{2}^{+}\right), \quad J_{4}=\sqrt{\frac{a-|A|}{2}}\left(\sigma_{1}^{+}-\sigma_{2}^{+}\right), \tag{5.5}
\end{align*}
$$

yielding

$$
\begin{equation*}
\underline{\mathcal{L}}[\rho]=\sum_{i=1}^{4} \mathcal{D}_{J_{i}}[\rho], \tag{5.6}
\end{equation*}
$$

where the dissipator is defined as $\mathcal{D}_{J}[\rho] \equiv J^{\dagger} J \rho+\rho J^{\dagger} J-2 J \rho J^{\dagger}$.

Microscopically, all parameters are given by the Green's functions of the medium in equilibrium (see appendix A), such that the fluctuation-dissipation theorem dictates that they are not independent: $\tilde{a}=e^{-\beta \Delta} a$ and $\tilde{A}=e^{-\beta \Delta} A$, where $\beta=1 / k_{B} T$ and $\Delta \equiv\left(\Delta_{1}+\right.$ $\left.\Delta_{2}\right) / 2$. The zero temperature therefore corresponds to $\tilde{a}=\tilde{A}=0$, where only the decay processes survive. Also, the thermodynamic stability of the magnetic medium imposes $a \geq$ $|A|$ and $\tilde{a} \geq|\tilde{A}|$ (see appendix $A$, which ensures the matrix $h$ is positive-semidefinite.

### 5.3 Dissipative coupling vs local relaxation

Let us now explore the entanglement evolution of two qubits focusing on the dissipative effects, by setting ourselves in a pessimistic situation where the induced coherent dynamics is absent:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho=-i\left[H_{\mathrm{S}}, \rho\right]-\underline{\mathcal{L}}[\rho] . \tag{5.7}
\end{equation*}
$$

Here, we treat the scenario of zero temperature $\tilde{a}=\tilde{A}=0$ analytically to demonstrate the effects of local relaxation and dissipative couplings. Numerical results for finite temperature are presented in the appendix A , which does not qualitatively change our conclusion below.

The qubits are initialized into a trivial product state, taking the example of $|\uparrow \downarrow\rangle$ for the sake of concreteness. We show the master equation (5.7) can be reduced to an equation for $x \equiv \operatorname{Re}\langle\uparrow \downarrow| \rho|\downarrow \uparrow\rangle$ (see appendix A):

$$
\begin{equation*}
\ddot{x}+4 a \dot{x}+4\left(\delta^{2}+a^{2}-|A|^{2}\right) x=0 \tag{5.8}
\end{equation*}
$$

where $\delta \equiv\left(\Delta_{1}-\Delta_{2}\right) / 2$ is the local field asymmetry. This equation resembles a damped oscillator with complex characteristic frequencies

$$
\begin{equation*}
\omega_{ \pm}= \pm 2 \omega_{0}-i 2 a, \tag{5.9}
\end{equation*}
$$

where $\omega_{0} \equiv \sqrt{\delta^{2}-|A|^{2}}$. The real part gives the coherent beating of the density matrix elements, while the imaginary part reflects decoherence. The contribution from local relaxation


Figure 5.2: Concurrence of two qubits as a function of time, with initial state $|\uparrow \downarrow\rangle$, where we set both local dissipation $a$ and dissipative coupling $|A|$ to be 1 . The black curve corresponds to the underdamped quantum regime. The orange curve is at the critical point $\delta=1$, where entanglement decays as $\mathcal{C}(t) \propto t e^{-2 a t}$. The cyan, $\delta=0.3$, and the red, $\delta=0$, curves are in overdamped quantum regime, where the lifetime of entanglement is extended dramatically.
$-i 2 a$ leads to a decaying envelope factor $e^{-2 a t}$ in the entanglement between two qubits (as detailed below), indicating its detrimental effect on quantum coherence as expected.

We identify three distinct parameter regimes for the quantum dynamics. In the underdamped regime, $\delta>|A|$, $\omega_{0}$ is real valued. To quantify the time evolution of the entanglement between the two qubits, we calculate the concurrence [71] as a function of time: $\mathcal{C}(t)=2 e^{-2 a t}\left|A \sin \omega_{0} t\right| \sqrt{\delta^{2}-\left|A \cos \omega_{0} t\right|^{2}} / \omega_{0}^{2}$. See Fig. 5.2. The entanglement oscillates with frequency $2 \omega_{0}$ as the system decays rapidly to the ground state $|\uparrow \uparrow\rangle$ on the time scale $\tau=1 / 2 a$. At the critical point $\delta=|A|, \omega_{0}=0$, there is no oscillation. The concurrence evolves as $\mathcal{C}(t) \propto t e^{-2 a t}$, where the final steady state is also $|\uparrow \uparrow\rangle$. As shown in Fig. 5.2, we have a larger transient-peak entanglement and the decay process is slowed down moderately compared with the underdamped regime.

In the overdamped regime, $\delta<|A|, \omega_{0}$ becomes purely imaginary and $\omega_{ \pm}=-2 i\left(a \pm \kappa_{0}\right)$,
with $\kappa_{0}=\sqrt{|A|^{2}-\delta^{2}}$. The time-dependent concurrence is

$$
\begin{equation*}
\mathcal{C}(t)=2 e^{-2 a t}|A| \sinh \kappa_{0} t \sqrt{\left|A \cosh \kappa_{0} t\right|^{2}-\delta^{2}} / \kappa_{0}^{2} . \tag{5.10}
\end{equation*}
$$

In addition to a larger transient peak entanglement, the decay process has been slowed down dramatically. On a long time scale $t \gg 1 / \kappa_{0}, \mathcal{C}(t) \propto e^{-2\left(a-\kappa_{0}\right) t}$. The entanglement can last for $\tau=1 / 2\left(a-\kappa_{0}\right)$, which becomes $\tau=1 / 2(a-|A|)$ when the two local fields are the same, $\delta=0$. See Fig. 5.2. It is clear from this expression of the lifetime $\tau$ that the dissipative coupling $A$ and the local relaxation $a$, though both originating from the qubits-magnet coupling, have opposite effects on the quantum entanglement in the nonunitary evolution. The local dissipation tends to destroy any quantum coherence whereas the dissipative coupling can be exploited to extend the lifetime of entanglement and even realize steady entangled states. With equal local fields $\delta=0$, a finite entanglement can persist for a long time before eventually decaying to zero in the large dissipative coupling regime $|A| \lesssim a$. Based on their (greater) Green's function expressions 305] $2 a=i \lambda^{2} G_{S_{1}^{+} S_{1}^{-}}^{>}(\Delta)=i \lambda^{2} G_{S_{2}^{+} S_{2}^{-}}^{>}(\Delta)$, $2 A=i \lambda^{2} G_{S_{1}^{+} S_{2}^{-}}^{>}(\Delta),|A| \lesssim a$ physically corresponds to the scenario with two qubits placed within a lengthscale dictated by the relevant excitations responsible for dissipation. For example, for qubits coupled to a magnetically ordered medium via processes of magnon absorption and emission, this lengthscale is set by the wavelength of the magnon at frequency $\Delta$. Furthermore, the concurrence lifetime extends to infinity $\tau \rightarrow \infty$ when $|A|$ reaches its maximal allowed value $|A|=a$, and thus a steady entanglement is achieved, $\mathcal{C}(\infty)=1 / 2$ for the final state

$$
\begin{equation*}
\rho_{\infty}=(|\uparrow \uparrow\rangle\langle\uparrow \uparrow|+|00\rangle\langle 00|) / 2 . \tag{5.11}
\end{equation*}
$$

Noting that the singlet $|00\rangle$ cannot be evolved to a different state by the operative jump operators or the system Hamiltonian, it is a dark state - the system would stay in this pure state indefinitely. For this reason, a steady-state entanglement can also be reached at finite temperatures when $a=|A|, \tilde{a}=|\tilde{A}|$ (see appendix A), though with a smaller concurrence, since the singlet now has a smaller probability amplitude in the final state, with other states, such as $|\downarrow \downarrow\rangle$, mixed in.


Figure 5.3: Concurrence of qubits as a function of time with initial state $|\uparrow \downarrow\rangle$ under continuous measurements and postselections. We set $\Gamma=2$. The black curve $\delta=5$ is in the $\mathcal{P} \mathcal{T}$-exact regime, where entanglement oscillates and its maximal value is less than 1 . At the exceptional point (cyan curve), there is no oscillation and its maximal value is 1 . In $\mathcal{P} \mathcal{T}$ broken regime (red curve), entanglement is $\mathcal{C}(t)=\tanh 2 \Gamma t$. The inset shows the maximal concurrence as a function of $\delta / \Gamma$.

We stress that the above critical point and the associated transition from underdamped to overdamped regime result from the dissipative couplings, which are the main focus of this article. We next show how to generate Bell states by exploiting this dissipative coupling, when combined with proper measurements and postselections.

### 5.4 Non-Hermitian Hamiltonian scheme

Let us turn to the evolution of qubits under measurements (see Fig. 5.1), which is often invoked to perform feedback and conditional control as a valuable resource in controlling open quantum systems [70, 306, 307, 308, 309]. To this end, we rewrite the master equation (5.7)
in the following form:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho=-i\left[\underline{H}_{\mathrm{eff}}, \rho\right]+2 \sum_{i=1}^{4} J_{i} \rho J_{i}^{\dagger} \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\underline{H}_{\mathrm{eff}}=H_{S}-i \sum_{i} J_{i}^{\dagger} J_{i} \tag{5.13}
\end{equation*}
$$

is a non-Hermitian Hamiltonian. Correspondingly, the commutator should now be understood as $\left[\underline{H}_{\text {eff }}, \rho\right] \equiv \underline{H}_{\text {eff }} \rho-\rho \underline{H}_{\text {eff }}^{\dagger}=\left[H_{S}, \rho\right]-i\left\{\sum_{i} J_{i}^{\dagger} J_{i}, \rho\right\}$. By subjecting the two qubits to continuous measurements of the absolute value of their total spin $z$ component $\underline{\sigma}^{z}=\sigma_{1}^{z}+\sigma_{2}^{z}$ and subsequently conditioning the postselection on zero outcomes, we can effectively forbid all quantum jump processes 5.5 , as $\left[J_{i}, \underline{\sigma}^{z}\right] \neq 0$. This monitored dynamics of the two-qubit system formally eliminates the last term in Eq. (5.12) and reduces quantum dynamics to a non-Hermitian Hamiltonian form in the $\underline{\sigma}^{z}=0$ subspace [289], $d \rho / d t=-i\left[\underline{H}_{\text {eff }}, \rho\right]$, whose integration is appropriately normalized to give [310]:

$$
\begin{equation*}
\rho(t)=\frac{e^{-i \underline{H}_{\mathrm{eff}} t} \rho_{0} e^{i \underline{H}_{\mathrm{eff}}^{\dagger} t}}{\operatorname{tr}\left(e^{-i \underline{H}_{\mathrm{eff}} t} \rho_{0} e^{i \underline{\underline{e f f f}}^{\dagger} t}\right)}, \tag{5.14}
\end{equation*}
$$

in terms of the initial qubits state $\rho_{0}$. Since the effective Hamiltonian (5.13) conserves the quantum number $\underline{\sigma}^{z}\left[\underline{H}_{\text {eff }}, \underline{\sigma}^{z}\right]=0$, the subspace $\mathcal{H}$ spanned by $\{|\uparrow \downarrow\rangle,|\downarrow \uparrow\rangle\}$ is closed under time evolution. The eigenkets of $\underline{H}_{\text {eff }}$ in $\mathcal{H}$ are

$$
\begin{align*}
|s\rangle & =e^{i \varphi} \sin \theta|\uparrow \downarrow\rangle+\cos \theta|\downarrow \uparrow\rangle, \\
|a\rangle & =-\cos \theta|\uparrow \downarrow\rangle+e^{i \varphi} \sin \theta|\downarrow \uparrow\rangle, \tag{5.15}
\end{align*}
$$

with associated eigenenergies $E_{s(a)}=\mp \omega-i(a+\tilde{a})$. Here, $\theta$ and $\varphi$ are determined by the sum of dissipative couplings $\Gamma=|A|+|\tilde{A}|$ and the local field asymmetry $\delta$ : For $\delta \geq \Gamma$, $\omega=\sqrt{\delta^{2}-\Gamma^{2}}, \cos \theta \equiv \Gamma / \sqrt{|\omega+\delta|^{2}+\Gamma^{2}}$ and $e^{i \varphi} \sin \theta \equiv-i(\omega+\delta) / \sqrt{|\omega+\delta|^{2}+\Gamma^{2}}$; for $\delta<\Gamma$, the principal value is taken for $\omega=i \kappa=i \sqrt{\Gamma^{2}-\delta^{2}}$.

Bell state generation.-We now show that steady Bell states can be generated based on the monitored dynamics governed by $\underline{H}_{\text {eff }}$ (5.13), focusing on the two-qubit dynamics in the
subspace $\mathcal{H}$, which applies to zero and finite temperatures. Similarly to the unmonitored scenario, we can identify three distinct parameter regimes: parity-time ( $\mathcal{P} \mathcal{T}$ ) symmetry broken regime, $\delta<\Gamma$, the exceptional point, $\delta=\Gamma$, and $\mathcal{P} \mathcal{T}$-exact regime, $\delta>\Gamma$ [311, 312, 313.

In the $\mathcal{P} \mathcal{T}$-broken regime, eigenvalues $E_{a}$ and $E_{s}$ are purely imaginary with $\operatorname{Im} E_{a}>$ $\operatorname{Im} E_{s}$. Thus the probability in the eigenmode $|a\rangle(|s\rangle)$ grows (decays) in time, and all probability eventually flows into the eigenmode $|a\rangle$. For an arbitrary initial state $\rho_{0}=$ $\sum_{i, j=\{a, s\}} p_{i j}|i\rangle\langle j|$, one can analytically solve for $\rho(t)$ according to Eq. (5.14):

$$
\begin{equation*}
\rho(t)=\frac{p_{a a} e^{2 \kappa t}|a\rangle\langle a|+p_{a s}|a\rangle\langle s|+p_{s a}|s\rangle\langle a|+p_{s s} e^{-2 \kappa t}|s\rangle\langle s|}{p_{a a} e^{2 \kappa t}+p_{a s}\langle s \mid a\rangle+p_{s a}\langle a \mid s\rangle+p_{s s} e^{-2 \kappa t}}, \tag{5.16}
\end{equation*}
$$

which ultimately evolves into $|a\rangle\langle a|$ when $t \gg 1 / 2 \kappa$, irrespective of the initial state as long as $p_{a a} \neq 0$. Since $|a\rangle=\left(|\uparrow \downarrow\rangle+e^{i \tilde{\varphi}}|\downarrow \uparrow\rangle\right) / \sqrt{2}$ is a maximally entangled state, where $e^{i \tilde{\varphi}}=(-\kappa+$ $i \delta) / \Gamma$ in the $\mathcal{P} \mathcal{T}$-broken regime, the two qubits eventually reach the maximal concurrence. As an illustrative example, we evaluate the time-dependent concurrence, with initial state $|\uparrow \downarrow\rangle$ and equal local fields $\delta=0, \mathcal{C}(t)=\tanh 2 \Gamma t$, as shown in Fig. 5.3. In practice, the entanglement-growth rate $2 \kappa$ needs to be larger than the postselection rate ( $\sim$ the rate of leaking out of the subspace $\mathcal{H}$ of our interest) $2(a+\tilde{a}-\kappa)$ for the system to settle into the Bell state. The optimal scenario is when $\delta=0,|A|=a$, and $|\tilde{A}|=\tilde{a}$, the same as that in the overdamped quantum regime without postselection.

At the exceptional point, $\underline{H}_{\text {eff }}$ is nondiagonalizable, since the eigenstates $|a\rangle$ and $|s\rangle$ coalesce into $(|\uparrow \downarrow\rangle+i|\downarrow \uparrow\rangle) / \sqrt{2}$. The two qubits will gradually evolve into this sole state where they are maximally entangled. For example, starting with a trivial state $|\uparrow \downarrow\rangle$, the concurrence $\mathcal{C}(t)=2 \Gamma t \sqrt{1+\Gamma^{2} t^{2}} /\left(1+2 \Gamma^{2} t^{2}\right)$, algebraically approaching 1. See Fig. 5.3.

In the $\mathcal{P} \mathcal{T}$-exact regime, the eigenenergies $E_{s}$ and $E_{a}$ have nonzero real parts. The amplitudes of eigenmodes $|s\rangle$ and $|a\rangle$ keep oscillating without reaching a steady state, hence no steady entanglement. The frequency of entanglement oscillation is $2 \omega$, as shown in Fig. 5.3. The maximal entanglement one can achieve is $\mathcal{C}_{\max }(\eta)=\sqrt{2-1 / \eta^{2}} / \eta$, with $\eta=\delta / \Gamma$, which
is less than 1. Notably, the second derivative of $\mathcal{C}_{\text {max }}$ is discontinuous across the exceptional point $(\eta=1)$, reflecting a dynamic phase transition (see Fig. 5.3).

This discussion, again, highlights the role of the nonlocal dissipative couplings in realizing an exceptional point in the dynamics, further triggering an entanglement transition in the long-time steady state. In the large nonlocal dissipative coupling regime, we achieve steady Bell states.

### 5.5 Discussion and outlook

We remark that the non-Hermitian Hamiltonian scheme is precise when the rate of measurements is infinite. As this rate approaches zero, we recover the full Lindblad dynamics. It could be intriguing to explore, within our framework, possible dynamic phase transitions or crossovers induced by finite-rate measurements.

In our case, the possible forms of induced coherent interactions and quantum jump operators are determined by the axial symmetry of the generic media. This may render a general guidance in studying the dynamics of hybrid quantum systems in the presence of other classes of symmetries, especially their long-time entanglement behavior.

The theoretical framework developed here provides a good starting point for further studies on the relationship between the entanglement dynamics and thermodynamic properties of the medium. One may be able to manipulate and control entanglement via engineering the magnetic medium [89, 314, 88, 315, 316], enabled by recent progress in the field of spintronics [113, 14, 11]. It is especially interesting to look into media with anisotropies, which have been shown to be good entanglement reservoirs [23, 123, 317]. By extending our equilibrium Green's function treatment to allow for a quasi-equilibrium spin chemical potential, we may be able to study the scenario with a spintronically pumped medium, where local relaxations and dissipative couplings are tunable.

Lastly, NV centers have been demonstrated as good quantum probes of local fields and
noise [318. Here, we propose to extend this to nonlocal characteristics. For example, one may use it to detect quantum phase transitions and steady exotic phases that are characterized by nonlocal quantum correlations.

## APPENDIX A

## Appendices to Chapter 5

## A. 1 Microscopic derivation of the master equation of the two qubits

In this section, we derive the master equation for the two-qubit system interacting with a magnetic medium. The system Hamiltonian is $H_{S}=-\left(\Delta_{1} \sigma_{1}^{z}+\Delta_{2} \sigma_{2}^{z}\right) / 2$ and the interaction Hamiltonian is $H_{\mathrm{SE}}=\lambda \sum_{\alpha=1,2}\left(\sigma_{\alpha}^{+} S_{\alpha}^{-}+\sigma_{\alpha}^{-} S_{\alpha}^{+}+\sigma_{\alpha}^{z} S_{\alpha}^{z}\right)$, where $\sigma^{ \pm}=\left(\sigma^{x} \pm i \sigma^{y}\right) / 2, S^{ \pm}=$ $S^{x} \pm i S^{y}$, and $\vec{S}_{\alpha}$ is the local spin density operator within the magnetic medium. To apply the formalism (1.189) directly, we shift the total Hamiltonian by $-\lambda\left\langle S^{z}\right\rangle\left(\sigma_{1}^{z}+\sigma_{2}^{z}\right)$, which is equivalent to making $S_{\alpha}^{z} \rightarrow \tilde{S}_{\alpha}^{z}=S_{\alpha}^{z}-\left\langle S^{z}\right\rangle$, such that $\left\langle\tilde{S}_{\alpha}^{z}\right\rangle=0$. Here and in what follows, we refer to $\tilde{S}^{z}$ as $S^{z}$ for notational convenience. Without loss of generality, we assume $\Delta_{1} \geq \Delta_{2} \geq 0$. Substituting

$$
\begin{equation*}
H_{\mathrm{SE}}(-\tau)=\lambda \sum_{\alpha}\left[\sigma_{\alpha}^{+} S_{\alpha}^{-}(-\tau) e^{i \Delta_{\alpha} \tau}+\sigma_{\alpha}^{-} S_{\alpha}^{+}(-\tau) e^{-i \Delta_{\alpha} \tau}+\sigma_{\alpha}^{z} S^{z}(-\tau)\right] \tag{A.1}
\end{equation*}
$$

into Eq. 1.190 yields an explicit expression

$$
\begin{align*}
& \left\langle S_{\alpha}^{-} S_{\beta}^{+}(-\tau)\right\rangle e^{-i \Delta_{\beta} \tau}\left(\sigma_{\alpha}^{+} \sigma_{\beta}^{-} \rho-\sigma_{\beta}^{-} \rho \sigma_{\alpha}^{+}\right)+\left\langle S_{\alpha}^{+} S_{\beta}^{-}(-\tau)\right\rangle e^{i \Delta_{\beta} \tau}\left(\sigma_{\alpha}^{-} \sigma_{\beta}^{+} \rho-\sigma_{\beta}^{+} \rho \sigma_{\alpha}^{-}\right)  \tag{A.2}\\
& \quad+\left\langle S_{\alpha}^{z} S_{\beta}^{z}(-\tau)\left(\sigma_{\alpha}^{z} \sigma_{\beta}^{z} \rho-\sigma_{\beta}^{z} \rho \sigma_{\alpha}^{z}\right)+\right.\text { H.c. }
\end{align*}
$$

where Einstein summation is implied over $\alpha, \beta=1,2$. The effect of the above terms on the evolution of the density matrix can be grouped under two operators, an effective Hamiltonian and a Lindbladian, in the master equation (1.189):

$$
\begin{equation*}
\dot{\rho}=-i\left[H_{S}+H_{\mathrm{eff}}, \rho\right]-\mathcal{L}[\rho] . \tag{A.3}
\end{equation*}
$$

The medium-induced effective qubit-qubit interaction is

$$
\begin{equation*}
H_{\mathrm{eff}}=J_{1}^{\alpha \beta} \sigma_{\alpha}^{+} \sigma_{\beta}^{-}+J_{2}^{\alpha \beta} \sigma_{\alpha}^{-} \sigma_{\beta}^{+}+J_{z}^{\alpha \beta} \sigma_{\alpha}^{z} \sigma_{\beta}^{z}, \tag{A.4}
\end{equation*}
$$

and the Lindbladian superoperator is given by

$$
\begin{align*}
\mathcal{L}[\rho] & =\tilde{A}_{\alpha \beta}\left(\sigma_{\alpha}^{+} \sigma_{\beta}^{-} \rho+\rho \sigma_{\alpha}^{+} \sigma_{\beta}^{-}-2 \sigma_{\beta}^{-} \rho \sigma_{\alpha}^{+}\right) \\
& +A_{\alpha \beta}\left(\sigma_{\alpha}^{-} \sigma_{\beta}^{+} \rho+\rho \sigma_{\alpha}^{-} \sigma_{\beta}^{+}-2 \sigma_{\beta}^{+} \rho \sigma_{\alpha}^{-}\right)  \tag{A.5}\\
& +D_{\alpha \beta}\left(\sigma_{\alpha}^{z} \sigma_{\beta}^{z} \rho+\rho \sigma_{\alpha}^{z} \sigma_{\beta}^{z}-2 \sigma_{\beta}^{z} \rho \sigma_{\alpha}^{z}\right)
\end{align*}
$$

## A.1. 1 Coherent couplings

The coherent couplings in Eq. (A.4) can all be related to the real part of retarded Green's functions of the magnetic medium. Firstly,

$$
\begin{equation*}
J_{z}^{\alpha \beta}=-\frac{i \lambda^{2}}{2} \int_{0}^{\infty}\left[\left\langle S_{\alpha}^{z} S_{\beta}^{z}(-\tau)\right\rangle-\left\langle S_{\alpha}^{z}(-\tau) S_{\beta}^{z}\right\rangle\right] d \tau=-\frac{i \lambda^{2}}{2} \int_{0}^{\infty}\left\langle\left[S_{\alpha}^{z}(\tau), S_{\beta}^{z}\right]\right\rangle d \tau=\lambda^{2} \frac{G_{S_{\alpha}^{\delta}}^{R} S_{\beta}^{z}(0)}{2} \tag{A.6}
\end{equation*}
$$

is real valued by definition. Here we have adopted the standard definition for the retarded Green's function $G_{A B}^{R}(\omega)=-i \int_{0}^{\infty}\langle[A(\tau), B]\rangle e^{i \omega \tau} d \tau$. Secondly,

$$
\begin{align*}
& J_{1}^{\alpha \beta}=\frac{-i}{2} \int_{0}^{\infty}\left[\left\langle S_{\alpha}^{-} S_{\beta}^{+}(-\tau)\right\rangle e^{-i \Delta_{\beta} \tau}-\left\langle S_{\alpha}^{-}(-\tau) S_{\beta}^{+}\right\rangle e^{i \Delta_{\alpha} \tau}\right] d \tau,  \tag{A.7}\\
& J_{2}^{\alpha \beta}=\frac{-i}{2} \int_{0}^{\infty}\left[\left\langle S_{\alpha}^{+} S_{\beta}^{-}(-\tau)\right\rangle e^{i \Delta_{\beta} \tau}-\left\langle S_{\alpha}^{+}(-\tau) S_{\beta}^{-}\right\rangle e^{-i \Delta_{\alpha} \tau}\right] d \tau .
\end{align*}
$$

Therefore,

$$
\begin{align*}
J_{1}^{\alpha \beta} \sigma_{\alpha}^{+} \sigma_{\beta}^{-}+J_{2}^{\alpha \beta} \sigma_{\alpha}^{-} \sigma_{\beta}^{+}= & \sum_{\alpha \neq \beta}\left(J_{1}^{\alpha \beta}+J_{2}^{\beta \alpha}\right) \sigma_{\alpha}^{+} \sigma_{\beta}^{-}+\sum_{\alpha}\left(J_{1}^{\alpha \alpha} \sigma_{\alpha}^{+} \sigma_{\alpha}^{-}+J_{2}^{\alpha \alpha} \sigma_{\alpha}^{-} \sigma_{\alpha}^{+}\right) \\
= & \sum_{\alpha \neq \beta}\left(J_{1}^{\alpha \beta}+J_{2}^{\beta \alpha}\right) \sigma_{\alpha}^{+} \sigma_{\beta}^{-}+\sum_{\alpha} \frac{J_{1}^{\alpha \alpha}-J_{2}^{\alpha \alpha}}{2}\left[\sigma_{\alpha}^{+}, \sigma_{\alpha}^{-}\right] \\
& +\sum_{\alpha} \frac{J_{1}^{\alpha \alpha}+J_{2}^{\alpha \alpha}}{2}\left(\sigma_{\alpha}^{+} \sigma_{\alpha}^{-}+\sigma_{\alpha}^{-} \sigma_{\alpha}^{+}\right) \\
= & \lambda^{2} G_{S_{2}^{+} S_{1}^{-}}^{R}\left(\Delta_{1}\right)+G_{S_{2}^{+} S_{1}^{-}}^{A}\left(\Delta_{2}\right)  \tag{A.8}\\
2 & \sigma_{1}^{+} \sigma_{2}^{-}+\text {H.c. } \\
& +\sum_{\alpha}\left[\lambda^{2} \operatorname{Im} \int_{0}^{\infty}\left\langle\left\{S_{\alpha}^{-}(\tau), S_{\alpha}^{+}\right\}\right\rangle e^{-i \Delta_{\alpha} \tau} d \tau\right] \frac{\sigma_{\alpha}^{z}}{2} \\
& +\lambda^{2} \sum_{\alpha} \frac{G_{S_{\alpha}^{+} S_{\alpha}^{-}}^{R}\left(\Delta_{\alpha}\right)+G_{S_{\alpha}^{+} S_{\alpha}^{-}}^{A}\left(\Delta_{\alpha}\right)}{4} \\
\approx & {\left[\lambda^{2} \mathfrak{R e} G_{S_{2}^{+} S_{1}^{-}}^{R}(\Delta) \sigma_{1}^{+} \sigma_{2}^{-}+\text {H.c. }\right]+H_{\mathrm{Lamb}}+\text { const. } }
\end{align*}
$$

is Hermitian. In the last step, we have approximated $\Delta_{1} \approx \Delta_{2} \approx \Delta \equiv\left(\Delta_{1}+\Delta_{2}\right) / 2$. This is sufficient for the discussion of medium-induced dynamics (both coherent and dissipative), since we are primarily interested in the scenario with $\Delta_{1} \approx \Delta_{2}$, on the scale set by induced interqubit coupling $\propto \lambda^{2}$. The expansion with respect to $\Delta_{1}-\Delta_{2}$ would thus induce higher-order corrections. Here, we have denoted $\mathfrak{R e} G_{A, B}^{R}\left(t, t^{\prime}\right) \equiv\left[G_{A, B}^{R}\left(t, t^{\prime}\right)+G_{A, B}^{A}\left(t, t^{\prime}\right)\right] / 2$, noting this "real" part becomes the ordinary real part $\mathfrak{R e} \rightarrow \operatorname{Re}$ when $A=B^{\dagger}$. The Lamb shift $H_{\text {Lamb }} \propto \sigma^{z}$, which we have already encountered at the level of single-spin dynamics Eq. 1.194), can be absorbed into the bare system Hamiltonian $H_{S}$, and we drop the real constant term in later discussions. We therefore obtain the total induced effective interaction Hamiltonian A.4:

$$
\begin{equation*}
H_{\mathrm{eff}} / \lambda^{2}=\left[\mathfrak{\Re e} G_{S_{2}^{+} S_{1}^{-}}^{R}(\Delta) \sigma_{1}^{+} \sigma_{2}^{-}+\text {H.c. }\right]+\frac{G_{S_{1}^{z} S_{2}^{z}}^{R}(0)+G_{S_{2}^{z} S_{1}^{z}}^{R}(0)}{2} \sigma_{1}^{z} \sigma_{2}^{z}, \tag{A.9}
\end{equation*}
$$

which is a close analogy to the RKKY interactions induced by itinerant electrons between magnetic moments in a metal.

## A.1.2 Lindbladian

We now derive Eq. (4-6) in the main text to identify the two types of dissipation-local relaxation and dissipative couplings - expressed in terms of greater or less Green's functions of the magnet. They are related to the imaginary part of retarded Green's functions via the fluctuation-dissipation theorem. The coefficients in the Lindbladian operator A.5) are given by

$$
\begin{align*}
\tilde{A}_{\alpha \beta} & =\frac{\lambda^{2}}{2} \int_{0}^{\infty}\left[\left\langle S_{\alpha}^{-} S_{\beta}^{+}(-\tau)\right\rangle e^{-i \Delta_{\beta} \tau}+\left\langle S_{\alpha}^{-}(-\tau) S_{\beta}^{+}\right\rangle e^{i \Delta_{\alpha} \tau}\right] d \tau \\
& \approx \frac{\lambda^{2}}{2} \int_{-\infty}^{\infty}\left\langle S_{\alpha}^{-} S_{\beta}^{+}(\tau)\right\rangle e^{i \Delta \tau} d \tau \equiv \frac{i \lambda^{2} G_{S_{\beta}^{+} S_{\alpha}^{-}}^{<}(\Delta)}{2}, \\
A_{\alpha \beta} & =\frac{\lambda^{2}}{2} \int_{0}^{\infty}\left[\left\langle S_{\alpha}^{+} S_{\beta}^{-}(-\tau)\right\rangle e^{i \Delta_{\beta} \tau}+\left\langle S_{\alpha}^{+}(-\tau) S_{\beta}^{-}\right\rangle e^{-i \Delta_{\alpha} \tau}\right] d \tau \\
& \approx \frac{\lambda^{2}}{2} \int_{-\infty}^{\infty}\left\langle S_{\alpha}^{+}(\tau) S_{\beta}^{-}\right\rangle e^{i \Delta \tau} d \tau \equiv \frac{i \lambda^{2} G_{S_{\alpha}^{+} S_{\beta}^{-}}^{>}(\Delta)}{2},  \tag{A.10}\\
D_{\alpha \beta} & =\frac{\lambda^{2}}{2} \int_{0}^{\infty}\left[\left\langle S_{\alpha}^{z} S_{\beta}^{z}(-\tau)\right\rangle+\left\langle S_{\alpha}^{z}(-\tau) S_{\beta}^{z}\right\rangle\right] d \tau \\
& =\frac{\lambda^{2}}{2} \int_{-\infty}^{\infty}\left\langle S_{\alpha}^{z}(\tau) S_{\beta}^{z}\right\rangle d \tau \equiv \frac{i \lambda^{2} G_{S_{\alpha}^{z} S_{\beta}^{z}}^{>}(0)}{2}=\frac{i \lambda^{2} G_{S_{\beta}^{z} S_{\alpha}^{z}}^{<}(0)}{2},
\end{align*}
$$

where the approximation $\Delta_{1} \approx \Delta_{2} \approx \Delta$ is again taken in the first two equations. It can be directly observed that $A_{\alpha \alpha}, \tilde{A}_{\alpha \alpha}, D_{\alpha \alpha}$ are real valued, and $A_{12}^{*}=A_{21}, \tilde{A}_{12}^{*}=\tilde{A}_{21}, D_{12}^{*}=D_{21}$. We introduce the following parameters to clean up the notation: $a \equiv A_{11}=A_{22}, \tilde{a} \equiv \tilde{A}_{11}=$ $\tilde{A}_{22}, d \equiv D_{11}=D_{22}$, assuming the medium is homogeneous, and $A \equiv A_{12}, \tilde{A} \equiv \tilde{A}_{21}$, and $\mathfrak{D} \equiv D_{12}$. We then can write the Lindbladian A.5) into the form of

$$
\begin{equation*}
\mathcal{L}[\rho]=\sum_{n m} h_{n m}\left(\mathcal{O}_{m}^{\dagger} \mathcal{O}_{n} \rho+\rho \mathcal{O}_{m}^{\dagger} \mathcal{O}_{n}-2 \mathcal{O}_{n} \rho \mathcal{O}_{m}^{\dagger}\right) \tag{A.11}
\end{equation*}
$$

with the column vector $\mathcal{O}=\left(\sigma_{1}^{-}, \sigma_{2}^{-}, \sigma_{1}^{+}, \sigma_{2}^{+}, \sigma_{1}^{z}, \sigma_{2}^{z}\right)^{T}$ and

$$
h=\left(\begin{array}{cc}
\tilde{a} & \tilde{A}  \tag{A.12}\\
\tilde{A}^{*} & \tilde{a}
\end{array}\right) \oplus\left(\begin{array}{cc}
a & A^{*} \\
A & a
\end{array}\right) \oplus\left(\begin{array}{cc}
d & \mathfrak{D} \\
\mathfrak{D}^{*} & d
\end{array}\right)
$$

where $\oplus$ denotes the direct sum of matrices. Originated from those terms in $H_{\text {SE }}$ that commute with $H_{\mathrm{S}}$, namely $\lambda \sum_{i=1,2} \sigma_{i}^{z} S_{i}^{z}$, the terms in Eq. A.11) with parameters $d$ and
$\mathfrak{D}$ are pure dephasing. They only cause information but not energy exchange between the system and the medium, and can be suppressed by dynamic decoupling in practice.

In the following discussion, we focus on the four remaining dissipative parameters: $a$, $\tilde{a}, A$, and $\tilde{A}$. For one qubit, for example, by setting $\alpha, \beta=1$, we reproduce the results of the single qubit scenario, where the local relaxation of individual qubits is governed by the parameters $a$ and $\tilde{a}$. They correspond to $B^{<}$and $B^{>}$in Eq. 1.196) associated with local decay and the reverse process. The parameters $A$ and $\tilde{A}$ apply to a system with multiple qubits and are related to cooperative decay and the reverse process, which we refer to as dissipative couplings. These parameters are not independent of each other: $\tilde{a}=e^{-\beta \Delta} a$ and $\tilde{A}=e^{-\beta \Delta} A$, in thermal equilibrium, where $\beta=1 / k_{B} T$. In particular at $T=0$, the decay processes $\tilde{a}=\tilde{A}=0$.

The coefficient matrix $h$ is diagonalizable in general and Eq. (A.11) can take the form of

$$
\begin{equation*}
\underline{\mathcal{L}}[\rho]=\sum_{i=1}^{4} \mathcal{D}_{J_{i}}[\rho], \tag{A.13}
\end{equation*}
$$

with the dissipator $\mathcal{D}_{J}[\rho] \equiv J^{\dagger} J \rho+\rho J^{\dagger} J-2 J \rho J^{\dagger}$. There are four quantum-jump operators (as we have neglected the dephasing effects):

$$
\begin{align*}
& J_{1}=\sqrt{\frac{\tilde{a}+|\tilde{A}|}{2}}\left(\sigma_{1}^{-}+\sigma_{2}^{-}\right), J_{2}=\sqrt{\frac{\tilde{a}-|\tilde{A}|}{2}}\left(\sigma_{1}^{-}-\sigma_{2}^{-}\right),  \tag{A.14}\\
& J_{3}=\sqrt{\frac{a+|A|}{2}}\left(\sigma_{1}^{+}+\sigma_{2}^{+}\right), J_{4}=\sqrt{\frac{a-|A|}{2}}\left(\sigma_{1}^{+}-\sigma_{2}^{+}\right) .
\end{align*}
$$

## A. 2 Symmetry-dictated possible forms of the induced effective Hamiltonian

For a two-qubit system with the axial symmetry around $z$ axis in spin space, the interaction between the two qubits in general takes the form of

$$
\begin{equation*}
H_{\mathrm{eff}}=J_{z} \sigma_{1}^{z} \sigma_{2}^{z}+J_{\perp}\left(\sigma_{1}^{x} \sigma_{2}^{x}+\sigma_{1}^{y} \sigma_{2}^{y}\right)+D \hat{z} \cdot \vec{\sigma}_{1} \times \vec{\sigma}_{2} \tag{A.15}
\end{equation*}
$$

which is an XXZ model allowing a Dzyaloshinskii-Moriya (DM) interaction. Further, adding a mirror symmetry with respect to the $x z$-plane (containing both qubit sites) dictates a vanishing $D$. In the fully isotropic limit, the interaction becomes Heisenberg $H_{\text {eff }} \propto \vec{\sigma}_{1} \cdot \vec{\sigma}_{2}$.

Denoting $\mathfrak{R e} G_{S_{2}^{+} S_{1}^{-}}^{R}(\Delta)=g_{1}+i g_{2}$,

$$
\begin{equation*}
\mathfrak{R e} G_{S_{2}^{+} S_{1}^{-}}^{R}(\Delta) \sigma_{1}^{+} \sigma_{2}^{-}+\text {H.c. }=\frac{g_{1}}{2}\left(\sigma_{1}^{x} \sigma_{2}^{x}+\sigma_{1}^{y} \sigma_{2}^{y}\right)+\frac{g_{2}}{2} \hat{z} \cdot \vec{\sigma}_{1} \times \vec{\sigma}_{2} . \tag{A.16}
\end{equation*}
$$

We precisely obtain the effective two-qubit Hamiltonian A.9) in the general form A.15), where we identify $J_{z}=\left[G_{S_{1}^{z} S_{2}^{z}}^{R}(0)+G_{S_{2}^{z} S_{1}^{z}}^{R}(0)\right] / 2, J_{\perp}=g_{1} / 2$, and $D=g_{2} / 2$, setting the irrelevant overall factor $\lambda=1$. For the explicit expressions:

$$
\begin{align*}
& g_{1}=\frac{G_{S_{2}^{+} S_{1}^{-}}^{R}(\Delta)+G_{S_{1}^{+} S_{2}^{-}}^{R}(\Delta)+G_{S_{2}^{+} S_{1}^{-}}^{A}(\Delta)+G_{S_{1}^{+} S_{2}^{-}}^{A}(\Delta)}{4},  \tag{A.17}\\
& g_{2}=\frac{G_{S_{2}^{+} S_{1}^{-}}^{R}(\Delta)-G_{S_{1}^{+} S_{2}^{-}}^{R}(\Delta)+G_{S_{2}^{+} S_{1}^{-}}^{A}(\Delta)-G_{S_{1}^{+} S_{2}^{-}}^{A}(\Delta)}{4 i} .
\end{align*}
$$

Both $g_{1}$ and $g_{2}$ are real, $g_{1}$ is nonzero in general, and $g_{2}$ is finite only when the $x z$-reflection symmetry as well as the $\pi x$ - or $z$-rotation symmetries are broken in the system. The DM interaction, similar to other coherent couplings, can build up finite entanglement between the two qubits. For example, taking $H_{\mathrm{DM}}=D \hat{z} \cdot \vec{\sigma}_{1} \times \vec{\sigma}_{2}$ and initial state $|\uparrow \downarrow\rangle$, we obtain for the state of the two qubits: $|\psi(t)\rangle=\cos (2 D t)|\uparrow \downarrow\rangle-\sin (2 D t)|\downarrow \uparrow\rangle$, which has concurrence $\mathcal{C}_{\mathrm{DM}}(t)=|\sin (4 D t)|$. Therefore, we can conclude that the entanglement would oscillate between 0 and 1 with frequency $8 D$. We typically require the timescale $1 / D$ to be shorter than the timescale set by the dissipation such that we can make use of the entanglement before it decays to zero.

In the $\mathrm{SU}(2)$-symmetric limit and setting $\Delta \rightarrow 0$, the effective Hamiltonian (A.9) simplifies into the Heisenberg form, as expected:

$$
\begin{align*}
H_{\mathrm{eff}} & =\frac{G_{S_{2}^{x} S_{1}^{x}}^{R}(0)+G_{S_{1}^{x} S_{2}^{x}}^{R}(0)}{2}\left(\sigma_{1}^{x} \sigma_{2}^{x}+\sigma_{1}^{y} \sigma_{2}^{y}\right)+\frac{G_{S_{2}^{z} S_{1}^{z}}^{R}(0)+G_{S_{1}^{z} S_{2}^{z}}^{R}(0)}{2} \sigma_{1}^{z} \sigma_{2}^{z}  \tag{A.18}\\
& =\frac{G_{S_{2}^{x} S_{1}^{x}}^{R}(0)+G_{S_{1}^{x} S_{2}^{x}}^{R}(0)}{2} \vec{\sigma}_{1} \cdot \vec{\sigma}_{2}
\end{align*}
$$

If, furthermore, the qubit sites can be exchanged under a spatial symmetry, then $H_{\text {eff }}=$ $G_{S_{1}^{x} S_{2}^{x}}^{R}(0) \vec{\sigma}_{1} \cdot \vec{\sigma}_{2}$.

## A. 3 Thermodynamic stability of the magnetic medium

The positive semidefinite evolution governed by Eq. (2) in the main text requires the constraints:

$$
\begin{equation*}
a \geq|A|, \quad \tilde{a} \geq|\tilde{A}| \tag{A.19}
\end{equation*}
$$

In this section, we show that they are naturally guaranteed by the thermodynamic stability of the magnetic medium. In the following, we show $\tilde{a} \geq|\tilde{A}|$, namely $i G_{S^{+} S^{-}}^{<}(\omega) \geq\left|i G_{S_{2}^{+} S_{1}^{-}}^{<}(\omega)\right|$, and $a \geq|A|$ can be proved in the same spirit. Let us consider the response in the magnetic medium to the following perturbation:

$$
\begin{equation*}
H^{\prime}(t)=\sum_{\alpha=1,2}\left(\lambda_{\alpha} e^{-i \omega t} S_{\alpha}^{-}+\text {H.c. }\right)=\lambda_{1} e^{-i \omega t} S_{1}^{-}+\lambda_{1}^{*} e^{i \omega t} S_{1}^{+}+\lambda_{2} e^{-i \omega t} S_{2}^{-}+\lambda_{2}^{*} e^{i \omega t} S_{2}^{+} \tag{A.20}
\end{equation*}
$$

The corresponding linear-response dissipation power can be calculated via

$$
\begin{align*}
P \equiv & \frac{\mathrm{~d}}{\mathrm{~d} t}\langle H(t)\rangle=\left\langle\partial_{t} H^{\prime}(t)\right\rangle=-i \omega e^{-i \omega t} \sum_{\alpha=1,2} \lambda_{\alpha}\left\langle S_{\alpha}^{-}\right\rangle+i \omega e^{i \omega t} \sum_{\alpha=1,2} \lambda_{\alpha}^{*}\left\langle S_{\alpha}^{+}\right\rangle \\
= & -i \omega \sum_{\alpha, \beta} \lambda_{\alpha} \frac{\lambda_{\beta}^{*}}{\hbar} G_{S_{\beta}^{+} S_{\alpha}^{-}}^{A}(\omega)+i \omega \sum_{\alpha, \beta} \lambda_{\alpha}^{*} \frac{\lambda_{\beta}}{\hbar} G_{S_{\alpha}^{+} S_{\beta}^{-}}^{R}(\omega) \\
= & i \omega \frac{\left|\lambda_{1}\right|^{2}}{\hbar}\left[G_{S_{1}^{+} S_{1}^{-}}^{R}(\omega)-G_{S_{1}^{+} S_{1}^{-}}^{A}(\omega)\right]+i \omega \frac{\left|\lambda_{2}\right|^{2}}{\hbar}\left[G_{S_{2}^{+} S_{2}^{-}}^{R}(\omega)-G_{S_{2}^{+} S_{2}^{-}}^{A}(\omega)\right] \\
& +i \omega \frac{\lambda_{1} \lambda_{2}^{*}}{\hbar}\left[G_{S_{2}^{+} S_{1}^{-}}^{R}(\omega)-G_{S_{2}^{+} S_{1}^{-}}^{A}(\omega)\right]+i \omega \frac{\lambda_{1}^{*} \lambda_{2}}{\hbar}\left[G_{S_{1}^{+} S_{2}^{-}}^{R}(\omega)-G_{S_{1}^{+} S_{2}^{-}}^{A}(\omega)\right]  \tag{A.21}\\
= & i \omega \frac{\left|\lambda_{1}\right|^{2}}{\hbar} 2 i \operatorname{Im} G_{S_{1}^{+} S_{1}^{-}}^{R}(\omega)+i \omega \frac{\left|\lambda_{2}\right|^{2}}{\hbar} 2 i \operatorname{Im} G_{S_{2}^{+} S_{2}^{-}}^{R}(\omega)+i \omega \frac{\lambda_{1} \lambda_{2}^{*}}{\hbar} 2 i \mathfrak{I m} G_{S_{2}^{+} S_{1}^{-}}^{R}(\omega) \\
& +i \omega \frac{\lambda_{1}^{*} \lambda_{2}}{\hbar} 2 i \mathfrak{I m} G_{S_{1}^{+} S_{2}^{-}}^{R}(\omega) \\
= & \frac{\omega\left|\lambda_{1}\right|^{2}}{\hbar} A_{S_{1}^{+} S_{1}^{-}}(\omega)+\frac{\omega\left|\lambda_{2}\right|^{2}}{\hbar} A_{S_{2}^{+} S_{2}^{-}}(\omega)+\frac{\omega \lambda_{1} \lambda_{2}^{*}}{\hbar} A_{S_{2}^{+} S_{1}^{-}}(\omega)+\frac{\omega \lambda_{1}^{*} \lambda_{2}}{\hbar} A_{S_{1}^{+} S_{2}^{-}}(\omega),
\end{align*}
$$

where we have used the Kubo formula in

$$
\begin{equation*}
\left\langle S_{\alpha}^{+}\right\rangle=\sum_{\beta} \frac{\lambda_{\beta}}{\hbar} e^{-i \omega t} G_{S_{\alpha}^{+} S_{\beta}^{-}}^{R}(\omega), \text { and }\left\langle S_{\alpha}^{-}\right\rangle=\left\langle S_{\alpha}^{+}\right\rangle^{*}=\sum_{\beta=1,2} \frac{\lambda_{\beta}^{*}}{\hbar} e^{i \omega t} G_{S_{\beta}^{+} S_{\alpha}^{-}}^{A}(\omega) \tag{A.22}
\end{equation*}
$$

Here, $\mathfrak{I m} G_{A B}^{R}(\omega)=\left[G_{A B}^{R}(\omega)-G_{A B}^{A}(\omega)\right] / 2 i$ is the "imaginary" part of the retarded Green's function, which is reduced to the ordinary imaginary part for $A=B^{\dagger}$, and $A_{A, B}(\omega) \equiv$
$-2 \mathfrak{I m} G_{A, B}^{R}(\omega)=2 \mathfrak{I m} G_{A, B}^{A}(\omega)$ is the spectral density. Invoking the fluctuation-dissipation theorem $G_{A, B}^{<}(\omega)=i A_{A, B}(\omega) /\left(1-e^{\beta \hbar \omega}\right)$, the requirement of the equilibrium stability $P \geq 0$ imposes

$$
\begin{equation*}
\left|\lambda_{1}\right|^{2} \tilde{a}+\left|\lambda_{2}\right|^{2} \tilde{a}+\lambda_{1} \lambda_{2}^{*} \tilde{A}+\lambda_{1}^{*} \lambda_{2} \tilde{A}^{*} \geq 0 \Longleftrightarrow \tilde{a} \geq \frac{-\lambda_{1} \lambda_{2}^{*} \tilde{A}+\text { c.c. }}{\left|\lambda_{1}\right|^{2}+\left|\lambda_{2}\right|^{2}} \tag{A.23}
\end{equation*}
$$

for all frequency $\omega$ and arbitrary values of $\lambda_{1}$ and $\lambda_{2}$. We therefore obtain

$$
\begin{equation*}
\tilde{a} \geq \operatorname{Max}\left\{\frac{-\lambda_{1} \lambda_{2}^{*} A_{12}+\text { c.c. }}{\left|\lambda_{1}\right|^{2}+\left|\lambda_{2}\right|^{2}}\right\}=|\tilde{A}| . \tag{A.24}
\end{equation*}
$$

## A. 4 Full entanglement dynamics

In this section, we study the full entanglement dynamics governed by the master equation:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho=-i\left[H_{S}, \rho\right]-\underline{\mathcal{L}}[\rho] . \tag{A.25}
\end{equation*}
$$

Taking a trivial product state $|\uparrow \downarrow\rangle$ as the initial state, the time evolution of all the relevant elements of $\rho(t)$ is given by

$$
\begin{align*}
& \dot{\rho}_{00}=-4 \tilde{a} \rho_{00}+2 a\left(\rho_{11}+\rho_{22}\right)+2|A|\left(\rho_{12}+\rho_{21}\right), \\
& \dot{\rho}_{11}=-2(a+\tilde{a}) \rho_{11}+2 \tilde{a} \rho_{00}+2 a \rho_{33}-\Gamma\left(\rho_{12}+\rho_{21}\right), \\
& \dot{\rho}_{22}=-2(a+\tilde{a}) \rho_{22}+2 \tilde{a} \rho_{00}+2 a \rho_{33}-\Gamma\left(\rho_{12}+\rho_{21}\right),  \tag{A.26}\\
& \dot{\rho}_{33}=-4 a \rho_{33}+2 \tilde{a}\left(\rho_{11}+\rho_{22}\right)+2|\tilde{A}|\left(\rho_{12}+\rho_{21}\right), \\
& \dot{\rho}_{12}=2[i \delta-(a+\tilde{a})] \rho_{12}-\Gamma\left(\rho_{11}+\rho_{22}\right)+2|\tilde{A}| \rho_{00}+2|A| \rho_{33} \\
& \dot{\rho}_{21}=2[-i \delta-(a+\tilde{a})] \rho_{21}-\Gamma\left(\rho_{11}+\rho_{22}\right)+2|\tilde{A}| \rho_{00}+2|A| \rho_{33},
\end{align*}
$$

with net dissipative coupling $\Gamma \equiv|A|+|\tilde{A}|$ and local field asymmetry $\delta \equiv\left(\Delta_{1}-\Delta_{2}\right) / 2$. In general, we need to solve the above six coupled differential equations with the constraint $\operatorname{tr} \rho(t)=1$.

## A.4.0.1 Derivation of Eq. (8) in the main text

At zero temperature, $\tilde{a}=|\tilde{A}|=0$, the coupled differential equations above reduce to a single equation for $x \equiv \operatorname{Re}\langle\uparrow \downarrow| \rho|\downarrow \uparrow\rangle$ :

$$
\begin{equation*}
\ddot{x}+4 a \dot{x}+4\left(\delta^{2}+a^{2}-|A|^{2}\right) x=0 \tag{A.27}
\end{equation*}
$$

with the initial condition $\rho(t=0)=|\uparrow \downarrow\rangle\langle\uparrow \downarrow|$. We first note that, in our situation, $\rho_{33}(t)=0$ since $\rho_{33}(0)=0$ and the differential equation for $\rho_{33}$ is reduced to $\dot{\rho}_{33}=-4 a \rho_{33}$. We also have

$$
\begin{equation*}
\dot{\rho}_{11}-\dot{\rho}_{22}=-2 a\left(\rho_{11}-\rho_{22}\right) \longrightarrow \rho_{11}(t)=\rho_{22}(t)+e^{-2 a t} . \tag{A.28}
\end{equation*}
$$

Invoking $\operatorname{tr} \rho=1$, we obtain

$$
\begin{equation*}
\rho_{00}(t)=1-2 \rho_{22}(t)-e^{-2 a t} . \tag{A.29}
\end{equation*}
$$

Choosing the free parameters to be $\rho_{22}, \rho_{12}$ and $\rho_{21}$ we denote $\rho_{22}=h(t)$ and $\rho_{12}=x(t)+i y(t)$. We can reduce Eq. A.26) to three coupled differential equations:

$$
\begin{align*}
& \dot{h}=-2 a h-2|A| x \\
& \dot{x}=-2 \delta y-2 a x-2|A| h-|A| e^{-2 a t},  \tag{A.30}\\
& \dot{y}=2 \delta x-2 a y,
\end{align*}
$$

and equivalently,

$$
\begin{align*}
& \frac{\mathrm{d}\left(h e^{2 a t}\right)}{\mathrm{d} t}=-2|A| x e^{2 a t}, \\
& \frac{\mathrm{~d}\left(y e^{2 a t}\right)}{\mathrm{d} t}=2 \delta x e^{2 a t},  \tag{A.31}\\
& \frac{\mathrm{~d}\left(x e^{2 a t}\right)}{\mathrm{d} t}=-2 \delta\left(y e^{2 a t}\right)-2|A|\left(h e^{2 a t}\right)-|A|,
\end{align*}
$$

from which we obtain

$$
\begin{equation*}
\ddot{x}+4 a \dot{x}+4\left(\delta^{2}+a^{2}-|A|^{2}\right) x=0 . \tag{A.32}
\end{equation*}
$$

Starting from this equation, one can solve for the density matrix $\rho(t)$ and thus the
concurrence $\mathcal{C}(t)$ between the two qubits. For example, in the overdamped regime,

$$
\begin{equation*}
x(t)=-\frac{|A|}{2 \kappa_{0}} \sinh 2 \kappa_{0} t e^{-2 a t}, \quad y(t)=-\frac{|A| \delta e^{-2 a t}}{\kappa_{0}^{2}} \sinh ^{2} \kappa_{0} t, \quad h(t)=\frac{|A|^{2} e^{-2 a t}}{\kappa_{0}^{2}} \sinh ^{2} \kappa_{0} t . \tag{A.33}
\end{equation*}
$$

where $\kappa_{0}=\sqrt{|A|^{2}-\delta^{2}}$. In this case, the full density matrix reads

$$
\rho(t)=\left[\begin{array}{cccc}
1-\frac{|A|^{2} \cosh 2 \kappa_{0} t-\delta^{2}}{\kappa_{0}^{2}} e^{-2 a t} & 0 & 0 & 0  \tag{A.34}\\
0 & \frac{|A|^{2} \cosh ^{2} \kappa_{0} t-\delta^{2}}{\kappa_{0}^{2}} e^{-2 a t} & x(t)+i y(t) & 0 \\
0 & x(t)-i y(t) & \frac{|A|^{2}}{\kappa_{0}^{2}} e^{-2 a t} \sinh ^{2} \kappa_{0} t & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

The concurrence is thus given by

$$
\begin{equation*}
\mathcal{C}(t)=2|x(t)+y(t)|=2|A| \sinh \kappa_{0} t e^{-2 a t} \sqrt{\left|A \cosh \kappa_{0} t\right|^{2}-\delta^{2}} / \kappa_{0}^{2} \tag{A.35}
\end{equation*}
$$

A time scale for the decay of the entanglement can be extracted:

$$
\begin{equation*}
1 / \tau=2 a-2 \kappa_{0}=2\left(a-\sqrt{|A|^{2}-\delta^{2}}\right) \geq 0 \tag{A.36}
\end{equation*}
$$

Therefore, to extend the lifetime of the entanglement, one can reduce the local field asymmetry $\delta$ or increase the dissipative coupling $|A|$. As one particular interesting scenario, equal local fields $\delta=0$ yields the lifetime of entanglement $\tau=1 /(a-|A|)$, indicating that local relaxation $a$ and the dissipative coupling $|A|$ have perfectly opposite effects on entanglement. The maximal allowed value of $|A|=a$ can be reached when the spatial separation of the two qubits are short enough. This length scale is set by the relevant excitations responsible for dissipation, such as magnons in a magnetic medium. When $|A|=a$, we can achieve a steady entanglement with concurrence $\mathcal{C}(\infty)=1 / 2$, with the final steady state being

$$
\begin{equation*}
\rho(\infty)=\frac{|00\rangle\langle 00|+|\uparrow \uparrow\rangle\langle\uparrow \uparrow|}{2} \tag{A.37}
\end{equation*}
$$

where $|00\rangle$ is the singlet state and also a dark state in this situation. This can be seen from the effects of jump operators acting on the state: out of the four quantum-jump operators A.14, only $J_{3}$ is operative and $J_{3}|00\rangle=0$.

## A.4.0.2 Dynamics of entanglement at finite temperature

At finite temperatures, both local relaxations $a, \tilde{a}$ and dissipative couplings $|A|,|\tilde{A}|$ are nonvanishing. There is no analytic solution to the master equation A.26). Instead, numerical solutions are studied. Similar to the conclusion we have drawn in the main text, we find that increasing the dissipative couplings $|A|$ and $|\tilde{A}|$ could extend the lifetime of entanglement dramatically and steady entanglement can be obtained when $|A|$ and $|\tilde{A}|$ reach their allowed maximal values $|A|=a$ and $|\tilde{A}|=\tilde{a}$. Recall that these four parameters are not independent: $a / \tilde{a}=|A| /|\tilde{A}|=e^{\beta \Delta}$, where $\beta=1 / k_{B} T$.


Figure A.1: Concurrence as a function of time for the initial state $|\uparrow \downarrow\rangle$ at a finite temperature. (a). The local relaxations are set to $a=30, \tilde{a}=3$, and the local fields are equal $\delta=$ 0 . Curves of different colors are plotted with an increasing dissipative coupling $|A| \rightarrow$ $\{20,25,27,28,29,30\}$ along the direction of the gray arrow. The two dissipative couplings are related by $|A| /|\tilde{A}|=a / \tilde{a}=10$. When $|A|$ reaches its maximal values 30 (and $|\tilde{A}|=|A| / 10$ reaches its maximal allowed value 3), we achieve steady entanglement (red curve). (b). The concurrence for $a=|A|=10, \tilde{a}=|\tilde{A}|=1$ and varying $\delta \rightarrow\{0,2,4,6,8,10,16\}$.

As shown in Fig. A. 1 (a), with the local relaxations fixed $a=30, \tilde{a}=3$ and the local fields set to be equal $\delta=0$, the lifetime of entanglement increases as we increase the dissi-
pative coupling $|A|$ (and also $|\tilde{A}|$ accordingly). A steady entanglement with the concurrence being around 0.35 is achieved when the dissipative couplings $|A|$ and $|\tilde{A}|$ reach their allowed maximal values $|A|=a=30$ and $|\tilde{A}|=\tilde{a}=3$. In Fig. A.1 (b), we fix all dissipation parameters and vary $\delta$. The lifetime of entanglement decreases as $\delta$ increases, which is also consistent with the trend at zero temperature [see Eq. A.36]].

In Fig. A.2, we show that a finite steady-state entanglement can always be achieved when the dissipative couplings reach their allowed maximal values $|A|=a$ and $|\tilde{A}|=\tilde{a}$, with $\delta=0$. When $|A|=|\tilde{A}|$, the final steady entanglement is zero and the final density matrix is $\rho_{\infty}=\mathbb{I}_{4 \times 4} / 4$. This corresponds to infinite temperature. The entire $x$ axis with $|\tilde{A}|=0$ shows the zero-temperature case, where the steady concurrence is $1 / 2$ as we have discussed before. A steady entanglement smaller than $1 / 2$ persists for finite temperatures, in the regime $|\tilde{A}| /|A|=e^{-\beta \Delta}<1$, while $|\tilde{A}|>|A|$ is unphysical. At finite temperatures, the density matrix of the steady state is also partly made of the singlet state, which remains a dark state as $J_{1}|00\rangle=J_{3}|00\rangle=0$ (only these two jump operators are operative).


Figure A.2: Final steady-state concurrence as a function of dissipative couplings $|A|$ and $|\tilde{A}|$, assuming they are at their maximal values $|A|=a$ and $|\tilde{A}|=\tilde{a}$, and $\delta=0$. The initial state is $|\uparrow \downarrow\rangle$.
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[^0]:    ${ }^{1}$ Note that the resistance matrix $\hat{\mathcal{R}}$ is antisymmetric since the metallic magnetization flips sign under time reversal (when one invokes Onsager reciprocity). One can also easily check the positive-definiteness of the dissipation $\mathbf{I}^{T} \cdot \mathbf{V} \geq 0$.

