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CHAPTER 4

Human Memory and the Concept of Reinforcement

Richard C. Atkinson and Thomas D. Wickens



HUMAN MEMORY AND THE CONCEPT OF REINFORCEMENT 1

RICHARD C. ATKINSON and THOMAS D. WICKENS2

Stanford University

The purpose of this paper is to offer a theory about the role of

reinforcement in human learning and to evaluate the theory against data

from several different types of experiments. It should be emphasized

that this analysis is restricted to human learning, Our discussion of
reinforcement will be based on a more general theory of memory

(Atkinson & Shiffrin, 1968a) that has been derived primarily from re-
sults of verbal-learning experiments. The remarks that we shall make

about reinforcement have not been applied outside of this context, and

accordingly we are unwilling at this time to extrapolate the analysis to
animal learning.

In his discussion of the law of effect, Thorndike (1931) proposed

two alternative views regarding the nature of reinforcement. One view,

which he favored, assumed that the action of a reinforcement produced
a direct and automatic strengthening of stimulus-response associations.
The other view, which Thorndike considered and rejected, postulated

that reinforcement did not affect learning per se, but rather determined
the choice of a response once the subject recalled the relevant events
that had occurred on preceding trials of the experiment. These two alter-
native views have been maintained in the literature since that time, and

much research has been done in an attempt to determine which is the true

state of affairs (for an excellent review of this research see Postman, 1962).
This distinction may be useful in a general way to categorize theories of

reinforcement, but it is becoming increasingly clear that the set of theories
qualifying in each category is so large and variegated that it is not possible
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to formulate experimental tests which meaningfully differentiate between

them. With this reservation in mind, it still seems worth noting that we

regard our discussion of reinforcement as most closely allied to the sec-

ond of the two views. Thus our Enal-y-sis is in general accord with the the-

orizing of Tolman (1932) and with the more recent analyses offered by

Estes (1969) and by Buchwald (1969).

Our discussion of learning and memory is in terms of information

processing concepts (Broadbent, 1963; Simon & Newell, 1964), Accord-

ingly, we view the processes involved in learning as an exchange and trans-

fer of information between a number of memory storage u.nits. The nature

of these transfers and the properties of the storage units will be specified

in some detail, but we offer no speculations about their inner structure or

possible physiological representations. In our view, learning involves the

transfer of information generated by sources both external and internal to
the organism into some form of memory store that can hold it until it is

needed later. Reinforcement is a modulation of this information flow. A

reinforcing event, in this sense, serves two functions: first, to set in

motion the processes that cause the transfer to take place, and second,

to select what information is to be transferred. When the study of some

item occurs in an experiment, information associated with it is coded

and transferred to the subject's memory. In order to produce a response
at a later point in time, this information must be retrieved by a process

which involves a more or less active search of memory. Thus, the opera-

tions involved in a typical learning situation can be divided into two classes,

one associated with storage and the other with retrieval of information from

memory. In many experiments this distinction is reflected in the study and

test phases of a trial. The distinction between storage and retrieval is fun-

damental to the system and is reflected in our analysis of reinforcement,
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Reinforcement manipulations that affect the storage process are
the ones most commonly studied. Indeed, typically when the term rein-
forcement is used, it refers to operations that cause information about
events which have taken place (including, perhaps, the reinforcing event

itself) to be stored. To understand how transfer is effected, it is neces-
sary to realize that a reinforcing E vent plays two separate and distinct

roles in determining the storage of information: an informational role
and an attentional role.

The first concerns the knowledge that is provided by giving feed-

back to the subject about whether or not his response to a particular
stimulus was correct. When a subject is told that his response was, for
example, correct, this provides the information that he must store to
assure correct performance on subsequent trials. The quality of this

feedback can be varied in a number of ways, most obviously by varying

the amount of information provided to the subject after an error. The use
of a correction procedure, in which the subject is told the response that
should have been made after an error, makes more information available

than does a partial correction or a noncorrection procedure in which the

correct response is not completely specified (Bower, 1962; Keller, Cole,
Burke, & Estes, 1965; Millward, 1964). The quality of information pro-

vided by the feedback also can be manipulated by introducing a delay be-

tween the subject's response and this feedback. Under these conditions,
some information about the situation may be lost or confused, so that the

feedback information, when presented, is of less value.

The attentional component of reinforcement in the storage process

is closely related to conventional ideas of reward. Reinforcement, in this
sense, acts to direct the subject's attention to one aspect of the situation
and not to others. Thus, when a reward is associated with certain items
presented for learning and not with others, more study may be given to
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the rewarded items and consequently they may be learned more rapidly

(Harley, 1965a)0 Indeed, we postulate that this is the principal role of

incentives when presented at the time of study: to cause the subject to

attend to certain items or aspects of the situation more intensely than

to others.

The storage aspects of reinforcement have received a good deal

of study. The same cannot be said about the role of reinforcement in

the retrieval of information and the production of a response. Again,

we believe that these effects can take at least two forms,, On the one

hand, when the payoff value associated with a particular item is presented

at the time of study, it may become part of the information complex placed

in memory and may even determine where in memory it is stored. If this

is the case, storage for an item with a high payoff value, for example,
will be different in some way from storage of an item with low payoff.

Knowledge given at the time of test regarding the payoff value assigned

to the item, therefore, can aid the subject by indicating where in memory

to look and hence cause him to set up a more effective search. The other
effect that reinforcement may have on retrieval is to dictate the effort and

time the subject is willing to spend in searching memory. It often happens

that the information necessary to produce a response may be available in

memory, but for various reasons cannot be recovered without an extended

search. Presumably, when items are presented for test which have been
assigned high payoff values, the subject will engage in a mcre extensive

search and hence will be more likely to retrieve the appropriate informa-

tion. Unfortunately, these two effects are largely speculative and have not

been carefully documented experimentally. We have, however, undertaken

some preliminary studies, which will be described later, on reinforcement

effects during retrieval.
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The main body of this paper is divided into two sections. The

first develops the theoretical system, and the second deals with appli-

cations of the theory to a number of experimental situations. The theo-

retical section begins with a fairly extensive discussion of the structure
of human memory. Although this discussion will not explicitly consider
the question of reinforcement, the nature of the reinforcing process is
so much determined by how the subject uses his memory that it cannot

be analyzed without first considering these more basic processes. As

we have noted above, the action of reinforcement may be thought of, in

part, as an attentional process. Accordingly, the second step in our
analysis specifies more exactly the ways in which attention acts within

the framework of the theory. This consideration brings us in turn to a

discussion of reinforcement.

In the second section the theory is applied to a number of experi-

ments involving the manipulation of reinforcement variables. The first

of these demonstrates the workings of the memory system when items are

given varying numbers of reinforcements under different presentation

schedules. This example will also illustrate a number of the complexi-

ties that can plague an analysis of reinforcement: in particular, the ways
in which the short- and long-term properties of memory can lead to ap-

parently contradictory effects. The second application examines delay of

reinforcement and illustrates how this variable can have many different

effects depending on the precise conditions of learning. The role of feed-
back in learning will be examined in another way as part of a third experi-

ment, using a concept-identification paradigm. One of the primary pur-

poses of this discussion is to demonstrate that the actual responses made

by a subject frequently fail to provide an adequate indicator of the rein-

forcing processes involved. The experiment will also show how super-

ficially similar reinforcements can have markedly different effects,
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depending upon the strategy used by the subject. Finally, the last set
of experiments considers the ways in which reward magnitude can lead

to selective study of certain items and, in turn, affect both the storage

and retrieval of information.

Before starting our discussion, a warning should be added. We

view reinforcement as a complex process and one which is derived from

other, more fundamental aspects of the learning situation. Because of

this fact, the effects of reinforcement are often quite varied, both in
their appearance and in the manner by which they are produced. Our

discussion, therefore, may well prove unsatisfactory to someone who
is looking for a single, unified law to explain all reinforcement phenomena.

Such a law, we feel, does not exist.

Theoretical System

The Memory System

Although the theory on which our discussion of reinforcement will

be based has been described in other papers (Atkinson & Shiffrin, 1965,

1968a, b; Shiffrin & Atkinson, 1969), a brief review will provide a starting
point for the work to be presented. This discussion will not present the
theory in its full detail. In particular, no attempt will be made to consider
all of the possible variants of the memory system, nor will explicit mathe-
matical predictions of the theory be derived. For these matters, and for
a description of the evidence which supports this formulation, the reader
is referred to the previously cited theoretical papers and to reports of
related experimental work (Atkinson, 1969; Atkinson, Brelsford, & Shiffrin,

1967; Brelsford & Atkinson, 1968; Brelsford, Shiffrin, & Atkinson, 1968;

Freund, Loftus, & Atkinson, 1969; Phillips, Shiffrin, & Atkinson, 1967;

Rundus, 1970; Rundus & Atkinson, 1970; Shiffrin, 1968; Thomson, 1967).
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In what follows, the memory system will be assumed to be divided

into three components: a sensory register (SR), which receives informa-
tion from the sense organs; a short-term store (STS) which may temporar-

ily hold information that has been passed to it, either from the SR or from
the third component of the system, the long-term store (LTS). The LTS

.represents permanent memory, and it is only here that informat:.on3 may

be retained for an extended period of time. All three of these stores are
capable of retaining information received from any of the sense modalities.

Since the experiments that will be discussed in this paper have used verbal

material exclusively, no attempt will be made to consider memory other
than of a linguistic nature. This restriction does not represent a limita-
tion of the theory, since the system can accommodate other sorts of mate-
rial (see Atkinson & Shiffrin, 1968a, for a more complete discussion).

At the outset, it is important to make a distinction between two as-

pects of the proposed memory system. On the one hand, there are cer-
tain fixed structural features of the system that are invariant and cannot
be modified by the subject. On the other hand, the operation of the system
is determined by a set of control processes that may change from one point

in time to another. Thus, for example, information that is transferred
from the SR to LTS must pass through STS since the functional connections

between the three states are structural aspects of the system. The way in

which STS is used to make this transfer, however, is a control process
selected by the subject that can be quite different in nature from one task
to the next. In one task the subject may use STS to rel'earse several items

simultaneously in order to maintain them over a short retention interval,
whereas in another task each item may be studied and coded individually

in an attempt to form a mental image for long-term storage. We shall

return to an example in which different uses of STS are illustrated after

a brief description of the components and control processes of the system,
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The interconnections between the three stores are illustrated in
Figuxe 1. New information can enter the system only via the SR. In

Insert Figure 1 about here

order to be retained, it must be passed from there to STS. It is in this
store that most processing of infcrrnation takes place, The STS, there-
fore, receives input not only from the SR but air.° from LTS. Informa-
tion may be transferred from LTS to STS, for example, during recall,
during the formation of associations while coding an item, or during the
comparisons of one event with the memory of another. Finally, informa-
tion which is to be permanently stored in LTS is "copied" into it from
STS. Notice that the transfer of information from one store to another
is a non-destructive process; that is, the information in the original
store is not lost as a result of a transfer per se.

In the case of visual input4,
the information entered into the SR

usually takes the form of a fairly complete image of the observed scene
which will decay in a matter of a few hundred milliseconds. The control
processes at this level are concerned primarily with the selection of
material for transfer to STS. Much more information is present in the
SR than it is possible to transfer to STS. For example, partial report
studies of visual memory (Sperling, 1960) show that subjects are able to
recall correctly one line of a tachistoscopically presented 3 x 4 array of
letters if they are instructed which line to remember immediately after
presentation. If the recall instruction is delayed by more than a tenth of
a second, the number of letters that are correctly recalled drops sharply,
indicating that information originally present in the SR was lost before it
could be transferred to STS.
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Information entered in STS will also decay, but at a slower rate

than in the SR. The measurement of this decay is complicated by the

fact that the subject is able to retain information in STS almost indefi-

nitely by rehearsal. Experiments (e. g. , Peterson & Peterson, 1959)

which attempt to prevent rehearsal have generally indicated that, with-

out rehearsal, information in STS decays with a half-life on the order

of 10 to 15 seconds, the exact rate being highly dependent on the inter-

polated activity (Spring, 1968).

Control processes associated with STS may be grouped into three

classes. The first of these classes is associated with the search for in-

formation in STS and its retrieval, There is evidence that the storage of

information in STS is structured, hence that the use of a particular search

strategy may lead to more or less rapid recovery of certain aspects of

the data (Murdock, 1967; Sternberg, 1966). These search processes do

not play an important role in expe:ciments of the type that we shall be con-

sidering in this paper, so will not concern us further.

The second class of control processes in STS is far more impor-

tant in the typical learning experiment. Processes of this type involve

the rehearsal of items in STS in order to circumvent their decay. As

long as information is rehearsed in STS it is preserved, but it begins to

decay as soon as rehearsal ceases. In order to formalize this rehearsal

process, it is assumed that the subject sets up a buff -,:r in STS that can hold

a fixed number, r, of items (see Figure 1). This buffer is not a struc-

tural feature of the system, but is set up by the subject when required.

The size of this buffer, when it exists, will depend both on the nature of

the material that is being rehearsed and on the learning strategy that the

subject is currently employing. It is not necessary that every item which

enters STS be incorporated into the rehearsal buffer. The decision as to

whether an item is to be entered into the buffer is another control process
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and depends on, among other things, the nature of the item and on the

current contents of the buffer. Since the buffer is of fixed capacity,

when an item is entered another must be deleted. The probability that

a particular item in the buffer is forced out depends on such factors as

the age of the item, the ease with which it can be rehearsed, etc.
(Brelsford & Atkinson, 1968). Once an item has been deleted from

the buffer it undergoes rapid decay in STS.

The third important class of STS control processes are those as-
sociated with the transfer of information to LTS. In general, whenever
information is in STS, some of it will be transferred to LTS. What is

transferred, however, may vary greatly, both in the quantity and the
quality of the resultant representation in LTS. If the major portion of

the subject's effort is devoted to rehearsal in STS, relatively little in-
formation will be transferred to LTS, whereas if he attempts to develop

appropriate ways of organizing and encoding the material, a great deal

may be transferred. For example, in the learning of paired-associates,
long-term performance is greatly improved if the subject searches for

some word or phrase that will mediate between the stimulus and the re-

sponse rather than simply rehearsing the item (Montague, Adams, &
Kiess, 1966). Of course, the reduced rate of transfer to LTS as the re-
sult of the generation of a rehearsal buffer is frequently offset by the
greater length of time which the information will reside in STS and hence

be available for transfer to LTS. The size of the buffer can also affect
the rate at which information is transferred in another way. All of the

items in STS at any one time are, in a sense, competing for transfer to
LTS. Thus, when the buffer is large, the amount of information trans-
ferred to LTS about each item is proportionally smaller.

In the view of this theory, information that is stored in LTS is
not subject to decay. Information, once stored, remains in LTS
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indefinitely. This does not imply, however, that this information will

always be immediately available fcr recall. It is essential here to dis-

tinguish between the storage of information in LTS and its retrieval. In-

formation which has bee-- stored al one time may fail to be retrieved at a

later time either because the strategy which the subject employed to locate

the information is inadequate, or because later learning may have resulted

in the storage of additional information that was sufficiently similar to that

stored about the item in question as to render the original information,

when recovered, insufficient for the generation of a correct response. In

general, the control processes which are associated with LTS are involved

with storage and with the determination of appropriate search routines.

These will not be important in the discussion of reinforcement to follow,

so the reader is again referred to the papers by Atkinson and Shiffrin

(1968a, b) and Shiffrin and Atkinson (1969).

In the remainder of this section, an unpublished study run by

Geoffrey Loftus at Stanford University will be described, We have three

reasons for presenting this experiment. First, it will illustrate the con-

tinuous paired-associate task that has 1--een used in much of the experi-

mental work to be considered later in this paper. Second, it will extend

co:r uiscussion of the memory system, particular indicating how it can

an explicit quantitative fo.:rnulation. Finally, the experiment will

provide an illustration of the way in which control processes in 5-2S are af-

f,cted by the nature of the task.

In this experiment, subjects were required to keep track of a ran-

clImly changing response paired with each of nine different stimuli. To

be more specific, the task proceeded as follows: At the start of the ex-

periment each of the nine stimuli (which were the digits 1 through 9) was

paired with a randomly selected letter from the alphabet. After these

initial presentations the experiment proper began. At the start of each
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trial a randomly- chosen stimulus was presented to the subject, and he

was required to make a response indicating which letter had last been

paired with it,, As soon as the response had been made, the same stim-

ulus was presented for study paired with a new response chosen at ran-

dom from the 25 letters not just paired with the stimulus. The subject

had been instructed to forget the old stimulus-response pairing and to

remember only the new one. After a brief study period this pair disap-

peared and the next trial was started. In this manner 300 trials could

be presented during a session lasting about an hour.

The motivation for Loftus' experiment was to examine how the

type of test employed to measure retention would affect the strategy

used by the subject to store information,, In particular, strategies were

to be examined when the subject knew that he was to be tested using a

recognition procedure, when he knew that a recall procedure was to be

used, and when he had no information about the type of test. There

were, thus, three experimental conditions, only one of which was used

during a single session: (1) Items were tested by a recognition proce-

dure; that is, at test a stimulus was presented along with a letter that

was either the correct response or another randomly chosen from the

remainder of the alphabet. The subject made his choice by striking

either a key marked "YES" or a key marked "NO" to indicate whether

or not he thought that the letter was indeed the one last paired with the

Stimulus. This condition will be referred to as the recognition condi-

tion. (2) Items were tested by a recall procedure; that is, a stimulus

was presented alone for test and the subject was instructed to strike a

key indicating whi cll. of the 26 letters of thu alphabet he thought was cor-

rect. This condition will be referred to as the recall condition. (3) On

each trial the choice of whether to use a recognition or a -.recall test was

made randomly with equal probabilfty. The data !.rom this mixed
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condition must, therefore, be analyzed in two parts, according to which

type of retention test was used. Unlike the other two conditions, when

subjects were serving in the mixed condition, they were unable to tell at

the time of study how that item would be tested.

Eight college students served in this experiment, each running for

a total of 16 daily sessions. In each session, one of the three conditions

was used. In order to allow subjects to become familiar with the appara-

tus and with the nature of the test procedures, the first session was run
in the mixed condition and the data collected were excluded from analysis.

During the remainder of the experiment each subject served in each con-

dition for a total of five sessions. To avoid warmup effects during the later

sessions, the first 25 trials of each session were also eliminated. The re-

sulting data consist of 1, 375 trials for each condition and each subject.
The experiment was controlled by a modified PDP-1 computer which was

operated on a time-sharing basis to drive eight KSR-33 teletypes, one for

each of the subjects. These teletypes were used to present the material

and to receive responses. The output from each teletype was masked so
that only a single line of typed material was visible to the subject. This

allowed control of the duration of the exposure and prevented the subject

from looking back to the results of earlier trials.

Since the stimulus that was presented on a trial was chosen ran-

domly, the number of trials that intervened between the study of a par-

ticular stimulus-response pair and its subsequent test was given by a geo-
metric distribution with parameter equal to the reciprocal of the number

of stimuli, in this case 1/9. The data which were collected, therefore,

can be summarized by plotting the proportion of correct responses as a

function of the number of trials that intervened between study and test.
We shall refer to the number of intervening trials as the lag of the test
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for that item. In Figure 2 the proportion of correct responses at a given

Insert Figure 2 about here

lag is plotted for each of the conditions. There are over 1,000 observa-

tions at lag zero for the recall and recognition groups and about half that

many for the two curves from the mixed condition. The number of obser-

vations falls with increasing lag according to the geometric distribution

mentioned above; thus there were only about 200 observations for each

condition by lag 14. Beyond this lag, therefore, the lag curves begin to

show considerable instability and have not been plotted. The recognition

data may be separated into two subsets, depending upon whether the pair

presented to the subject for identification was actually correct or incor-

rect. In Figure 3 lag curves reflecting this distinction are plotted: the

Insert Figure 3 about here

upper curves show the probability of a hit (i. e., of a correct identifica-
tion of a true pair) while the lower curves show the false alarms (i.e.,
the incorrect designation of a false pair as correct). These two functions

were used in the analysis of the recognition data rather than the probabil-

ity of a correct response.

The lag curves of Figures 2 and 3 show a consistent difference

between the mixed condition and the two homogeneous conditions. When

serving in the recall condition, subjects were able to perform better

than in the mixed condition. On the other hand, a greater proportion of
the items were correctly recognized in the mixed condition than in the

recognition condition. This result is also apparent in the proportion of
hits and, to a lesser extent, of false a' arms.
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In order to interpret these results in terms of the memory system

discussed above, the assumptions of the theory must be given in a more

explicit form (for a more detailed discussion of these assumptions and

their implications, see Freund, Loftus, and Atkinson, 1969). The first

step is to clarify the conditions under which a new stimulus-response pair

will enter a rehearsal buffer in STS. Whenever a stimulus is presented

for study, there is a possibility that it will already be in the buffer,

although the response that is paired with it will now be incorrect. If this

happens, it is assumed that the new pairing invariably replaces the old

pairing in the buffer. In the case where the stimulus that is presented

for study is not represented in the buffer, we assume that entry is not

assured, but takes place with probability a . The value of the parameter

a is not known in advance and will need to be estimated from the data. If

the new item enters the buffer, another item must be removed so that the

buffer size remains constant at r items. As mentioned above, the choice

of which itcin to delete from the buffer depends on many factors, but for

this analysis it is sufficient to assume that it is random, with each item

having the same probability of being knocked out.

The second set of assumptions that are required to make explicit

predictions from the theory involves the transfer of information from STS

to LTS. Since every item that is presented enters STS (although it does

not necessarily enter the buffer), there will be some minimum amount of

information about it transferred to LTS. This quantity of information

will be denoted by 0'. If the item is also included in the buffer, it will

reside in STS for a longer period of time, and hence more information

about it will be transferred. In particular, it will be assumed that for each

trial that passes, an additional amount of information, 0 , will be trans-
5ferred. Thus, for an item which enters the buffer and resides in it for
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j trials, the amount of information in LTS will be 0 ' + j0. For simplicity
we identify the two transfer parameters 0 ' and 0 so that the information

transferred will be (j +1)0.

Information once stored in LTS is postulated to remain there in-

definitely. Nevertheless, with the passage of time, other information
may also be transferred to LTS which makes the original information less
easy to retrieve or which renders it ambiguous once retrieved. To quan-
tify this decrement we assume that retrievable information decreases by a
proportion 1- t for every trial which passes after the item has left STS
(0 < t < 1).

6 In summary, the amount of information which will be re-

trievable from LTS for an item that remained in the buffer for j trials
and was tested at a lag of i trials (i > j) is (j+1)0Ti-3 .

The final class of assumptions specifies the relationship between

information in LTS and the production of an appropriate response. There

are three cases to consider here, depending on the disposition of the item

in STS. The first of these is the case where the test is at a lag of zero.
It is assumed here that the correct response is always available in STS

regardless of whether the item was entered into the rehearsal buffer or
not. No error is made. Similarly, when the lag is greater than zero but
the item has been entered into the buffer and is still resident in it, a cor-
rect response will be made with probability one. Only in the third case,

when the item is not in STS and must be retrieved from LTS, is an error
possible. The probability that a correct response is produced here will
depend upon the amount of information transferred to LTS. There are a
number of ways in which this correspondence can be made; in the analysis

of the experiment considered here, a postulate based on signal detection
theory was used. This equated the sensitivity parameter, d', with the
amount of retrievable information, i. e. ,

d! = (j+1) OT i-j
.li
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For the recall data, this value can be converted to the probability of an

incorrect response (Elliot, 1964) which we shall denote by 11... For the

recognition data, the results must be analyzed in terms of hits and false

alarms, requir.ng the introduction of a bias parameter, c, associated

with the subject's tendency to respond "YES. "

The final step in the analysis involves the calculation of tnc ar-tual

probabilities of correct or error responses. From the assumptions about

the probability that an item enters the buffer and that it is later forced

out, we can calculate the probability that an item resides in the buffer for

exactly j trials given that it is tested at a lag greater than j. This prob-

ability will be denoted as B. Since errors may occur only when the item
3

is not in the buffer (i.e., only when it has resided in the buffer for a num-

ber of trials less than the lag), the net probability of an error is eTaal to

the probability that an item remains in the buffer j trials multiplied by the

probability of an error given this number of trials in the buffer, these

terms summed over values of j less than or equal to i. Hence, the prob-

ability of an error at lag i is

P(E.) = Z
3 13

:1=0

where the case of j=0 is used to ir.dicate that the item did not enter the

buffer. The derivation of the hit and false alarm functions follow very

much the same pattern.

The predictions of the theory, therefore, depend on the integer-

valued parameter r and on the four real-valued parameters a , 0 , ; and c.

In order to estimate these parameters, a minimum chi- square procedure

was used. For the recall condition, the observed frequencies of correct

responses and of errors were compared to their predicted values with a

standard Pearson chi-square. Because the probabilities of correct
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responses are not,independent at different lags, the result of this
calculation is not assured of being, distributed as a true chi-square.

Nevertheless, it should be approximately correct and in any case

should be nearly monotone in goodness of fit. The set of parameters
that minimize the chi-square will. therefore, be a good estimate of
the true parameter values. In order to evaluate approximately how

well a particular parameter set fits the data, the resultant "chi-square"
can be compared with a true chi-square distribution. For this compari-
son, each of the 14 points on the lag curve will contribute a single degree
of freedom to the chi-square. Subtracting one degree of freedom for
each of the four parameters estimated (performance in the recall con-

ditions does not depend upon c) the total number of degrees of freedom
is 14-4 = 10. In the case of the recognition condition, the data consist
of two functions, the hits and the False alarms. By fitting both of these

functions simultaneously, the number of degrees of freedom in the ini-
tial sum is doubled. Since in this case five parameters are to be esti-
mated, a total of 2 x 14 - 5 = 23 degrees of freedom are available. Fi-
nally, for the mixed condition minimization must be carried out simul-

taneously over the hits and false alarms for the recognition data and the
number of correct responses for the recall data. There are, then, 37
degrees of freedom in this chi-square.

Insert Table 1 about here

The results of these estimations are shown in Table 1. It is

first worth noting that the chi-squares are roughly on the same order

as the number of degrees of freedom, and so in every case the fit is
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satisfactory. However, because the assumptions of the Pearson

chi-square are not satisfied here, a comparison of the relative goodness

of fit between the groups may not be made.

The values taken by the five parameters indicate the nature of
the differences between conditions. The changes in all of the parameters

are monotonic across the three conditions, with the mixed condition show-

ing estimated parameters between those of the two unmixed conditions.

The parameter c is not too useful here since it was estimated for only
two of the conditions and since it does not differ much between Viem.

The parameter that changes most dramatically is the size of the buffer,

r. This parameter is estimated at 1 for the recognition condition, at 2
for the mixed condition, and at 3 for the recall condition. At the same
time the probability that a new item enters the buffer, a , drops from

0.79 in the recognition condition to 0.53 in the recall condition. This

difference in parameters implies that in the recognition condition sub-
jects enter most items into the buffer, but hold them there for little more
than a single trial, whereas in the recall condition almost half of the items
fail to enter the buffer at all, although when they do enter, they tend to stay

for a fairly long time. The mean number of trials that an item stays in the

buffer, given that it is entered,is r /a, which is 1.3 trials for the recogni-
tion condition and 5.7 trials for the recall condition. At the same time,
the amount of information about each item that is transferred into LTS on

each trial, indicated by the value :..). 0, is much larger for the recognition

condition than for the recall condition.

These results may be interpreted as characterizing two alternative
strategies that the subject can adopt to deal with the two testing procedures.

When the recognition test is used, the quality of the information required to

produce a correct response is fairly low. It would, for example, frequently
be sufficient to code the response letter E simply as an early letter in the
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alphabet or as a vowel. in this condition the parameter estimates

suggest that the subject chose to concentrate on each item when it

was presented and to transfer as much information about it as possible

to LTS. Altheugh the quality of this representation was probably poor

and became largely unavailable at long lags ( T = 0. 95, but, e. g. T
8

=

0.66), it was frequently sufficient to determine a correct response. On

the other hand, the recall condition required much more complete informa-

tion. Apparently, in this condition the subjects tried to maintain some

items ' STS for a longer time, at the expense of other items A strategy

similar to that used for the recognition condition apparently transferred

so little information to LTS as to be unable to support recall. The strat-

egy employed, therefol Jeems to be to use STS as much as possible for

information storage (remember that more short lags are present than

longer lags), even though this allowed information about eac1 item to ac-

cumulate in LTS only slowly ( 0 = 0.30 compared to G. 79 for the recogni-

tion group). In order to do this, some incoming items had to be skipped

almost entirely. In the mixed condition, subjects apparently were forced

into an intermediate strategy, retaining items in STS for longer than they

had in the recognition condition, but not for as long as in the recall condi-

tion. It is interesting to note that fewer errors were made on the recogni

tion task in the mixed condition than in the recognition condition. Appar-

eY tly, the strategy selected for the mixed condition actually was better on

recognition tests than the strategy selected when the recognition task only

was present. It seems that subjects do not always choose the set of con-

trol processes which produce the best performance.
7

Attention

It is difficult to consider the concept of reinforcement without at

least attempting to relate it to attention. 8 The extent to which a partic -

ular event modifies a subject's later behavior is influenced by the attention
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he gives to that event as much as by any reward or punishment associated
with it. Accordingly, before reinforcement is considered, we shall exam-
ine the ways in which attentional variables can be incorporated into the

framework of our memory system. We assume that attentional variables
affect this system in three different ways, associated with the input of in-
formation into the SR, STS, and LTS. In the next section, when consider-
ing reinforcement, our interpretation of it will be very similar to the third
of these attentional processes: that associated with entry of information to
LTS.

The first place where attention can affect information transfer is
at the very outset, by selecting information for entry into the SR. The

processes which determine this selection are, in general, gross behavioral
ones, primarily involving the orientation of the subject toward sources of

stimulation so that the appropriate sense organs are stimulated. Once the

sense organs have been activated, however, we assume that the incident

information will be transferred to the Sr.

The attentional processes involved in the transfer of this informa-

tion to STS are more complex. This transfer results in a great reduction
in the amount of information that is processed, since only information of

importance to the subject is entered into STS Such information may rough-
ly be grouped into three classes which we associate with three different
types of transfer control processes. The first class of information trans-
ferred to STS relates directly to the task with which the subject is current-
ly involved. Thus, for example, in reading this text, one more or less
automatically transfers information about the next words into STS (note,

however, that the eye-movements involved in scanning the page are an

attentional process of the first type). To account for this transfer, it
shall be assumed that the presence of information of a particular sort in
STS will induce transfer of any similar information in the SR to take place.
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It is immaterial whether the control processes involved here are thought

of as comparing the contents of the SR to STS, or as reaching out from

STS and tracking a particular part of the SR. In any case, these control

processes allow the system to track activity in the environment as long as

information about it is maintained in STS. The second class of information

transferred requires a somewhat more elaborate set of control processes.
It is postulated that all information entered into the SR is rapidly analyzed

and, as part of this analysis, a reference is made to LTS. At this stage,
the primary result of this reference is the retrieval of a quantity, the per-
tinence associated with the information (Norman, 1968). For the purposes

of this discussion, the pertinence may be thought of as a scalar quantity,

with the property that information which has a high pertinence is likely to

be selected for transfer to STS and information which has a low pertinence

is likely to be allowed to decay without attention. The value that is taken

by the pertinence function will depend on many different variables. The

recency of a reference to the information in LTS and the frequency with

which the information has been referenced, for example, are two such
variables. The reference to LTS and the transfer to STS take place only

after the information in the SR has been analyzed at a fairly high level.

If anything is entered into STS as a result of these attentional processes,
it will be far more complicated than a sensory image and will include

some of the information recovered from LTS, for example, its context

and several associations to it The last class of information which may

be transferred from the SR to STS concerns sudden changes in the environ-

ment. It is postulated that whenever there is a sharp discontinuity in the

contents of the SR that is not correlated with an observing response or

other subject-induced activity, there is a tendency for the new material in
the SR to be transferred to STS. It is worth noting that these three classes
of processes are competing with each other for the limited processing

capacity available in STS, as well as with information that is being
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transferred from LTS and information that is beifg maintained in STS.

What actually will be entered depends on the relative demands of all

these sources of input, rather than on the magnitude of any one request.

The third place where attention influences the transfer of informa-

tion is in the link between STS and LTS. It is clear that we remember a

great deal about some aspects of the environment and very little about

others, even when we have "attended" to all of them, in interpreting

such effects it is not necessary to add anything to the collection of con-

trol r tha t have already been introduced. In the previous sec-

tion we noted that the transfer to LTS was influenced by any of a number

of control processes acting on STS. The number of items in STS, the

formation of a rehearsal buffer, or the retrieval of information from

LTS to form mnemonics are examples of these processes. We shall

not dwell on these attentional processes here, since they will be dis-

cussed in the next section.

The Concept of Reinforcement

In the preceding two sections a theory of memory and attention

has been outlined that we believe can account for most of the results

from simple verbal-learning experiments. In this section an attempt

will be made to discuss reinforcement in the framework of this system.

We do not think that a single formulation can explain the variety of rein-

forcement effects that have been demonstrated with human subjects.

Rather, it appears that i.he major determinants of learning are the

memory and attention processes, and that the concept of reinforcement

may best be understood in terms of their action. In several of the appli-

cations to be discussed in the second part of this report, results will be

presented where the reinforcement effects appear at first glance to be

quite complicated. When these effects are analyzed in terms of the
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theory, however, their basis will be seen to be relatively simple. The

memory and attentional plocesses available to the subject provide bounds,

often quite strict, that limit the set of control processes that can be used,

and thereby constrain the action of reinforcement.

In many ways our interpretation of reinforcement is quite similar

to the ideas of attention that were discussed in the preceding section.

Transfer of information to LTS takes place only while that information

is resident in STS. Thus, if learning is to take place, the appropriate
information must be maintained in STS for some period of time. As indi-

cated before, however, STS is a system of limited capacity, and many

potential sources of information are competing for access to it. At the

same time that an item is being studied for later recall, processing space

in STS is also demanded by incoming stimuli and by other items already

in STS. The extent to which information about the item is successfully

processed depends on the limitations imposed by the task and on the strat-

egy selected by the subject.

The data collected in an experiment may appear to be unduly com-

plicated for another reason. The system of memory has two distinct ways

in which information about an item may be stored. An improvement in

performance as a result of a study trial may be brought about either be-

cause information is temporarily maintained in STS or because it is per-

manently stored in LTS. The relative importance of these two stores
will depend on many factors; such as the nature of the task, the presence

or absence of competing stimulation, and the length of time between study

and test. The operation of reinforcement will have an effect on both of

these processes, that is, feedback or payoff may lead the subject both to

retain information in STS and to try to transfer it efficiently to LTS.

Although the term reinforcement typically is used to refer to processes

that have an effect on the permanent storage of information, in many
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experiments these long-term effects can become confused with these

due to STS. The long-term and short-term effects may be very differ-

ent from each other. In the next section, for example, we shall consider

an experiment in which the effects of a series of similar stimuli on the

storage of information in LTS agree with predictions from classical

interference theory, whereas the effect on the contents of STS is exactly

the opposite. The overall behavior is, of course, a mixture of long- and

short-term effects and thus, at first analysis, appears to show inconsis-

tencies, In short, we do not feel that it is possible to study reinforcement

variables without Erst making a careful analysis of the role of the two

types of memory in the learning situation.

There are actually at least three sets of control processes by
which information can be maintained in memory for later use. If the in-

formation is to be used immediately and then can be discarded, the sub-
ject may choose to simply maintain as much of it as possible in STS via

rehearsal without any attempt to transfer it to LTS. With such a strategy

the subject will be highly accurate at short lags, but performance will

drop rapidly to chance thereafter. The second type of strategy also in-

volves maintenance of information in Sr.7S via rehearsal, but this time in

lesser quantity so that an attempt can be made to transfer it to LTS,

Again, performance will be good at short lags, but now items tested at

long delays will not experience as large a drop in performance. Finally,

the subject may attempt to code the information and store it in. LTS as it

comes along without maintaining it in STS for any length of time. This

set of control processes usually involves the retrieval of information from

LTS to help generate a more robust image for permanent storage, usually

by forming associations or by the use of mnemonic devices, The choice

c,f which of these control processes to use is usually not freely available

to the subject. The nature of the material that is presented frequently
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restricts the possibilities or even dictates exactly the method that must

be used. The dynamics of the information processing that goes on in

the three cases is different, however, and so the effect of an external
manipulation will depend or the particular control proeecQe thnf arks

used. In a later section on reinforcement magnitude, a case will be

seen where a seemingly minor change in the stimuli led to a change in

study procedure, which in turn resulted in vastly different reinforce-
ment effects. An analysis of the information transfer aspects of the

situation is necessary before the role of reinforcement can be under-

stood.

In spite of the restrictions that have been set forth in the previous
paragraphs, we shall now consider a general description of the reinforce-

ment process. This formulation should not be thought of as an exact state-

ment of the action of reinforcemert, but as an outline which is frequently

modified in its specifics. This description is, basically, an expectancy
interpretation of reinforcement, and as such is in the tradition of the i.deas

set forth by Tolman (1932) and by Brunswik (Tolman & Brunswik, 1935).

Essentially, it consists of two components: first, the formation of a pre-
diction (and possibly the nroduction of a response) based on the stimulus

input and on correlated information retrieved from memory, and second,

the comparison of this prediction with subsequent events. It is the result
of this comparison that determines whether information about the episode

will or will not be transferred to LTS.

As noted in the section on attention, the transfer of information

about an external event to STS involves more than simply a transfer from

the SR to STS. In particular, a reference to LTS is required in order to
generate a pertinence measure, and some of the recovered information

will be entered into STS along with information from the SR. This informa-

tion, along with other information that may be retrieved later from LTS,
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is used by the subject to select a response if one is necessary. In

addition, this information allows the subject to generate an expectation

or prediction about the events that will follow the stimulus. Any re-

sponse that is required is based on this prediction, but the prediction

usually is more elaborate than may be inferred from the observable

response. When the outcome event in question occurs, it is compared

with this prediction. The extent to which the outcome fails to agree

with the prediction determines the degree and nature of the study the

item receives. Usually, large discrepancies between the prediction

and the outcome dispose the subject to apply control processes that

maintain the relevant information in STS and induce the transfer of in-

formation to LTS. The information which is transferred is primarily

associated with those components of the prediction that were most de-

viant from the actual outcome. The result is to reduce the disparity

between the outcome and information now stored in LTS so that if the

same stimulus and outcome were to be presented again, the discrepancy

would be smaller than the original one. 9

This special analysis simplifies considerably the factors that

are involved in causing information to be maintained in STS. It is im-

portant to realize that STS is a system of limited capacity and that many

potential sources of information a.re competing for access to it. At the

same time that a comparison between a prediction and an outcome indi-

cates a discrepancy, the processing capabilities of STS will also be de-

manded by external inputs and by other information that is already

resident in STS. Whether the item in question will actually receive suf-

ficient processing in STS to have an effect on later performance will de-

pend upon the task in progress, the nature of the competing items, and

any control processes which may predispose the system to treat informa-

tion of one type and not of another. This dynamic aspect of short-term
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processing is responsible for many of the effects of reinforcement, and
we shall return to it in several of the applications that will be considered

in the remainder of this paper.

Experimental Results

In this section the result; of a number of experiments are con-
sidered. Hopefully, these experiments will help to clarify the role of

the various stores and control processes and illustrate how reinforce-
ment variables (e.g., the magnitude of reinforcement, the schedule of
reinforcement, or the delay of its presentation) may be interpreted. In

the original reports where these experiments were first described, they
were given some form of quantitative analysis in terms of the theory.
The details of these analyses can be found in the reference articles, so
our discussion will be of a more qualitative nature. We hope that this

simplification will allow us to consider the problems of reinforcement

without becoming involved in questions of mathematical notation and proof.

Number of Reinforcements and Their Presentation Schedule

The first experiment is a fairly direct application of the theory
to paired-associate learning (see Breisford, Shiffrin, At Atkinson, 1968,

for a more complete treatment). It illustrates the way in which a series
of reinforcements can act to build up the strength of a representation in

LTS through the successive storage of infoirnation. Basically, tTLe same

continuous paired-associate task that has already bten described In con-
nection with the Loftus experiment above is employed, although wit }; sev-

eral modifications. A new set of eight stimuli (random b.vo-iigit numbers)

were chosen at the start of each session and were used throughout the ses-
sion. As in the Loftus experiment, the responses were letters of the
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alphabet. Each trial of the experiment began with the preseatation of

a stimulus to which the subject had been instructed to respond with the

most recently paired letter. This stimulus was chosen randomly from

the set of eight stimuli so the lags between study and test were a.gain

distributed geometrically with parameter 1/8. Following his re3ponse,

the subject was given three seconds to study the stimulus paired with a

response. This ended the trial. Unlike the Loftus experiment, the

study phase of the trial did not always involve pairing a new response
with the stimulus. A stimulus-rE-sponse pair might be given one, two,

three, or four reinforcements, the probabilities of these frequencies

being 0.3, 0,2, 0.4, and 0.1 respectively. Thus, a stimulus selected

for two reinforcemei-ts would be studied with the same response follow-

ing the first test, but after the second test a new response would be intro-

duced, This procedure continued for 220 trials per session. Each sub-

ject was run for at least 10 sessions.

Ins.:;rt Figure 4 about here

As in the previous experiment, the principal finding can be ex-

pressed in the form of lag curves (Figure 4). Separate curves are pre-
sented showing the probability of a correct response, depending upon the

number of prior reinforcements. Hence, there is a lag curve for stimulus-

response pairs tested after one, two, and three reinforcements, By the

nature of the presentation schedule, the number of observations at each

point declines with increasing lag, and also with increasing number of

reinforcements., Since at the time a subject was tested on an item, he
had rio way of knowing whether that item would be studied again, the

test of every item could be used in plotting the lag curve for one

reinforcement. Similarly 70 percent of the items received two or more
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reinforcements and therefore contributed to the second lag cure. Only
in the case of the fourth reinforcements (which occurred for only 10 percent

of the items) were the frequencies too small to permit stable curves to
be plotted. The three curves in Figure 4 show a resemblance in form

to the lag curves obtained in Loftus' experiment. In particular, the curve
for one reinforcement is quite similar to the comparable curve for the
Loftus recall group. The curves in Figure 4 also indicate that the propor-
tion of errors at a given lag decreased as more reinforcements were gieen.

In order to account for the effects of multiple reinforcements, only
a few minor changes need be made in the model used to analyze Loftus'

data. As before, it is assumed that if a stimulus is presented for study
paired with a new response and the stimulus is one of the r items curre ,.1./

in the rehearsal buffer, then the subject will simply replace the old re-
sponse with the new one. Otherwise, no change is made in the contents
of the buffer. The case of an item which is not in the buffer at the time

of presentation is somewhat more complicated.10 Whenever the stimulus

for such art item is present!cl for test, the subject must retrieve informa-
tion from LTS in order to make a response. Again we assume that the

amount of available information can be represented as a d' measure for
that item. On the basis of this information, the subject generates a re-
sponse, in this cas - his prediction about the outcome of the trial. Ac-

cordingly, we postulate that whenever the response is correct (indicating
a good correspondence between the prediction and the outcome), the item

will not receive additional study and hence will not be placed in the buffer.

Whenever the correspondence is small (an error is made), the item will
enter the buffer with probability a . The probability of failing to enter

the buffer, 1 -a, represents the combined effects of the many sources of

competition in STS that may take precedence over entry of an item; for

example, the presence of a naturally compatible stimulus-response pair
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or of an easily rehearsable combination of items in the buffer. Once

the item has entered the buffer, however, we assume that transfer to

LTS takes place in the same manner as discussed before: For every
tr .al in the buffer an amount of information 0 is transferred to LTS.

Every trial in which the item is absent from STS results in a proportion

1-r of the information in LTS becoming unavailable for recovery and re-

sponse production. Like the recall condition in the previous experiment,

the predictions of the theory depend on the four parameters: r, a, 0,

and t , To make these estimations, the same type of p.,eudo-chi square

procedure employed in the Loftus study was used here, this time simul-

taneously on all three lag curves and also on the double lag curves pre-

sented in Figure 5. From this minimization, a set of parameters was

found which generated the predicted curves shown in Figures 4 and 5 and

in the subsequent figures. The estimated buffer size was r 3.

Insert Figure 5 about here

The lag curves of Figure 4 give a good idea of the general rate of

learning, but they are not the best: way to look at the effects of reinforce-

ment. These effects are better examined by looking at sequential proper-

ties of the data, tivit is, at the effects of one reinforcement on a later one.

_Accordingly, in the next few paragraphs we consider a number of different

summaries of the data, and show how they are predicted by the, theory.

The first set of results to be examined relates the lag between the

first study and test of an item to the performance on the second test. In

particular, the presentation of al" item with two or more reinforcements

can be represented as follows:
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Some test
and

first study on
new item

lag a
)

!

First test
and

second study
lag b

Second test
and

some study

This describes a new pair that is studied., then first tested at lag a, is

studied again, and next tested at lag b. We wish to look at the way in

which the results of the second test depend on lag a, with lag b held

roughly constant. Plots of this relation are shown in Figure 5. For

lag b > 0 these curves are bow shaped, with fewer correct responses

when lag a is either small or large. As would be expected from the

curves in Figure 4, more errors are made when lag b is large than

when it is small. It is relatively easy to see how these curves are pre-

dicted by the model. For small values of lag a, little information will

be transferred to LTS during the interval between trials, so the primary

effect of the first reinforcement is to increase the likelihood that the

pair is in STS when the second reinforcement occurs. This will slightly

increase the probability of a correct response, particularly at short

lag b. For somewhat longer values of lag a, this effect is coupled with

the transfer of a considerable amount of information into LTS before the

second study. Thus a facilitative effect of the first reinforcement is ex-

pected even when the item has been deleted from the buffer before the

second test. Finally, when lag a is very large, the item will almost

certainly have departed from the buffer and much of the information that

had been deposited in LTS will have become unavailable (in this experi-

ment the estimate of t was 0,82, so the retrievable information in LTS

had a half-life of only about three trials).

In the preceding paragraph the effect of the lag between the first

and second reinforcement of a stimulus-response pair was examined. In

this paragraph we shall again consider the effects of the laL, between two
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successive reinforcements involving the same stimulus; however, in

this case the two presentations represent the last occurrence of one

pairing and the first occurrence of a new pairing:

Some test
and

final study
of an item

. ,

lag a
Final test

and
first study ;-

of new item i

lag b
)

First test
of new item 1

and
some study

Here a stimulus-response pair is given its last study and tested at lag a.

A new response is then paired with the stimulus and is given its first

test at lag b. The predictions for this case are somewhat surprising

and are worth examining closely. If the item is not in the buffer at the

end of lag a, it should have no effect on whether the new pairing is studied

or note If the previous stimulus-response pair is in the buffer, however,

it should have a facilitative effect on the new learning, since the new item

is now guaranteed to enter the buffer. In this case, the probability of a

correct response on the new item should be relatively large. Unfortunately,

the presence of the pair in the rehearsal buffer is not an observable event,

but it is probabili.stically related to the occurrence of ari-enrpr and to lag a.

In particular, if an error was made on the final test of the old item, we

know that it was not in the buffer, and therefore predict that the probability

of a correct response on the new item, whe-,. tested later, will be indepen-

dent of lag a. When a correct response is made on the old item, it may

be in the buffer, a.nd furthermore, it is more likely to be in the buffer if

lag a is small. In this case, small values of lag a should be associated

with fairly large probabilities of a correct response, and these probabil-

ities should fall with increasing lag a. Note that this prediction is quite

different from what would be predicted by interference theory, since it

associates good performance on a transfer task with good performance on

original learning.
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Insert Figure 6 about here

This prediction, however, seems to be well-supported by the data

as indicated by the functions plotted in Figure 6. In this figure, unlike

Figure 5, the results have been averaged over all values of lag b. Three

sets of curves have been plotted, c:epending upon whether the item given

on trial n+a+1 received its first, second, or third test. It is interesting

to note that the magnitude of the difference between the correct and the
error data declines as the number of prior reinforcements increases.
This may be attributed to the fact that the facilitation is purely a result
of study in STS, and that this study takes place only when the subject's

prediction based on LTS information is incorrect. When several rein-
forcements have been given, there is a greater likelihood that the item

will be correctly recovered from LTS, and hence that no rehearsal in

STS will take place. Accordingly, the proportion of correct responses
that occur because the item was maintained in STS decreases, and with

it the size of the facilitation effect. It should also be noted that the prob-

ability of a correct response to the new item, conditional on a correct
response to the old one, appears to fall systematically below the prediction

when a long lag intervenes between the two study trials. This effect,

which is exactly the opposite of the one observed at short lags, is evi-

dence for the activity of more conventional interference processes in LTS.
Items that are correctly recalled at long lags are likely to have been re-
covered from a good representation in LTS. Apparently this strong trace
interferes with the establishment of a new trace based on the same stimu-

lus. Additional evidence for these interference effects will be presented

in Figure 8.
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The last two results to be considered involve the effects of a

sequence of similar or dissimilar stimuli and provide further evidence

for some of our postulates about study effects in STS. Consider a series

of consecutive trials all involving the same stimulus, but in which the re-

sponse paired with the stimulus on the final study trial is different from

that on the immediately preceding trial. The theory predicts that the

longer the string of presentations, the more likely it is that the final
item when eventually tested will be correctly recalled. This is so be-

cause the probability that a pair containing the stimulus is in the re-

hearsal buffer increases with the sequence of zero-lag presentations.
On each successive trial of this sequence a pair containing the stimulus

may be entered into the buffer if it is not already there, and if there are

no competing items to force it out. The resulting effect is shown in

Insert Figure 7 about here

Figure 7. In this figure the probability of correctly recalling the last

item of a series of trials all involving the same stimulus (averaged over
all test lags) is plotted as a function of the length of the series, As ex-
pected, this is an increasing function, and falls quite close to the pre-

dicted function. Note that again this effect is quite the opposite of pre-

dictions from a traditional interference theory. Such a theory would

predict that the repeated presentations would interfere proactively with
the new pair and that this would decrease the probability of responding

correctly to the transfer item. It is important to realize that these ef-
fects are the result of activity in STS and say nothing about the nature

of interference in ITS. Indeed, the long-term effects appear to be the

opposite of the short-term effects. Figure 8 shows the probability that
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Insert Figure 8 about here

on I.he first trial of a new item, the response that had been correct on

vhe previous occurrence of the st.mulus is given instead of the current

correct response. The probability of these intrusion errors is plotted

as a function of the lag at which the new item is tested (the three curves

depend on the number of times that the previous pairing had been rein-

forced). Intrusion errors were more frequent when the previous item
had been given several reinforcements than when it had received only

a single reinforcement. The fact that the response is actually an error
indicates that the item was not in the buffer at the time of test, hence
that this more typical proactive effect is associated with long-term stor-

age.

A series of consecutive trials using the same stimulus, as indi-
cated in the preceding paragraph, tends to cause that stimulus to be

entered into the rehearsal buffer, but will not create any further disrup-
tion of other items in the buffer. On the other hand, a series of items
with different stimuli produces maxiinuin disruption, since each of them

will have some probability of being entered into the buffer. This effect

is illustrated by the way that the items which intervene between study and

test of a given item affect the probability of a correct response. In par-

ticular, suppose that the test of an item following its kth study occurs at

lag x. The case where all of the x intervening items involve the same

stimulus and the case where they involve all different stimuli will be

examined, with the prediction that the all-same condition will produce

better performance than the all-different condition. For each of the

three values of k, this prediction is supported (Figure 9).
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Insert Figure 9 about here

This experiment has illustrated the way in which the theory can

be applied to show increases in LTS strength az a result of a series of

reinforcements. It has also shown a simple way in which the corres-

pondence between the subject's prediction and the outcome of a trial can

determine rehearsal patterns. Finally, by considering the sequential

properties presented in the last five figures, evidence has been given

which supports our particular two-process formulation of memory.

Delay of Reinforcement

The second experiment to be considered examines one of the most

confusing issues in the area of human reinforcement: that of its delay.

It appears that a delay in the feedback of information about a response

can have many different effects. Some studies (Greenspoon & Foreman,

1956; Saltzman, 1951) have indicated that a delay will impair learning,

others show no effect (Bilodeau & Ryan, 1960; Bourne, 1966; Hochman

& Lipsitt, 1961), and still others appear to show a facilitative effect of

delay (Buchwald, 1967, 1969; Kintsch & McCoy, 1964)0 We shall attempt

to show that any of these effects can be accommodated by our analysis

and will discuss an experiment (Atkinson, 1969) in which all of these ef-

fects were obtained as the result of several fairly simple manipulations.

The basis of this experiment was a continuous paired-associate

task similar to the one just described. The stimuli were randomly gen-

erated consonant trigrams and were paired with single-digit responses

from 2 to 9. Every stimulus-response pair received between 3 and 7

reinforcements, with each pair being equally likely to receive any num-

ber. of reinforcements within this range. A stimulus was used only once
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during the course of the experiment, that is, a stimulus trigram would

receive several study and test trials with a particular response number,

and then would never be used again. The major difference between the

presentation schedule in this experiment and those discussed earlier con-

cerned the lag structure. Sixteen different stimuli were active at any

time. The stimulus that was presented, however, was not chosen at

random from this set, but only from the six stimuli that had not been

presented on the previous 10 trials. Thus, the minimum possible test

lag was 10 and the mean lag was 15 items.

The manipulation in this experiment involved assigning each

stimulus-response pair to one of 14 conditions. This assignment was

made randomly for each pair, but was the same for all reinforcements

of that pair. All conditions were run simultaneously; that is, the set of

items that were active at any time included ones assigned to many differ-

ent conditions. The 14 conditions resulted from combinations of three

independent variables affecting reinforcement: (1) The first of these vari-

ables was the delay itself., The presentation of the stimulus was terminated

by the response, then the feedback (reinforcement) appeared, either im-

mediately or following a delay of 3, 6, or 12 seconds. (2) During this de-

lay, the subject was either allowed to do as he pleased or was instructed

to count backwards from a randomly selected 3-digit number_ These con-

ditions will be referred to as the ao-count and the count conditions.

(3) The feedback consisted either of the correct digit response presented

alone or of both the stimulus trigram and the correct response. These

conditions will be referred to as the feedback-only and the stimulus-plus-

feedback conditions. In either case the duration of the reinforcement was

four seconds. When the delay is zero, the count and no-count conditions

are the same, hence only 14 conditions are possible, instead of the

4 x 2 x 2 = 16 conditions which might be expected.
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Insert Figure 10 about here

The primary dependent variable considered in the experiment

was the proportion of correct responses averaged over trials 2 through
7 (the initial trial, of course, was a random guess and has not been in-
cluded in the average). In Figur 10 this proportion is plotted as a func-
tion of the delay for the various reinforcement conditions. This figure

shows all three of the trends which were mentioned above: the count,

feedback-only condition shows a drop in the mean proportion correct

as a function of delay; the count, stimulus-plus-feedback condition shows

no effect of delay; while both of the no-count conditions show an improve-

ment with delay.

In interpreting the effects of reinforcement delay here it is im-
portant to realize that the roles of rehearsal and of LTS are quite dif-
ferent in this task than they were in the two previous experim.ents. The

presentation schedule was constructed so that there was always a sub-

stantial lag between successive appearances of an item. Because of
this it was not practical for the subject to use a rehearsal buffer to main-
tain information until a response was required - too many of the items

which intervened between study and test would have to be ignored alto-

gether. Instead, subjects were forced to rely primarily on LTS as a
source of information storage. In such a case, subjects usually do not
form a rehearsal buffer, but instead try to code each item as it is pre-
sented, and then turn their attention to the next item when it appears.
The use of unique and relatively unfamiliar stimuli for each pair also

increased the likelihood that this coding scheme was used.
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The results of the count conditions are now fairly simple to

interpret. The counting procedure had the effect of preventing re-

hearsal of information in STS; in particular, the subject could not
readily remember the stimulus that was presented throughout the

course, of the c/elay period. Thus, in 4Ch e feedback-only condition, the

subject would frequently be unable to remember the stimulus by the

time feedback was presented and would, therefore, be unable to as-
sociate the stimulus-response pair. In such a case, the probability of
a correct response would drop toward chance as the likelihood increased

that the stimulus could not be remembered, that is, as the delay inter-
val increased. In the stimulus-plus-feedback condition forgetting the

stimulus during the delay period should have no effect since both mem-

bers of the pair would always be available at the time of study. The

counting task would, however, prevent any other processing from occur-

ring during this interval, so the delay would be expected to have no ef-

fect at all.

In the no-count conditions the subject should have no problem in

retaining the stimulus in STS during the delay interval; conscquently,

there should be no differences between the stimulus-plus-feedback and

the feedback-only conditions. In fact, the delay interval can be spent
in processing information in such a way as to make later LTS storage

easier and more efficient. There are several ways in which this can be

done; for example, the subject may engage in some sort of pre-process-
ing of the stimulus, such as generating images or mnemonic codes which

will aid in efficient storage once feedback is provided. Furthermore,
after several reinforcements have been presented, the subject may be
able to recover the response from LTS and recognize it as the correct
one before the feedback is presented. He can then use the delay interval
to further study the item. Either of these two processes can generate the
increasing delay function .t.,at was observed.
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Atkinson (1969) has described the amount of information which

was transmitted to L.TS by each reinforcement by an increasing expo-

nential function for the no-count ,onditions and by a decreasing expc

nential function for the count These fUnreinTIS have been

used to generate the predictions shown in Figure 10. Although the sort

of sequential investigations illustrated by Figures 6 through 9 have not

been made, the overall accuracy of these predictions support the inter-

pretation.

The above analysis was able to accommodate effects that at

first appeared to be inconsistent into a fairly simple framework by

focusing attention on the inft.rmative value of the reinforcement, rather

than treating it as a simple event. A similar, if not identical, analysis,
we feel, will be able to reconcile the discrepant results that have been

found for the effects of delay of reinforcement by other workers. It is

experimental results of this sort that make a particularly strong case
for our contention that factors involved in learning and memory are fun-

damental in determining the phenomena of reinforcement rather than the

other way around..

Concept Identification.

In the following section, the theory will be applied to a concept-

identification paradigm in which the effects of reinforcing events are

quite different from those that have been discussed so far. The concept-

identification task requires the subject to observe a series of stimuli and

to classify them, one by one, into a fixed set of categories. Following

each response, the subject is told the correct classification of the stim-

ulus, and it is this feedback that gives rise to learning. The concept-

identification procedure differs from the paired-associate procedure in
that the classification depends syitematically on some property (or
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properties) of the stimuli. This means that once the subj-ct has solved

the problem and has learned the rule by which stimuli are classified, he

will be able to classify a novel stimulus correctly. There are, of course,

an indefinitely large number of possible . stimulus properties and rules

that can be used to partition the stimuli. In the experiment to be discussed

below, we shall treat only a very few of these possibilities, those where

the stimuli are composed of orthogonal binary dimensions and where the

classification rule depends on only one of these dimensions. The pro-

cedure for the experiment that will be discussed (for a complete treat-

ment see Wickens, 1969) will show these restrictions more clearly.

Subjects were seated before a teletype keyboard and saw stimuli

projected on a screen in f. ont of them. These stimuli were pictures

which were constructed to vary along 12 different dimensions. Each

of these dimensions, or attributes, of the pictures, could take on either

of two different values, only one value in each p:i.cture. One set of stim-

uli, for example, consisted of line drawings of houses in which the dimen-

sions were represented by one or two windows, by a chimney on the left

or on the right, and by ten other distin;tions. From the 12 attributes

a total of 212 =4, 096 distinct stimuli could be constructed. The rules

used to determine the correct classifications were based on exactly one

of these attributes; all stimuli for which that attribute took one value failing

into one of two categories, all stimuli for which it took the other value

falling into the other category. As each stimulus was presented, the sub-

ject indicated his choice of category by pressing the zero or the one key

on the keyboard and was informed of the correct alternative by indicator

lights mounted above the keyboard. A series of such trials was present-

ed to the subject, the series continuing without interruption for the dura-

tion of a session. Whenever the subject had correctly identified the rele-

vant attribute, as indicated by a string of 12 consecutive correct
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responses, he was signaled that the current problem was complete and

was immediately started on a new problem, using a rule based on one of

the 11 attributes that had not just been used. Subjects were run for two

hours per day for five days. The number of problems solved by a sub-

ject during the experiment ranged from 53 to 115. During the first 25

problems or so, subjects showed Lrnprovement. After this point, how-

ever, the number of trials to solution remained approximately constant.

The analysis to be discussed below is based on this stable, asymptotic

data only.

The analysis that will be made of concept-identification is based

upon the general idea of hypothesis testing (Bower & Trabasso, 1964;

Restle, 1962). We assume that the subject solves concept problems by

formulating hypotheses about the rule that determines the classification,

then observing the seauence of classified stimuli to see whether the hy-

pothesized rule is supported or not. A rule which is consistent with the

true classification will enable the subject to respond correctly and there-

by to solve the probleiThwhereas a rule that is inconsistent will cause

errors to be made. When an inconsistency appears, the subject will

abandon the rule under test and select a new one. It is apparent that

this sort of solution is composed of two different processes: the selec-

tion of rules and their test. This dichotomy will represent an impor-

tant part of our analysis of the role of reinforcement in concept-identifi-

cation.

We assume that initially there is a set of hypotheses which the

subject considers to be potential solutions to the problem and which he

wishes to test. The size of this pool depends on the nature of the task

and on the subject's familiarity with it. In his first attempt to solve a
concept-identification problem, a subject may have a large set of hy-

potheses which he views as possible, many of which are quite complicated
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and cannot be the true solution to the problem. In the case of the

experiment mentioned above, in which considerable practice was

given and the subject was adapted to the task, the set of hypotheses

may reasonably be identified with the set of attributes of the stimuli.

In the following discussion, we shall speak of sampling attributes, in-

dicating the specific nature of this experiment. One may, however,

think of this as sampling from a pool of much more general hypotheses.

When solving a concept-identification problem, it is assumed

that the subject starts by choosing a sample of r attributes from the

total set and maintains them in STS by rehearsal. The matching of the

values taken by these attributes to the two response alternatives is as-

sumed to show local consistency (Gregg & Simon, 1967), that is, the

assignment is made in such a way as to be consistent with the outcome

of the last trial that has taken place. By comparing this assignment to

the values that these attributes take in a new stimulus, the subject

makes several predictions regarding the outcome of the new trial.

Each of these predictions is based on one attribute in the sample: If

the value of this attribute is the same as the value it took in the pre-

vious stimulus, then the same classification is predicted; if the value

is different, then the classification is predicted to change. If more

than two attributes are sampled, it is possible that the set of predic-

tions may have internal inconsistencies, since each attribute may be

varied independently of the others. The subject's classification re-

sponse is generated from these predictions in some manner or other.

The actual method of generation is not crucial to our analysis: He

may choose a prediction at random, may select the response indicated

by the largest number of predictions, or may use any of several other

strategies.
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The outcome of the trial provides confirmation of some of these
predictions and disconfirrnation of others, implying that those attributes

on which incorrect predictions were based are no longer tenable candi-

dates for the solution. Accordingly, these attributes are dropped from

the rehearsal buffer. On the following trials, this process is continued,

either until the buffer is emptied or until the problem is solved, in the

sense that only one attribute is being considered and this is the correct

one. If the buffer is emptied, the subject is forced to draw a new sample

of attributes for testing. Here, for the first time, LTS becomes impor-

tant. While the first set of attributes was being tested, information about
them was being transferred to LTS. Now when resampling is taking place,

this information in LTS may allow the subject to avoid resampling those

attributes which have already been tested and rejected. Resampling of

a. attribute that has already been tested may take place, but only when

inf ormation about that attribute cannot be recovered from LTS, either

because only a small amount of information was originally transferred

or because of a failure of the search process. As more and more sam-
ples are drawn, there will be a greater and greater likelihood that the
correct attribute will be selected and the problem solved.

The forrnulaticn of concept-identification learning given here is

similar to a number of these that have been discussed in the literature,
although it is not identical to any of them. In addition to the reference

mentioned above, Trabasso and Bower have presented models in which
questions of the delay of resampling (Trabas so & Bower, 1966) and the

size of the test sample (Trabasso & Bower, 1968) have been discussed,
while ;:x.regg and Simon (1967) have considered a series of models which

make a number of different assumptions about the selection of new hy-

potheses for test. All of these models, however, are different from

our model in one critical respect, for they assume that the occurrence
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of an incorrect response causes the whole sample to be eliminated and

redrawn. In contrast to this assumption, our theory makes a clear dis-

tinction between the effects of information feedback and the effects of

reward. The important variable in determining what learning takes place

is not whether the overt response was correct or in error, but rather the

way 4n which the various predictions about the attributes were confirmed

or disconfirmed. Since the subject can make a response that is not con-

sistent with some of his predictions, it is possible for these predictions

to be disconfirmed, and therefore rejected, at the same time that the re-

sponse is correct. Only in the case where the buffer size is one (i. e. ,

only a single attribute is under test) will the reward and information

feedback aspects of the reinforcement be equivalent.

The fact that resampling does not take place on every error is

central to our analysis of the role of reinforcement in this situation. It

is relatively easy to demonstrate that this cannot occur as frequently as

do e:7rors. If resampling is postulated to take place after every error,
the rate of learning for problems based on a particular attribute is in-
dependent of the value of r and can be represented by the probability that

no more errors follow a given error, that is, by the probability that the

correct attribute is both selected for rehearsal and is used as the basis

for response generation. This solution probability can be estimated

from the number of errors required to solve the problem. If m
1

is the
th.mean number of errors to solve problems based on the 3. attribute, then

the solution probability for that attribute, c. can be estimated as followsl'
(Rest le, 1962):

A 1
c. -

1 rn. +1
1

sThec.1 ' should form a probability distribution over the set of attributes.

Using data from repeated problems for a typical subject, Wickens (1969)

144



was able to determine c. for all 12 attributes in the stimulus. These
1

estimates summed to 1.8, which was significantly larger than the maxi-

mum value of 1.0 that would be permitted for a true probability distribu-

tion. The conclusion must be that the subject was learning more rapidly

than could be accounted for by a process that depended only on whether

the response was correct or not. Subjects must have used rehearsal

buffers with sizes that were greater than one and must have depended on

outcome information to adjust the contents of STS.

In his treatment of the data from this experiment Wickens used a

somewhat simplified version of the LTS postulate put forward in the pre-

ceding paragraphs; indeed, he did not separate his analysis into short-

and long-term components as we have done. He assumed that all items

contained in a particular sample were unavailable to the next SZ, samples,

where Z = 0, 1, 2, ..., and that this value of 2, was constant for all

attributes.11 Using these assumptions, he was able to derive the distribu-

tion of the trial of last error and of the total number of errors, parame-
trized by combinations of r and 2., Figure 11 presents predictions for

Insert Figure 11 about here

the mean trial of last error and compares them with the observed mean

trial of last error for each of the 45 subjects who served in the experi-

ment. The observed means are plotted as a histogram at the bottom of

the figure, while the predictions are plotted along four short axes; a sep-

arate axis for r = 1, 2, 3, or 4. Points along these axes indicate values

of 2, For example, there were three subjects whose mean trial of last

error over all problems fell between 9.5 P.nd 10.0. Mean trials of last

error in this range are predicted by strategies in which r = 4 and Z 0,
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in which r = 3 and 2 = 1, or, to reasonable accuracy, in which r = 2

and 2 = 4. None of the strategies with r = 1 would be satisfactory for

these subjects since, even with perfect long-term retention ( k = 11),

a mean trial of to st error smaller than about 12 would be extremely un-

likely. It is apparent from Figure 11 that there is a very large spread

in the observed data and that no single set of parameters can adequately

account for all of the subjects. It is clear, however, that subjects with

low values for the mean trial of last error were using strategies which

required an r of at least 3 or 4 and which made significant use of LTS.

The presence of these subjects who used rehearsal buffers of larger than

a single attribute is again evidence for our contention that it is the con-

firmation of predictions about the attributes rather than the reward of a

response that dictates the course of learning.

Magnitude of Reward

The amount of reward associated with a correct response or the

punishment associated with an error are variables that have not received

a great deal of systematic consideration in human learning. In general,

the studies that have examined amount of reinforcement have varied the

degree of information feedback made available to the subject after his

response (e. g., Keller, Cole, Burke, & Estes, 1965) or the amount of

time that he is given to study the item (e.g., Keller, Thomson, Tweedy,

&'Atkinson, 1967). When reward magnitude has been considered, how-

ever, the extent of its effects seem to depend upon whether reward con-

ditions have been ccmpared between or within subjects. Several experi-

ments by Harley (1965a, b) illustrate this clearly. He ran subjects in a

paired-associate experiment using an anticipation procedure to learn

CVC pairs. Incentive was provided for some pairs by telling the subject

that he would receive 25 for each one that he correctly anticipated on a
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later trial, In one experiment (1965b), Harley tested for the effects of

this reward in an absolute manner by comparing two groups of subjects:

One group received 25 for every correct anticipation, whereas the other

group received no rewards at all. The rate of learning for these two

groups was virtually identical (see Figure 12). When both reward values

Insert Figure 12 about here

were used simultaneously with the same subject, half of the pairs receiv-

ing a reward and half not, the rewarded items were correct significantly

more often (Harley, 1965a). As Figure 12 indicates, this effect appears

to take the form of an improvement in performance on the rewarded items

and a decrement in performance on the unrewarded items when compared

to either of the absolute groups. This interpretation is placed in some

doubt by a later experiment (Harley, 1968) which suggests that the reward

effect should be attributed primarily to poorer performance on the low

incentive items rather than to an improvement on the high incentive items.

In any case, these experiments indicate that the relative reward was the

important variable, not the absolute magnitude of the reward.

In the system of reinforcement considered here, the reward as-

sociated with an item can influence performance only by altering the way

in which information about the item is processed in STS. With this view,

it is relatively easy to see why absolute rewards may not be important.

The subject in a typical verbal-learning experiment is usually motivated

to perform well, even in the absence of monetary incentive. The way in

which information is processed in STS will be determined primarily by

the nature of the test material and by the structure of the experiment. A

difference in the absolute reward level will not make very much change

in this scheme. When items with different reward values are presented,
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however, they may receive different treatments within the same general

scheme. In particular, for tasks in which a rehearsal buffer is set up,

the effects of differential rewards will be reflected in the relative prob-

abilities of entering an item into the buffer or of deleting it once entered.

Thus, high reward items would be more likely to receive study tha.n low

reward items, and so would be learned better. When only a single level

of reinforcement is present, however, all items are equally likely to

receive study, regardless of the level of reinforcement. The overall

rate of learning in either case will be determined by the nature of the

material to be learned and will not depend on the reward.

We have said that the effects of reward are determined by differ-

ences in the processing of high and low value items in STS. If this is

the case, the nature of the reward effect should be influenced by the

presence or absence of a rehearsal. buffer. When a buffer is used, dif-

ferential processing of high and low value items can occur easily, since

high point items may be entered into the buffer with a higher probability

than low point items, while low point items (if recalled as such) may be

more likely to be deleted from the buffer. On the other hand, if a cod-

ing strategy (similar to the one induced in the delay of reinforcement

study) is used, each item will be studied as it is presented and there will

be relatively little opportunity for an effect of reward magnitude to appear.

Fortunately, it is possible to predispose the subject to use either a re-

hearsal or a coding strategy by a fairly simple experimental manipula-

tion. This effect has been demonstrated clearly in an experiment by

Atkinson, Breisford, and Shiffrin (1967) using two groups of subjects in

a continuous paired-associate task in which number-letter pairs were

given single reinforcements. In one group a fixed set of stimuli was used,

pairing new responses with each stimulus throughout the course of a ses-

sion. In the se'ond group each stimulus was used only for a single pair,
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then retired (these two presentation procedures will be discussed more

fully in the next: paragraph). For the first group, clearly separate lag

curves were obtained by varying the number of pairs that the subject

was required to keep track of at any point in time; for the second group

there was no effect of this manipulation on the lag curves. This differ-

ence is readily explained by assuming that subjects in the first group set

up a rehearsal buffer, while subjects in the second group attempted to

code each item during the interval before the presentation of the next

pair. 12

An experiment which looks at reward effects while manipulating

the stimuli in this way has been conducted by Kirk Gibson at Stank rr',

University. The paradigm of this experiment was, in general, similar

to those that we have already analyzed. Subjects were seated at tele-

types and were presented with a series of pairs to be learned. The stim-

uli were CVC trigrams and the responses were the letters of the alphabet.

Each pair received only a single study and a single test. Two groups of

subjects were run: In the fixed-stimulus condition a set of nine stimuli

were selected at random at the start of each session and were used

throughout that session. After each test in this condition, the same
stimulus was presented for study paired with a new response., The sec-

ond group of subjects was run in a variable-stimulus condition. In this

condition, the item just tested was permanently discarded and a new stim-

ulus-response pair was presented during the study phase of the trial, As

in the fixed group, however, the subject was trying to keep track of only

nine stimulus-response pairs at any given point in time. The same ran-

dom presentation schedule employed in most of the other experiments

was used, so that the test lags were distributed geometrically beginning

with lag zero.
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The second aspect of the ellperiment concerned the reward

values assigned to the pairs. As each new item was presented for
study, a value of either 11, 22, or 99 points was randomly assigned
to it (1. e., each of these three values was equally likely to appear).
The values were assigned independently for each item; in particular,
a stimulus in the fixed group could receive different reward values
when paired with different responses. The subject was told that if he
correctly recalled an item, its points would be credited to his score
for the session. At the time of test, the subject was not shown the
point value associated with the item. Indeed, subjects were given no

immediate feedback on their accumulation of points, although at the

start of each session they were informed what percentage of the total

possible points had been obtained during the previous session. The sub-

jects were paid for participation in the experiment in proportion to this
percentage.

We. .0 ON& ......
Insert Figur es 13 and 14 about here

The results of this experiment are shown in the form of lag curves
in Figures 13 and 14. For the fixed- stimulus group (Figure 13) there was

a marked difference between performance on the 99 point items and on the

other two types of items, although there was not a statistically significant
difference between the 22 and the 11 point items. In contrast to these re-
sults there were no differences among the payoff conditions for the vari-

able-stimulus procedure (Figure 14). Apparently, varying the stimuli
was sufficient to eliminate the basis for any reward effect,

The results of this experiment are in accord with our view of learn-

ing and reward. As indicated by subject reports at the conclusion of the
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experiment, the variable-stimulus pairs (a unique stimulus trigram

and response letter) were fairly easy to code on an item-by-item basis.

For ',his material, however, the subject experienced difficulty if he

tried to maintain several items c_ 4mnitanPnil sly in STS via rehearsal.

Since it was much easier for the subject to code the items than to main-

tain a rehearsal buffer, he tended to study each item when it was pre-

sented and then turn his attention 'o the next item. Using this strategy,

every item will be studied and the point values will not play an impor-

tant role in the amount of information transferred to LTSO Consequently,

little or no effect of reward value should be observed, as indeed was the

case for the variable-stimulus procedure.

On the other hand, for the fixed-stimulus procedure, the set of

stimuli quickly became very familiar, and subjects reported that it was

easy to set up a rehearsal buffer of three to five items, Coding, how-

ever, was much more difficult for this procedure, since it is almost im-

possible to generate non-competing codes for the same trigra.m paired

with many different letters during the course of a session, For this

group, then, several items win be maintained in STS at any given time,

and it will be easy to give preferential study to an item in the buffer by

ignoring another item just presented, Similarly, a high point item will

almost always be entered into the buffer at the expense of some item

that is already there. Thus the reward values will determine which

items are studied and for how long they are maintained. Accordingly,

a reward effect is predicted for the fixedstimulus procedure, as was

observed.

We do not want to argue from these results that a reinforcement

effect cannot be obtained using the variable-stimulus procedure. If suf-

ficiently large rewards are offered for correct responses to certain

items, then there is no doubt that they will receive additional study,
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probably both by rehearsal and by coding. The point that we feel is

important here is that with the particular payoff levels used in the

study, a marked difference in reinforcing effects appeared between

the fixed- and variable-stimulus procedures, two procedures which

in a logical sense place identical demands on a subject. Although both

procedures require the subject to keep track of the same number of

stimulus -response pairs at any given point in time, the particular nature

of the stimulus material caused different methods of study to be used,

and in turn made reinforcement effects evident in one case and not in

the other. This is another example where a given reinforcing opera-

tion can lead to markedly different effects depending on the particular

information-processing requirements of the learning task.

One interesting feature of the experiment is the high accuracy

of recall obtained for the variable - stimulus condition. Although there

was no effect of the reward, the overall proportion of correct responses

is approximately at the same level as the 99 point items for the fixed-

stimulus group. This presumably reflects the fact that stimulus-response

pairs in the variable-stimulus condition are less subject to interference

from other pairs than in the fixed-stimulus condition. Further studies

are currently in progress to investigate the exact form of the STS struc-

ture that is set up for the two conditions.

It is not possible to make a direct comparison of rewarded and

unrewarded performance within this study. Some sort of comparison

can be /i:ade, however, between another of Gibson's groups and a group

from the experiment by Loftus reported in the first part of this paper.

The group in question used a fixed-stimulus procedure, but with the

digits 1 ,eg,h 9 as stimuli, instead of trigrams. This procedure is

exactly the same as the recall-alone condition of the Loftus study, ex-

cept for the presence of rewards. If these rewards are neglected,

performance in the two experiments is almost exactly the same; if the
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three reward values are combined, the mean lag curve is indistinguishable

from that observed by Loftus. The unrewarded responses of the recall-

alone condition fall roughly between the items which had been given high

and low incentives (see Figure 15). In this figure the 11 and the 22 point

items have been combined, hence each data point in this curve includes

Insert Figuie 15 about here

approximately twice the number of observations as the corresponding

point in the high reward curve (this means that the average of the two

curves does not lie midway between them; in fact it falls almost exactly

on the curve for the recall-alone group). While hardly conclusive, this

comparison again suggests that the 99 point items have been given addi-

tional study at the expense of the low-point items.

Effects of Reinforcement on Retrieval

Throughout this paper, a distinction has been made between

storage and retrieval processes in learning. As noted in the introduc-

tion, this distinction is also relevant to an analysis of reinforcement.
The applications considered so far have been primarily concerned with

how reinforcement influences the study of items, hence the storage of

information. The reason for not turning sooner to retrieval aspects of

reinforcement is that there are few experiments dealing specifically with

this topic (Wasserman, Weiner, and Houston, 1968; Weiner, 1966).

In an attempt to remedy this state of affairs, we have initiated

some experiments in which the reward associated with paired-associates

has been manipulated both at the time the item is first studied and later

at test. None of these experiments is yet complete, but we want to
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present some pilot data from an experiment by Geoffrey Loftus which

illustrate some effects of interest. This experiment employed a con-

tinuous memory task that was almost identical to the fixed-stimulus

procedure described in the section on reward magnitude. The stimuli

were the dig'ts from 1 to 9, and tne responses were letters of the alpha-

bet. Each new stimulus-response item was assigned a value of either

11, 22, or 99 points. When an item was presented for study, however,

its point value was not always displayed. For about half of the items,

no information about the reward was given at this time; the subject was

instructed that the items for which no point values appeared had, never-

theless, been assigned one of the three values at random by the computer

controlling the experiment and that these values would count in his total

score for the session. Similarly, when the items were tested, their re-

ward value might or might not be displayed. Again, the reward value

was presented on about half of the tests. The presentation of the reward

value at test was independent of whether the reward had been presented

during study; thus the subjects might receive information about the re-

wards assigned to a particular item at the time of study, at the time of

test, at both times, or at neither time. If a reward value was presented

at study and test, then the same value appeared both times.

Insert Figure 16 about here

Some preliminary results from this study are presented in Figure 16.

The graph gives the proportion of items correctly recalled, averaged over

all test lags, as a function of the presentation schedule and reward value.

The mean latencies of correct and error responses are also shown. As in

Gibson's experiment, there was very little difference between the 11 and

Z2 point items, so these have been grouped together as low-value items.
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The two points on the left of the g::a.ph are for the conditions in which

the subject was informed during study that he was being shown a high

(i. e. , 99) point item. One of the observations (HH) shows the results
when the reward information was also presented at tests the other (H-)

when it was not. Similarly, the three middle points (-H, --, -L) are
associated with conditions in which no reward was presented at the

time of study, while the two right-most points (L-, LL) give results
for items studied with a low point value (11 or 22). Although all test

lags have been combined in this figure, the general form of the results
appears to be the same at both short and long lags.

The major effects in Figure 16 are due to the reward values

displayed during study. Items that were assigned 99 points at study

had a higher probability of being recalled that items for which no re-
ward value was assigned. These items were, in turn, better remembered
than the low point items. The explanation that we offered for Gibson's

data in the previous sction is consistent with these findings if items
with an unspecified reward are assumed to receive a level of study in-

termediate between that given to high and low point items.

In the introduction, two ways were mentio.--,d by which reinforce-

ment could aid retrieval. The first of these suggested that the reward
value associated with an item might act as a cue to facilitate the retrieval
of information from LTS. These preliminary data provide little support
for this hypothesis, for there is no indication that items for which the

reward value was presented on both study and test are better recovered

than those that received reward only at the time of study. This result

indicates that in this experiment the reward had negligible cue value.

The second potential effect of reward on retrieval receives more support;
namely, that a subject would be milling to spend more time in attempting

to retrieve items that had been assigned a high value than items that had

155



been assigned low values. This effect is quite clearly shown in the

latency of incorrect responses, particularly for the conditions in which

the reward value had not been identified during study (i0 e., conditions

-H, --, and -L). The latency of errors shows the same effect for the

two conditions where point values were presented during study, although

not to as marked an extent. Curiously, this effect is totally lacking in

both the latency and probability of a correct response. These results

suggest that either the subject wa.:3 able to retrieve an item without

much difficulty (with a latency of about three seconds), or else no re-

covery was possible. When an item could not be recovered, the addi-

tional search time spent on items with large reward values was not of

much help. There was no limit on the time that was available to make

a response, so the failure to retrieve cannot be attributed to a premature

termination of the trial.

These results must be regarded with some caution. The amount

of data represented is not great, and it is likely that the specific charac-

teristics of the task are not optimum for demonstrating retrieval effects.

The fixed-number procedure that was used is one whicrk almost invariably

leads the subject to set up a rehearsal buffer. Indeed, several of the sub-

jects reported being able to successfully set up a nine-item buffer by visu-

alizing the responses arrayed in a 3 x 3 matrix! The process of retriev-

ing items from the buffer is a fairly simple one and invariably will lead

to a correct response. Items that arc recovered in this manner will not

contribute to any effects of reinforcement on the recovery of the item.

We would expect: that more substantial effects will be observed in a task

in which the subject is forced to put greater reliance on LTSO Neverthe-
less, an effect of reinforcement on retrieval time was clearly evident in

this study, showing, as expected, an incentive effect. This effect would

not be predicted from a theory that assigned to reinforcement only the
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role of strengthening connections; it is, however, consistent with the view

that reinforcement acts to direct attentiou and to control information flow.
13

C'Jticlusion

In this paper we have attempted to present a theoretical framework

within which to view the phenomena of reinforcement. Basically, the

framework involves an account of learning and attention in terms of the

storage of information in memory and its subsequent retrieval. Rein-

force7aent is the modulation of this information flow as it influences both

storage and retrieval -processes. It is our belief that a given reinforcing

operation can have many different and often seemingly contradictory ef-

fects dependLia on the particular study and test procedures that are used.

In order to illustrate some of these effects, the theory was applied to

results from several different experimental paradigms. These applica-

tions, we hope, have demonstrated the general principles by which the

transfer of information in memory is controlled and shaped by reinforce-

ment.

It is unfortunate that our discussion of reinforcement cannot be

summed up in the form of a set of simple statements. Statements of this

type, such as that of the law of effect, do not provide a consistent and

unambigtious explanation of the range of reinforcement phenomena that

have been observed. If the effects of reinforcement are analyzed in the

context of an information processing theory of the type outlined in this

paper, we believe that they will appear relatively orderly and consistent.

157



REFERENCES

Atkinson, R. C. Information delay in human learning. Journal of

Verbal Learning and Verbal Behavior, 1969, 8, 507-511.

Atkinson, R. C., Breisford, J. W., Jr. , & Shiffrin, R. M. Multi-

pr-cess models for memory with applications to a. continuous

presentation task. Journal of Mathematical Psychology, 1967, 4,

277-300,

Atkinson, R. C., & Shiffrin, R. M. Mathematical models for memory

and learning. Technical Report 79, Institute for Mathematical

Studies in the Social Sciences, Stanford University, Stanford,

California, 1965. (To be published in D. P. Kimble (Ed. ),

Proceedings ci the third conference on learning, remembering
and forgetting. New -York: New York Academy of Sciences. )

Atkinson, R. C., & Shiffrin, R. M. Human memory: A proposed system

and its control processes. In K. W. Spence and J. T. Spence

(Eds. ), The psychology of learning and motivation: Advances

in research and theorl, Vol. 2. New York: Academic Press,

1968. Pp. 89-1950 (a)

Atkinson, R. C., & Shiffrin, R. M. Some speculations on storage and

retrieval processes in long-term memory. Technical Report 127,

Institute for Mathematical Studies in the Social Sciences, Stanford

University, Stanford, California, 1968. (b)

Bilodeau, E. A. , & Ryan, F. J. A test for interaction of delay of knowl-

edge of results and two types of interpolated activity. Journal of

Experimental Psychology, 1960, 59, 414-419.

Bourne, L. E. Information feedback: Comments on Professor I. McD.

Bilodeau's paper. In E. A. Bilodeau (Ed. ), Acquisition of skill.

New York: Academic Press, 1966. Pp, 297-313.

158



Bower, 0. H. An association model for response and training variables

in paired-associate learning. Psychological Peview, 1962, 69,

34-53,

Bower, G. H. , & Tra-basso, T. R. Concept identification. In R. C.

Atkinson (Ed. ), Studies in mathematical psychology. Stanford:

The Stanford University Press, 1964. Pp. 32-94.

33relsford, J. W., Jr., & Atkinson, R. C. Short-term memory as a
function of rehearsal procedures. Journal of Verbal Learning
and Verbal Behavior, 1968, 7, 730-736.

Brelsford, J, W.; Jr. , Shiffrin, R, M. & Atkinson, R. C. Multiple

reinforcement effects in short-term memory. British Journal
of Mathematical and Statistical Psychology, 1968, 21, 1-190

Broadbent, D. E. Flow of information within the organism. Journal

of Verbal Learning and Verbal Behavior, 1963, 4, 34-390

Buchwald, A, M. Effects of immediate vs. delayed outcomes in. asso-

ciative learning. Journal of Verbal Learning and Verbal. Behav-

ior, 1967, 6, 317-320.
Buchwald, A. M. Effects of "right" and "wrong" on subsequent behavior:

A new interpretation. Psychological Review, 1969, 76, 132-143.

Crowder, R. G. , & Morton, J. Precategorical acoustic storage (PAS).

Perception apzLIdPstholp2/si.cs, 1969, 5, 365-373.

Elliot, P. B. Tables of d',. In Swets, J. A. (Ed. ), Signal detection and

recognition in human observers: Contemporary readings. New
York: John Wiley, 1964. Pp. 651-684.

Estes, W. K. Reinforcement in human learning. In J. Tapp (Ed. ),

Reinforcement and behavior. New York: Academic Press, 1969.

Feigenbaum, E. A. The simulation of verbal learning behavior. In E. A.

Feigenbaum and J. Feldman (L .s. ), Computers and thought. New

York: McGraw-Hill, 1963. Pp. 297-309.

159



Festinger, L. A theory of cognit:.ve dissonance. Evanston: Row

Peterson, 1957.
Freund, R. D., Loftus, G. R. , & Atkinson, R. C. Applications of

multiprncess models fnr memory to continuous recognition

tasks. Journal of Mathematical Psychology, 1969, 6, 576-594.

Greenspoon, J. , & Foreman, S. Effect of delay of knowledge of results

on learning a motor task. Journal of Experimental Psychology,
1956, 51, 226-228.

Gregg, L. W., & Simon, H. A. Process models and stochastic theories
simple concept formation. Journal of Mathematical Psychology,

1967, 4, 246-276.

Guthrie, E. R. Association of contiguity. In S. Koch (Ed. ), Psychology:

A study of a science. Vol. 2. New York: McGraw-Hill, 1959.

Pp. 158-195.

Harley, W. F., Jr. The effect of monetary incentive in paired-associate
learning using a differential method. Psychonomic Science, 1965,
2, 377-378. (a)

Harley, W. F., Jr. The effect of monetary incentive in paired-associate

learning using an absolute method. Psychonomic Science, 1965,
3, 141-142. (b)

Harley, W. F., Jr. Delay of incentive cues in paired-associate learn-
ing and its effect on organizing responses. Journal of Verbal

Learning and Verbal Behavior, 1968, 7, 924-929.

Hill, J, W., & Bliss, J. C. Modeling a tactile sensory register. Per-

S221.1212212ciPsi 1968, 4, 91-101.
Hintzman, D. L. Explorations with a discrimination net model for paired-

associ ate learning. _ournal of Mathematical Psychology, 1968, 5,
123-162.

160

VIP

v..

VI V



Hochman, C. H., & Lipsitt, L. P. Delay-of-reward gradients in discrim-

ination learning with children for two levels of difficulty. Journal

of Comparative and Physiological Psychology, 1961, 54, 24-27.

Kamin, L. J. Predictability, surprise, attention and conditioning.

In B. A. Campbell and R. M. Church (Eds. ), Punishment and

aversive behavior. New York: Appleton-Century-Crofts, 1969.

Pp. 279-296.
Keller, L. , Cole, M., Burke, C. J., & Estes, W. K. Reward and in-

formation values of trial outcomes in paired-associate learning.

Psychological Monographs, 1965, 79 (Whole N. 605).

Keller, L. , Thomson, W. J., Tweedy, J. R. , & Atkinson, R. C.

Effects of reinforcement intervals in paired-associate learning.

Journal of Experimental Psychology, 1967, 73, 268-277.

Kintsch, W., & McCoy, D. F. Delay of information feedback in paired-

associate learning. Journal of Experimental Psychology, 1964,

68, 372-375.

Lawrence, D. H. , & Fe stinger, L. Deterrents and reinforcement:

The psychology of insufficient reward. Stanford: The Stanford

University Press, 1962.
Loftus, G. R., & Wickens, T. D. The effect of incentive on storage

and retrieval processes. Journal of Experimental Psychology,

1969, in press.
Millward, R. B. An all-or-none model for noncorrection routines with

elimination of incorrect responses. Journal of Mathematical

Psychology, 1964, 1, 392-404.

Montague, W. E., Adams, J. A., & Kiess, H. 0. Forgetting and

natural language mediation. Journal of Experimental Psychology,

1966, 72, 829-833.

Murdock, B. B. , Jr. Recent developments in short-term memory.

British Journal of Psychology, 1967, 58, 421-433.

161



Norman, D. A. Toward a theory of memory and attention. Psychological

Review, 1968, 75, 522-536.

Peterson, L. R., & Peterson, M. J. Short-term retention of individual

verbal items. Journal of Experimental Psychology, 1959, 58,

193-198.

Phillips, J. L., Shiffrin, R. M. , & Atkinson, R. C. The effects of

list length on short-term memory. Journal of Verbal Learning

and Verbal Behavior, 19E7, 6, 303-311.

Postman, L. Rewards and punishments in human learning. In L. Postman

(Ed.), Psychology in the making. New York: Knopf, 1962.

Pp. 331-401.

Rescorla, R. A. Conditional inhibition of fear. In W. K. Honig and

N. J. Mackintosh (Eds. ), Fundamental issues in associative

learning. Halifax: The Dalhousie University Press, 1969, in press.

Restle, F. The selection of strategies in cue learning. Psychological

Review, 1962, 69, 329-343,

Rundus, D. Paired-associate recall following a distractor task: Initial

and second choice performance. Journal of Mathematical Psy-

chology, 1970, in press.

Rundus, D., & Atkinson, R. C. Rehearsal processes in free recall: A

procedure for direct observation. Journal of Verbal Learning and

Verbal Behavior, 1970, 9, 99-105.

Saltzman, I. 3. Delay of reward and human verbal learning. Journal

of Experimental Psychology, 1951, 41, 437-439.

Shiffrin, R. M. Search and retrieval processes in long-term memory.

Technical Report 137, Institute for Mathematical Studies in the

Social Sciences, Stanford University, Stanford, California, 1968.

Shiffrin, R. M., & Atkinson, R. C. Storage and retrieval processes in

long-term memory, Psychological Review, 1969, 76, 179-193,

Simon, H. A. , & Newell, A. Information processing in computer and

man. American Scientist, 1964, 52, 281-300.

162



Sperling, G. The information available in brief visual presentations.

Psychological Monographs, 1960, 74 (Whole No. 498),

Spring, C. Decay and interference theories of short-term forgetting
Psychonomic Science, 1968, 12, 373-374,

Sternberg, S. High-speed scanning in human memory. Science, 1966,

153, 652-654.

Thomson, W. J. Recall of paired-associate items as a function of

interpolated pairs of different types. Psychonomic Science,
1967, 9, 629-630.

Thorndike, E L. Human learnin . New York: Appleton-Century -

Crofts, 1931.

Tolman, E. C. Purposive behavior in animals and men. New York:
Appleton-Century-Crofts, 1932,

Tolman, E. C., & Branswik, E. The organism and the causal texture

of the environment:. Psychologicll Review, 1935, 42, 43-77.

Trabasso, T. R., & Bower, G. H. Presolution shifts in concept iden-

tification: A test of the sampling with replacement axiom in

all -or -none models. Journal of Mathematical Psychology, 1966,

3, 163-173,

Trabasso, T, R., & Bower, G. H. Attention in learning: Theory and

research. New York: John Wiley, 1968,
Wasserman, E. A., Weiner, B., & Houston, J. P. Another failure

for motivation to enhance trace retrieval, Psychological Reports,

1968, 22, 1007-1008,

Weiner, B. Motivation and memory. Psychological Monographs, 1966,

80 (Whole No. 626),

Wickens, T. D, Attribute elimination strategies for concept identifica-

tion with practiced subjects. Technical Report 3, Laboratory of
Human Learning, Brown University, Providence, R. I., 1969.

163



FOOTNOTES

1 Preparation of this paper was supported by the National

Aeronautics and Space Administration, Grant No. NGR-05-020-036,

and by a fellowship from the National Institutes of Health to the second

author. Ti-.e authors would like to thank several of their co-workers

who carried out experiments reported here; each will be acknowledged

at the appropriate point in the paper. Thanks are also due to William

Cook, Geoffrey Loftus, and John Schnorr for a. critical reading of an

earlier draft of this paper.

Now at the University ref California, Los Angeles.

3In this paper the term "information" is used to refer to codes,

mnen-i.)nics, images, or other material that the subject places in mem-

ory and that can help to generate a response; we will not use the

term in its formal information-theoretic sense.
4The properties of the SR are best known for visual input; for

some information on other modalities, however, see Crowder & Morton,

1969; Hill & Bliss, 1968.

5 The model that is represented by this assumption may be eon-

trasted with a "single pulse" model in which rehearsal in STS does not

induce additional information to be transferred to LTS, that is, in which

0 = 0 but 1 > 0 (Atkinson, Brelsford, & Shiffrin, 1967, Appendix).

Evidence for the continual transfer assumption that we have used is

provided by a free-recall experiment run by Dewey Rundus at Stanford

Unive.rsit7 (Rundus & Atkinson, 1969). In learning the list of items to

be recalled, subjects were instructed to rehearse out loud as the study

list was being presented by the experimenter. This rehearsal was

tape-recorded, and the set under rehearsal after the presentation of
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each new item could be precisely determined. Under these conditions

the probability of correctly recalling an item when tested was a sharply

increasing function of the number of times that it was in the rehearsal

buffer: Items that were in the buffer for a single time period were cor-

rectly recalled only 12 percent of the time, while items that were re-

hearsed for nine or more times were almost always given correctly.

6In a more precise model of memory the decay of information

in STS would be represen:ed by the same sort of exponential process

that we have used here to descr,be the deterioration of information in

LTS. This loss of information would be through actual decay, however,

rather than through problems of retrieval that have been postulated for

LTS. Formally, parameters 0 " and T " would be required, the first

representing the amount of information available in STS at the time

when an item is knocked out of the buffer, the second representing the

rate of decay of this information in STS. The amount of information

retrievable from both STS and LTS would, therefore, be ( OLE:10)Ti-j+

"Vi-j. The original amount of information in STS would be greater

than that in LTS (0" > 0 or 0'), but its rate of decay would be more

rapid > T ) so that the short-term contribution would become neg-

ligible while the contribution of LTS was still large. For the purposes

of the analysis at hand, however, we can assume that information in

LTS becomes unavailable so much more slowly than in STS, that the

short-term decay factors may be ignored without changing the quality

of the predictions.

7 The interpretation given to the above experiment is based in

part on the parameter estimates presented in Table 1. It should be

noted that the interpretation also depends on a detailed analysis of the

sequen.'-'al properties of the data that have not been described here.
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The reason is that such analyses are complex and require a lengthy

description; further, analyses of this sort will be considered later

in treating a similar experiment (p. 126-135).

8See Guthrie (1959) for an interesting discussion of this point.

9The above hypothesis is similar to several other theories that

have been proposed. The notion that the condition under which learn-

ing takes place involves a discrepancy between a prediction and an out-

come is quite close to the expectancy hypothesis developed by Kamin

(1969) and by Rescorla (1969). In the restriction of the stored informa-

tion to that necessary to eliminate an observed discrepancy, our theory

is similar to the discrimination net models of Feigenbaum and Simon

(Feigenbaum, 1963) and Hintzman (1968). In this respect it. also bears

a resemblance to dissonance theory (Festinger, 1957; Lawrence &

Festinger, 1962).

10,ine analysis used here is not quite identical to that used by

Brelsford, et al. (1968, po 6), the principal change being in the math-

ematical form of the response generation postulate. The quantitative

predictions of the two formulations are virtually identical; the one

that is presented here is more in line with our current thinking re-

grading reinforcement. In the version of the theory used by Brelsford,

et aL , the parameters have slightly different meanings, and hence

their values cannot be directly compared with those estimated for the

Loftus experiment.

11,fhe model that we have proposed above would predict that items

from the same sample could remain unavailable for difference lengths

of time, and that these periods should depend upon the number of trials

that the attributes resided in the rehearsal buffer.
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121n their original paper Atkinson, et al. (1967, p. 295)
interpreted the difference in the two conditions by assuming that for

the second group items were maintained in the buffer even after they

had been tested. Iii light of later evidences it now appears that this

explanation is unrealistic and that the results may be rriore reason-
ably explained, as we have done, by the failure to form a buffer.

13A replication of this experiment (Loftus & Wickens, 1970),

using a slightly modified procedure, dr:monstrated effects of study

and test cueing of incentive on both the probability of a correct response

and on response latency. These results are in complete agreement

with the analysis presented here.
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Table 1

Estimates of model parameters for paired-associate items
tested by a recognition, a recall, or a mixed procedure

Experimental Condition

Recognition Mixed Recall

r 1 2 3

0.79 0.73 0.53

0 0.79 0.52 0.30

-r 0.95 0.97 0.99

c 0.71 0.62

x2 22.3 29.3 11.3

df 23 37 10

*The parameter c was not required for this group.
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FIGURE` CAPTIONS

Figure 1. Structure of the memory system.
Figure 2. Probability of a correct response as a function of the lag

between study and test for different retention-test conditions.
Figure 3. Probability of a hit atd false alarm as a function of the lag

between study and test.

Figure 4. Observed and predicted probabilities of a correct response
as a function of lag for items tested following their first, second,
or third reinforcement.

Figure 5. Observed and predicted probabilities of a correct response
as a function of the spacing between the first and second rein-
forcement (lag a) and the lag between the second reinforcement

and the final test (lag b).
Figure 6. Observed and predicted probabilities of a correct response

on the first test of an item as a function of the lag for the last
item using that stimulus (lag a).

Figure 7. Observed and predicted probabilities of a correct response

as a function of the number of consecutive preceding items using

thf-: same stimulus.

Figure 8 Probability that the correct response for the preceding item
using a given stimulus will be made as an intrusion error to the
present item.

-.2igurr.,. 9. Observed and predicted probabilities of a correct response
as a function of lag for the cases where the intervening stimuli

are all identical or are all different.
Figure 10. Observed and predicted probabilities of correct responses

as a function of delay for two types of feedback and two types of

delay activity,
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Figure 11. Frequency distribution of the mean trial of last error for
individual subjects on a simple 12 dimensional concept-identifi-

cation problem. Upper axes show theoretical predictions for
four buffer sizes (r = 1, 2., 3, 4) and an appropriate range ni
delays in sampling replacement.

Figure 12. Learning curves for high and low rewarded paired-associate
items tested with both reward values present at the same time

(differential procedure) or with values presented alone (absolute
procedure) Data is replotted from 4-second groups in Harley
(1965a, b).

Figure 13. Probability of a correct response as a function of lag for

items receiving different amounts of reward. The stimuli were
a fixed set of trigrams.

Figure 14. Probability of a correct response as a function of lag for
items receiving different amounts of reward. A unique stimulus
trigraxn was ilsed for each. item.

Figure 15. Probability of a correct response as a function of lag for

items receiving different amounts of reward. The stimuli were
a fixed set of _numbers. The recall-alone condition, which re-
ceived no reward, has .:een replotted from Figure 2.

Figure 16. Probability of a correct response and latency of correct
and error responses as a function of reward information given
at study and test. The first letter in the condition label desig-
nates reward at study, the second designates reward at test;
H indicates 99 point reward, L indicates 11 or 22 point reward,
indicates that no reward information was given.
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error responses as a function of reward information given at study and
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was given.

186




