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Abstract 
The accurate characterization of seasonal and inter-annual site-level wind energy variability is 
essential during wind project development. Understanding the features and probability of low-
wind years is of particular interest to developers and financers. However, a dearth of long-term, 
hub-height wind observations makes these characterizations challenging, and thus techniques 
to improve these characterizations are of great value. To improve resource characterization, we 
explicitly link wind resource variability (at hub-height, and at specific sites) to regional and 
synoptic scale wind regimes. Our approach involves statistical clustering of high-resolution 
modeled wind data, and is applied to California for a period covering 1980 – 2015. With this 
approach, we investigate the unique meteorological patterns driving low and high wind years at 
five separate wind project sites. We also find wind regime changes over the 36-year period 
consistent with global warming: wind regimes associated with anomalously hot summer days 
increased at half a day per year and stagnant conditions increased at one third days per year. 
Despite these changes, the average annual resource potential remained constant at all project 
sites. Additionally, we identify correlations between climate modes and wind regime frequency, 
a linkage valuable for resource characterization and forecasting. Our general approach can be 
applied in any location and may benefit many aspects of wind energy resource evaluation and 
forecasting.  
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1 Introduction  
 
Technology improvements and cost reductions have helped reduce wind energy prices to 
record lows and are the primary drivers of the expansion of wind energy deployment globally 
(GWEC 2017). Through this expansion, wind energy has begun to provide air quality, public 
health, and greenhouse gas emission benefits by substituting for the use of fossil fuels in the 
electric sector (Cullen 2013; Kaffine et al. 2013; Millstein et al. 2017; Siler-Evans et al. 2013). 
Looking forward, wind energy growth may be further encouraged as wind energy can feasibly 
play an important role in long term global efforts to reduce electric sector greenhouse gas 
emissions (Barthelmie and Pryor 2014; Cochran et al. 2014; GWEC 2017; Luderer et al. 2014). 
With this expansion in wind energy, the assessment of wind resource variability may become 
more critical for three reasons. One, long term planners will have greater need to understand 
the variability of wind resources expected to come online. Two, the development of many new 
project sites combined with the potential use of higher towers could lead to project-level 
resource variability that has different characteristics than expected based on previous 
experience. Three, understanding and forecasting short-term variability at the project level can 
help reduce challenges that arise with high levels of wind penetration, such as the need for 
increased reserve margins and inefficient operation of non-wind generators (Albadi and El-
Saadany 2010; Archer et al. 2017; Xie et al. 2011). 
 
The assessment of wind energy resources crosses multiple time and geographic scales. At the 
broadest scope, variability of wind resources is tracked across countries and continents 
informing project developers and the broader energy community about the performance of 
wind farms and the availability of wind power. For example, Archer and Jacobson (2013) 
characterize global wind energy resources showing these resources are sufficient to meet 
energy demands in most regions at annual scales. Many studies have characterized wind 
resources, and trends in wind resources, at a regional level, e.g., Pryor et al. (2006) for Europe, 
Pryor et al. (2009) and Yu et al. (2015) for the U.S., Yu et al. (2016) for China, and McVicar et al. 
(2008) for Australia. At mid-latitudes, Pryor et al. (2009)  and McVicar et al. (2008) compared 
long term historical trends in wind speeds between reanalysis data and surface observations, 
both finding that negative trends over the past few decades in surface wind speed observations 
were not replicated in reanalysis data. Vautard et al. (2010) showed changes to surface 
roughness is possible explanation for the trends in observed surface wind speeds. Pryor et al. 
(2006) found a mixed result for historical trends in California wind speeds with some locations 
showing decreasing wind speeds and others showing increasing wind speeds. 
 
Many analyses have sought to link wind resource variation with climate change. Wind resource 
variability has also been linked to climate modes (Berg et al. 2013; Clifton and Lundquist 2012; 
Li et al. 2010; Yu et al. 2016). Globally, Karnauskas et al. (2017) analyze simulated changes to 
wind resources across ten climate models, finding robust reductions to wind power in northern 
mid-latitudes. Regional studies show a variety of results. Sherman et al. (2017) find that two key 
regions in China have already seen reductions of ~15% in wind resources over the past decades 
and that this reduction was associated with climate change but modulated by climate modes. 
Examining wind speeds climatology in the U.S. between 1979 and 2011, Yu et al. (2015) find 
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positive long term trends across much of the western half of the U.S., but negative trends in the 
east and in some parts of California. Yu et al. (2015) also find that climate modes influence 
seasonal wind speeds across the U.S. Looking forward, Pryor and Barthelmie (2011) find that, in 
the U.S., simulated future wind resources remain similar to the present day, however, Haupt et 
al. (2016) find that future wind speeds vary by up to 10% depending on the season and U.S. 
region. Climate change may impact other aspects of wind energy generation, such as changes 
to icing frequency and extreme events (Pryor and Barthelmie 2013) or changes to diurnal or 
seasonal cycles of wind resources (Goddard et al. 2015). In California, Duffy et al. (2014) and 
Wang et al. (2018) ran independent, high resolution simulations and found that future wind 
resources are diminished during the fall and winter. Wang et al. (2018) found that future 
Californian wind resources increase during the summer. Overall, assessing the likely impact of 
climate change on wind energy is an active area of study. 
 
At the site level, resource assessment is necessary during early project development, and is 
commonly performed using “measure-correlate-predict” methods, an approach used to 
overcome the dearth of local long-term hub-height wind measurements (Carta et al. 2013). 
Accurate, site-level, quantification of resource variability, especially characterization of low 
wind years, is essential information for project developers and financers (Bailey and Kunkel 
2015; Bolinger 2017; Tindal 2011). Once a project is in operation, measures of variability in 
wind energy resource are needed to determine its performance. Staffell and Green (2014) and 
Olauson et al. (2017), for example, used metrics of wind resource variability to determine how 
age impacts performance across fleets of wind turbines.  
 
As the above examples demonstrate, improving the understanding of wind resource variability 
can help support many aspects of wind power development and operations. In addition to the 
needed assessment of site-level variability, regional assessments of the links between wind 
resources and climate change and climate modes can help inform discussions related to wind 
energy policies and regional land-use decisions. 
 
One approach to analyzing variability in wind speed and direction is to use statistical clustering 
techniques to group together days or hours with similar meteorological properties. This 
approach can help link variation in wind seen at individual sites to meteorological patterns at 
larger geographic and multiple temporal scales, providing insight into the mechanisms for, and 
potentially predictability of, such variation. For example, Berg et al. (2013) find a shift in 
southern California winter surface wind regimes during El Niño, and other works have aimed to 
improve regional descriptions of surface wind climatology (Chadee and Clarke 2015; Conil and 
Hall 2006; Jiménez et al. 2009; Ludwig et al. 2004; Seefeldt et al. 2007; Zaremba and Carroll 
1999). Clustering techniques are used to identify wind patterns associated with certain air 
pollution profiles (Beaver and Palazoglu 2009; Darby 2005; Jin et al. 2011). Although to date, 
clustering approaches have mainly been applied to surface level wind fields, Clifton and 
Lundquist (2012) cluster speed and direction measurements observed at a tall tower in 
Colorado, finding links in wind resource characteristics to El Niño, and suggest the clustering 
technique might aid in site-level wind resource estimation. Also, Gibson and Cullen (2015) link 
wind measurements at a tower in southern New Zealand to typical synoptic scale patterns. 



 4 

 
This study extends and adapts clustering techniques to the analysis of hub-height wind 
resources so as to (1) directly link site-level wind profiles to synoptic scale meteorological 
conditions, (2) illuminate the unique reasons for variation in annual generation potential at 
specific wind project sites, and (3) provide insight into the impacts of climate mode intensity 
and the impacts of climate change on wind resources. The study relies on 36 years, between 
1980 – 2015, of wind fields modeled 100 meters above ground level developed by DNV GL (a 
large energy consultancy) and optimized for wind energy analysis. The model is finely resolved 
(4 by 4 km), covers the full state of California, and was carefully validated with available 
observational data. Results focus on five of the largest wind farms in the state, and provide site-
level insight into wind resource variability. While this demonstration focuses on California, the 
generalized approach can be applied in any location, and shows potential to help improve wind 
resource assessment and provide benefit to wind energy operations and to other fields, such as 
atmospheric science and air quality engineering. 
 
2 Methodology 
 
2.1 Description of DNV GL virtual meteorology product 
 
DNV GL (Det Norske Veritas Germanischer Lloyd) is a large energy consultancy firm that 
supports wind power development efforts throughout the world. For the purpose of this 
research, DNV GL provided its Virtual Met product covering 1980 – 2015 and focused on 
California. The Virtual Met product is a dynamically-downscaled regional model product based 
on MERRA-2 input data and is designed specifically to provide wind farm developers with 
accurate characterizations of wind power resources at existing and prospective project sites. 
The downscaling is accomplished in two steps: First, the Weather Research and Forecasting 
(WRF) model is used to dynamically downscale MERRA2 to 20 km resolution across a domain 
covering California, and second, an analog-based ensemble downscaling method is used to 
refine the resolution to 4 km. The coarse 20 km WRF simulation was run for the full domain and 
time period, and this coarse simulation was then downscaled across all hours of the simulation. 
The downscaling is based on training data created from a single year’s WRF simulation at 4 km 
on a rotated grid to minimize offshore portions of the domain. DNV GL uses a proprietary 
combination of parameterizations of WRF for seeding its Analog Ensemble system. Times 
outside the training period are matched to a set of times within the training period by matching 
meteorological characteristics across the coarse data sets. These matching times are called 
‘analogs’ and the downscaled solution is based on a combination of the high-resolution data 
corresponding to the coarse analogs. This method is based on prior studies (Delle Monache et 
al. 2013; Delle Monache et al. 2011) and is described further in Wang et al. (2018). The 4-km 
resolution used here is sufficient for our purposes of linking site-level temporal resource 
variability to larger-scale meteorological processes, although higher resolution would be 
desired when developing operational resource assessments. The Virtual Met product provides 
wind speeds and directions at multiple heights above ground level, including 10 m and 100 m. 
We used 100 m height above ground to represent hub-height in this work and 10 m height to 
represent surface winds. The 100 m hub-height chosen is based on expectations that average 
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hub-height for onshore projects in the U.S. will increase over time, up from ~80 m in 2014 to 
~115 m in 2030 (Wiser et al. 2016). 
 
Wang et al. (2018) evaluate the Virtual Met product in comparison to surface wind speed 
observations as well as in comparison to reanalysis products MERRA2, CFSR, and NARR. This 
evaluation shows that the Virtual Met product has the lowest bias of any of the products tested 
during spring and summer (the period of high wind resources), and similar biases to the other 
products during fall and winter. Specifically, Wang et al. (2018) report biases for the Virtual Met 
product of 0.02 m s-1 for March through May, -0.03 m s-1 for June through August, 0.40 m s-1 for 
September through November, and 0.56 m s-1 for December through February. As mentioned in 
the introduction of the paper, there is a dearth of long term hub-height wind measurements 
available for comparison, and thus a detailed evaluation of the quality of the Virtual Met 
products hub-height wind speeds is not available. Wang et al. (2018) do present a detailed 
comparison of hub-height wind speeds between reanalysis products and the Virtual Met 
product. Compared to the other products, the Virtual Met product has a shift towards higher 
wind speeds at each of the five wind project sites highlighted. This increase in higher speed 
wind frequencies is likely due to the relatively fine resolution of the Virtual Met product and the 
fact that wind projects are generally sited at locations with local maximum wind speeds. 
 
2.2 Description of clustering approach 
 
We first split California into two separate domains, one centered on central California, including 
the Shiloh and Altamont Pass wind farms, and one centered on southern California, including 
the Alta, San Gorgonio, and Ocotillo wind farms (Fig. 1). We developed a separate, 
independent, set of clusters for each of the domains. Clusters developed in the central domain 
are labeled “C” followed by an identifying number 1 – 10. Clusters developed in the southern 
domain are labeled “S,” and also followed by an independent identifying number 1 – 10. The 
identifying numbers are not used in this work for anything other than identification and are 
effectively arbitrary in their order. We classified each 24-hour period (from January 1st, 1980 
through December 31st, 2015) as a cluster type. Thus, every day in the time period was 
classified as one of 10 clusters in the central California domain and one of 10 clusters in the 
southern California domain.  
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Fig. 1 The central and southern California domains and the location of five major wind development sites 

The clustering was accomplished through a two-step process (Fig. 2). First, we reduced the 
dimensionality of the problem using principal components analysis (PCA), and second, we 
applied an agglomerative clustering algorithm to the principal component multipliers (the 
“scores” or “weights” of the PCA process). The approach taken here broadly builds on and 
extends previous clustering efforts (Beaver and Palazoglu 2009; Berg et al. 2013; Conil and Hall 
2006; Darby 2005; Jin et al. 2011; Ludwig et al. 2004).  
 
PCA allows spatial data, at any particular time, to be represented by a mean spatial pattern plus 
the sum of a limited number of weighted principal spatial patterns. Ludwig et al. (2004) and Jin 
et al. (2011) provide useful explanations related to PCA’s application to wind fields. From the 
PCA, we kept the first 10 weights of the principal spatial patterns as these first 10 principal 
components accounted for greater than 80% of the total variance in wind profiles within each 
domain, and additional weights would have added less than 1% to the explanation of the 
variance. Thus, the dimensionality of each hour was reduced from 2-component (east-west 
vector u and north-south vector v) modeled wind outputs at hub height across all grid cells 
(~8500 in each domain) to 10 PCA weights. The PCA weights were then grouped together by 24-
hour periods to form the input for the agglomerative clustering process. Thus, each day, for 
each domain, is categorized as a particular cluster based on a set of (24 × 10) 240 PCA scores 
that describe the profile of wind speed and direction over the course of the day and across the 
domain.  
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Fig. 2 The PCA and Clustering process ingests wind speeds at each grid cell in the domain and classifies each day 
as one of ten types 

 
We performed the cluster analysis using a hierarchical clustering technique, specifically 
agglomerative clustering using Ward’s method (Ward Jr 1963). Agglomerative clustering begins 
with each ‘observation,’ in this case, each day, classified as its own cluster. Observations are 
then merged together into larger groups based on minimizing a criterion (Ward’s method 
minimizes the variance of the clusters being merged) until the predetermined number of total 
clusters is reached. The ‘right’ total number of clusters varies by application, and in this case, 
was determined by visually inspecting the regional wind profiles (similar to Fig. 3) after 
repeatedly running the clustering algorithm while varying the targeted number of clusters. We 
found, for example, that the use of 5 clusters did not portray the full range of patterns found 
with 10 clusters, and the set of 15 clusters contained clusters with similar wind profiles to each 
other. In other words, using 15 clusters identified differences between clusters that were 
subtler than needed for our application. While our approach was sufficient for our analysis, it 
may be desirable to iteratively optimize the number of total clusters for specific applications 
such as short-term forecasting.  
 
The PCA and cluster analyses required the use of specialized computing resources. The PCA 
included developing and processing an extremely large matrix including columns representing 
315,552 hours and rows representing ~8,500 grid cells (the total cells differed slightly between 
the central and southern domain). Therefore, we used the large memory nodes on the Haswell 
computer within the U.S. Department of Energy National Energy Research Scientific Computing 
Center (NERSC). The PCA and agglomerative clustering methods were implemented using the 
publically available Scikit-learn algorithms (Pedregosa et al. 2011).  
 
2.3 Description of synoptic scale analysis 
 
The synoptic-scale is defined as a horizontal scale on the order of 1000 km or more.  We 
analyzed the seasonal mean anomaly fields that are associated with a sample of clusters (as 
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shown at the end of section 3).  The analyzed fields include 700-hPa geopotential height, which 
is defined as the height of 700-hPa isobar surfaces above mean sea level, as well as the surface 
pressure, and 2-meter air temperature. The synoptic scale data is from the MERRA2 reanalysis 
product, (Gelaro et al. 2017; GES 2017). We chose to look at the 700-hPa geopotential height 
field since it is reflective of the general circulation pattern: wind flow at this pressure level is 
largely geostrophic and hence follows constant geopotential contours. The surface pressure 
field also impacts local wind speeds due to pressure gradient, which is closely associated with 
surface air temperature changes.  Three steps were used to find the seasonal anomaly for each 
cluster. First, the monthly mean geopotential height, surface pressure, and 2-meter air 
temperature were calculated across the full-time period. Second, the anomaly fields on days 
categorized as the particular cluster of interest were calculated by subtracting the long-term 
monthly mean fields from the daily mean values. Finally, the seasonal averaged anomaly fields 
were calculated across all the anomaly values within the cluster and season of interest and 
across the full-time period. 
 
2.4 Power curve and capacity factor 
 
To analyze wind energy generation potential at each site, wind speeds output from the Virtual 
Met product were converted to wind energy generation potential using idealized power curves. 
This generation potential represents a lossless potential, and does not account for wake or 
electrical loses. Wind speeds were transformed at each location and at each hour using the 
normalized power curves presented in the Wind Integration National Dataset (WIND) Toolkit 
(Draxl et al. 2015). Different power curves were applied at each site based on the classifications 
within the WIND Toolkit, specifically the International Electrotechnical Commission (IEC) class 3, 
2, 3, 2, and 1 turbine curves were applied to Shiloh, Altamont Pass, Alta, San Gorgonio, and 
Ocotillo, respectively. 
 
2.5 Long-term temporal trends in cluster frequency  
 
For each cluster a linear regression was developed with the independent variable being year 
and the dependent variable being annual occurrence of the cluster (section 6). The p-value for 
the slope determines whether the slope is significantly different from zero at the 95% 
confidence level. However, autocorrelation of the errors in an ordinary least squares estimation 
can lead to an underestimate of the standard errors. We examined the partial autocorrelation 
function (shown in Supplemental Fig. 3) for the clusters with significant trends over time (C7 
and C9) and found C7 exhibited significant auto-correlation at lag 1. To account for the 
autocorrelation we used the Cochrane-Orcutt procedure (Cochrane and Orcutt 1949) to 
calculate a new p-value for the slope of C7. The Cochrane-Orcutt procedure removes the 
influence of lag 1 correlation and produces correct standard errors. The original p-value of the 
C7 slope was 0.003 and the p-value for the slope after applying the Cochrane-Orcutt procedure 
was 0.012. Thus, after correcting for autocorrelation, the slope of C7 was still found to be 
significant. The slope of C9 was also found to be significant at the 95% confidence level, having 
a p-value of 0.039. Given that no lag was found to have significant autocorrelation for C9, the p-
value was not adjusted with the Cochrane-Orcutt procedure. 
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3 Characterization of daily wind regimes 
 
We split California into central and southern domains (Fig. 1) and identify 10 clusters for each 
domain. Each cluster describes a unique wind regime (a regional pattern of wind speeds and 
directions over the course of a day). Clusters are not linked between domains, e.g. C1 is not 
related to S1. The uniqueness of each cluster can be seen in the sample of four central 
California clusters shown in Fig. 3. One can see a striking difference, for example, in both the 
wind resources available and the general regional wind profile when comparing the two 
summer clusters (C1 and C7) showing typical marine air penetration (Wang and Ullrich 2018) 
conditions to the non-summer clusters showing flow from the north and east (C4) and showing 
typical conditions of a stagnant day (C9).  
 
Although the clusters were developed based only on hub-height wind speed and direction, 
additional meteorological properties emerge which further distinguish and characterize each 
cluster. In Fig. 3, for example, C1 and C7 represent different flow conditions typical during the 
summer but are differentiated by an air temperature anomaly, as C7 corresponds to days with 
relatively higher temperatures than C1. Across the central and southern California domains we 
find distinct clusters associated with rainy storms, with stagnant days, and with cool or warm 
dry days. Of particular interest in southern California we found two clusters (S5 and S6) showing 
the distinct offshore flow associated with Santa Ana conditions. The Venn diagrams in Fig. 4 
summarize these differences across the 10 clusters in each domain. Further details are provided 
in Supplemental Fig. 1 and 2 and Supplemental Tables 1 and 2. 
 
Each cluster is associated with distinct synoptic scale patterns in geopotential height, pressure, 
air temperature, and wind flow. For example, in Fig. 5, we can see the anomaly from each 
monthly mean field in geopotential height, surface pressure and surface air temperature for the 
same group of clusters shown in Fig. 3. The synoptic scale patterns represent the average 
anomaly across all days associated with each cluster and are calculated separately by season. 
Each of the four clusters in Fig. 5 shows quite distinct synoptic-scale patterns. We note that the 
two clusters most commonly seen during the summer, C1 and C7, have relatively similar 
regional wind profiles but show almost opposite synoptic trends: the anomalies of geopotential 
height, surface pressure, and surface air temperature show the same spatial distribution but 
with opposites signs. C1 is associated with a negative anomaly in geopotential height centered 
off the Oregon coast, which enhances the flow of marine air into central California, cooling 
inland air temperatures. By contrast, the positive geopotential height anomaly field in C7 
slightly suppresses on-shore flow condition, leading to an overall weaker marine air penetration 
as shown in Fig. 3. This example demonstrates how the clustering technique can illuminate 
meaningful differences between wind regimes even if those regimes share some similarities, 
such as the inflow patterns in C1 and C7.  
 
The synoptic scale anomalies shown in Fig. 5 also help explain the conditions seen in the other 
two clusters shown (C4 and C9). C4 is cool and dry, occurring three to five days a month during 
the fall, winter, and spring. In Fig. 3, one can see that C4 is not a marine air penetration day, as 
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winds flow primarily from the north. Over the Sierra Nevada Mountains, winds flow from the 
east. Although high winds are seen in multiple locations within C4, the Fig. 3 diurnal profile 
inlay shows that winds at Shiloh and Altamont are distinctly muted in comparison to C1 and C7, 
with a relatively flat diurnal cycle with speeds peaking at 8 m s-1. The synoptic scale anomalies 
driving these conditions (Fig. 5) show a high to low pressure gradient from north to south and a 
geopotential high in the north and low in the south. For C9, a low wind day across central 
California that occurs with a similar frequency and seasonal pattern to C4, the synoptic 
anomalies are equally distinct: Inland high pressure accompanied by a geopotential high 
centered slightly northeast of California.  
 
We have now demonstrated that we can link wind speed profiles at specific wind project 
locations (the diurnal profile inlays in Fig. 3), to regional wind patterns (Fig. 3), as well as to 
synoptic scale conditions (Fig. 5). This linkage provides a useful framework with which to 
investigate variability in wind power resource – the focus of the next sections.  
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a 

 

b 

 
c 

 

d 

 
Fig. 3 Average wind vectors for a sample of the central California clusters. The upper right corner inlay the average number of days per month the cluster is 
found. The lower left corner inlay shows the average diurnal pattern (in Pacific Standard Time) of wind speed (m s-1) at the grid cells centered on the Altamont 
Pass and Shiloh wind farms. The information across the top of each panel includes the cluster number, the percentage of the year each cluster is found, the 
average air temperature anomaly at the Altamont Pass and Shiloh wind farms (with the anomaly taken separately for each month and then averaged over the 
full-time span), and the average daily precipitation 

1 
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Fig. 4 Qualitative description of central (a) and southern (b) California wind regimes. Note that cluster numbers 
have no relationship between regions, e.g. C1 has no relationship to S1. The color of each box indicates relative 
energy potential of each regime based on the average energy potential of Shiloh and Altamont Pass for central 
California and Alta, San Gorgonio, and Ocotillo for southern California. Seasonal designations were chosen to 
indicate the time of year each cluster occurred most frequently, although most clusters were observed to occur 
(although less frequently) outside their designated seasons 

1 
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a 

 
b 

 
c 

 
d 

 
Fig. 5 Seasonal average synoptic-scale anomalies for 700-hPa geopotential height, surface pressure and 2-meter 
air temperature by cluster. (a), Cluster 1, averaged over June, July, and August. (b), Cluster 7 averaged over 
June, July, and August. (c), Cluster 4, averaged over September, October, and November. (d), Cluster 9, 
averaged over September, October, and November 

 1 
  2 
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4 Wind resource variability  1 
 2 
A key concept describing wind resources is capacity factor (hereafter, CF). For a particular time 3 
period, CF is the ratio (expressed here in percentage terms) of energy generated by a turbine to 4 
the energy that same turbine could have generated had it been running at its rated capacity 5 
continuously (i.e., the MWh generated given actual wind speeds divided by the MWh that could 6 
have been generated with a constant ideal wind speed). In this case, we calculate a lossless CF 7 
based on using a power curve to estimate hourly generation as a function of wind speed (Sect. 8 
2.4). We primarily compare capacity factors between time periods but within the same project 9 
(e.g., the average capacity factor of different cluster types or different years). Comparing 10 
within-project CF over an identical length of time is similar to comparing total energy yield. For 11 
example, if the capacity factor at Alta was 10% larger in one year compared to average, that 12 
would be equivalent to saying the energy yield at Alta was 10% larger in that year than average. 13 
Although comparing capacity factors across locations gives a rough guide to differences in 14 
potential energy yield, they are not equivalent because of differences in turbine and plant level 15 
characteristics. Wiser et al. (2017) contains a full discussion on how CF vary across plants and 16 
time in the U.S. A second metric, not to be confused with CF, but also in percentage terms, is 17 
the percent of total potential annual generation during a season or within a single cluster. We 18 
use this metric to compare the relative energy yield of one cluster to another, also within a 19 
single site, rather than between sites. 20 
 21 
Across the five focus sites we see large variation in resource potential. At each site, we also see 22 
important variation by year. Average CF range from 57% at Alta to 31% at San Gorgonio, with 23 
the other sites falling within that range. CF varied by season and were higher in summer overall. 24 
This seasonality gives rise to 33% to 37% of annual generation occurring during July – August, 25 
across all the sites. An exception is at Alta, where only 28% of the total annual generation 26 
occurred during summer. 27 
 28 
Variation in annual wind resource at each site is noteworthy. The ratio of the top year CF to the 29 
bottom year CF ranged from 1.19 at Alta to 1.47 at Ocotillo. Thus, in the most extreme case, the 30 
best year at Ocotillo would have produced almost 50% more energy than the worst year. More 31 
generally, the coefficient of variation was 3.9% at Shiloh, 4.9% at Altamont Pass, 4.2% at Alta, 32 
7.8% at San Gorgonio, and 7.4% at Ocotillo.  33 
 34 
Resources were correlated between sites. For example, the coefficient of determination 35 
comparing the annual CF of the three southern California sites ranged from 0.48 to 0.66. The 36 
central California sites, Shiloh and Altamont had lower correlation, with the corresponding 37 
coefficient of determination equaling 0.28. The southern sites showed little correlation with the 38 
central sites. Finally, we find no evidence of temporal trends in annual or seasonal CF at any of 39 
the sites from 1980 – 2015. Additional details related to site specific resource variability are 40 
included in Supplemental Tables 3 – 12. 41 
 42 
We investigate resource variability and the mechanisms driving such variability using the 43 
clustering framework. First, we find the average CF of each cluster, and calculate the percent of 44 
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total generation potential from each cluster (Fig. 6). Most noticeable, the central California sites 1 
(Shiloh and Altamont Pass) depend on only two clusters (C1 + C7, Fig. 3a and 3b) for about half 2 
of their potential energy resource. These clusters represent two typical types of summertime 3 
marine air penetration wind patterns. The rest of the energy potential at the central California 4 
is split between storms (C5 + C8), warm fall and spring days (C2), and dead days (C3 + C9), each 5 
accounting for ~10%, with cool and dry winter and spring like days (C4 + C6) accounting for 6 
~15%. We note that while generation potential at the two central California sites is similarly 7 
divided between the weather regimes, correlation between the annual CF at the sites is not 8 
particularly strong (r2 = 0.28), thus the factors that drive inter-annual variability differ across 9 
these sites. 10 
 11 
At the southern California sites, specifically San Gorgonio and Ocotillo, windy spring-like 12 
weather (S8 + S9) accounts for ~35% of total generation. Storms (S1 + S7), account for ~25% of 13 
total generation and typical summer-like weather (S3) accounts for ~20% of annual generation. 14 
Santa Ana type weather (S5 + S6) and dead days (S4) combined only account for ~10% of total 15 
generation, but 35% of total days.  At Alta, also in the southern California domain, the 16 
distribution of generation across the clusters is similar to San Gorgonio and Ocotillo, although 17 
one sees some differences for certain clusters (e.g., S2, S5, S8). 18 
 19 
Most of the clusters we found span more than a single season, and in southern and central 20 
California, each season was made up of multiple clusters. Thus, analyzing resource variability by 21 
cluster allows one to investigate changes to weather patterns that might be obscured when 22 
looking at resource variability on a seasonal basis.  23 
 24 
5 Top wind years vs. bottom wind years 25 
 26 
We compare cluster frequency and cluster CF found during the highest wind years to the lowest 27 
wind years. We do this at each site and compare the top five to the bottom five wind resource 28 
years. Through this comparison, we can identify the clusters that are most responsible for 29 
differences in wind resource, and we can isolate whether the differences are caused by changes 30 
to the frequency of the cluster or the within-cluster wind intensity (indicated by the cluster CF). 31 
The source of resource variability differs strongly at each site. 32 
 33 
At Altamont Pass, 38% more energy is produced on C1 days during top years versus bottom 34 
years. Some of this increased energy production during C1 was due to an increase to within-35 
cluster wind speeds (at Altamont Pass: CFC1-top/CFC1-bottom = 1.08) but also, there were 19 36 
additional C1 days, on average, per top-year. Correspondingly, there were 17 fewer C7-days per 37 
top year. This switch is notable as C1 and C7 represent typical summer conditions, but are 38 
associated with different regional and synoptic scale characteristics (Fig. 5). In particular, C7 39 
represents hotter conditions compared to the cooler C1. There are other differences as well – 40 
33% more energy was generated during stormy weather (C5 + C8) much of which is due to an 41 
additional 12 days of storms during top years. To a lesser degree other clusters changed in 42 
frequency as well (e.g., C9, ‘dead days’ occurred 6 fewer times during top years than bottom 43 
years, a 16% reduction in frequency). Additionally, the average wind intensity within 8 of the 10 44 
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clusters was stronger during top years. Differences between top and bottom years are 1 
summarized in Tables 1 and 2 with additional details provided in Supplemental Tables 3 – 12. 2 
 3 
We can isolate the impact of top-bottom variation in within-cluster wind intensity, or cluster 4 
frequency, by calculating hypothetical site-level annual capacity factors. The actual average top-5 
year CF (CF-top) is equal to the sum across clusters of CFi-top * AFi-top, where AF is the annual 6 
fraction, daysi/days-per-year, of each cluster, with the subscript i referring to cluster number. If 7 
instead we sum CFi-bottom * AFi-top we isolate the impact of changing within-cluster wind 8 
intensity (hereafter CF-wind). Likewise, summing CFi-top * AFi-bottom isolates the impact of 9 
changing cluster frequency (hereafter CF-freq). These calculations are simplistic as they ignore 10 
interaction between cluster frequency and CF change, but they do give a general idea of the 11 
relative importance of frequency versus intensity. At Altamont Pass we find that CF-wind and 12 
CF-freq fall roughly in the middle between CF-top and CF-bottom (Table 2), indicating that both 13 
frequency changes and within-cluster wind intensity changes play important roles in driving the 14 
difference between top and bottom years. To summarize, at Altamont Pass, the primary 15 
difference between top years and bottom years is an increased frequency of cooler typical 16 
summer conditions at the expense of hotter summer conditions, also, top years had a greater 17 
frequency of stormy days and a reduced frequency of dead days. Of roughly equal importance, 18 
there is an increase to within-cluster wind speed across most of the clusters. 19 
 20 
Shiloh, on the other hand, is almost entirely sensitive to changes to within-cluster wind speed: 21 
the CF-freq is only 1% smaller than CF-top, whereas CF-wind and CF-bottom are 10% and 11% 22 
smaller than CF-top, respectively (Table 2). The largest single factor in the difference between 23 
top and bottom wind years derives from an increase to wind speeds within C1 (CFC1-top/CFC1-24 
bottom = 1.23). Thus, the primary factor driving top years at Shiloh is the intensity of the typical 25 
summertime marine air penetration conditions (the regional and synoptic-scale structure that is 26 
represented by C1). Of secondary importance is an increase to wind speeds in C4, C6, and C10, 27 
clusters that represent typical springtime conditions, but not stormy conditions. Unlike 28 
Altamont Pass, at Shiloh the ratio of CF-top to CF-bottom is insensitive to the storms (C5 and 29 
C8) and to dead days (C3 and C9). 30 
 31 
We see distinct differences between top and bottom years at the other three sites as well, 32 
which, for the sake of brevity, we will describe more qualitatively. Alta is more sensitive to the 33 
frequency of clusters than the within-cluster wind speeds. Specifically, top years at Alta have 26 34 
more storm days (S1 and S7) and 10 additional hot windy spring days (S9). These come at the 35 
expense of dead days (S4) and Santa Ana wind days (S5 and S6) which combined account for 43 36 
fewer days on top years. The largest change to within cluster wind intensity is to storm cluster 37 
S1: CFS1-top/CFS1-bottom = 1.12. Unlike Altamont Pass and Shiloh, Alta sees little difference in 38 
either frequency or intensity of the typical summer conditions (S3) between top and bottom 39 
years. 40 
 41 
San Gorgonio and Ocotillo have similar differences between top and bottom years. They are 42 
roughly equally sensitive to cluster frequency and within-cluster wind intensity changes. During 43 
top years, San Gorgonio and Ocotillo each have ~20 additional storm (S1 and S7) and ~10 44 
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additional cold windy spring days (S8). These come at the expense of dead days (S4), Santa Ana 1 
days (S5 and S6) and hot windy spring days (S9). Additionally, the typical summer cluster (S3) is 2 
more frequent and has more intense wind speeds during top years at these sites.  3 
 4 
a

 

b 

 
c 

 

d 

 
Fig. 6 Average capacity factor and percentage of total wind resource potential. (a) and (c), 
capacity factor by cluster. (b) and (d), percentage of total generation potential by cluster. (a) 
and (b), central California sites. (c) and (d), southern California sites. Note: clusters are shown 
in descending order, left to right, of the frequency of their occurrence 

 5 



 18 

Table 1 Average differences, in total days and in capacity factor, between the top five and bottom five wind years at each site. Differences are taken as the 1 
average top year value minus corresponding bottom year value. The ‘% of top-years energy’ is provided for context and is not a differenced quantity but simply 2 
the average percentage of total annual potential generation at each site corresponding to each cluster 3 

 Central California  Southern California 
 Shiloh  Altamont Pass  Alta  San Gorgonio  Ocotillo 
 ∆ 

Days 
 

∆ 
CF 
(%) 

% of top-
years 

energy 

 ∆ 
Days 

∆ 
CF 
(%) 

% of top-
years 

energy 

 ∆ 
Days 

∆ 
CF 
(%) 

% of top-
years 

energy 

 ∆ 
Days 

∆ 
CF 
(%) 

% of top-
years 

energy 

 ∆ 
Days 

∆ 
CF 
(%) 

% of top-
years 

energy 
C1 or S1 11.0 3.7 30.0  19.2 5.0 37.9  15.0 11.7 13.1  13.2 13.3 15.3  9.4 13.5 12.5 
C2 or S2 -8.0 2.3 9.2  -11.4 6.0 9.0  8.4 -0.3 13.4  0.6 -0.6 5.2  -6.4 -2.3 5.6 
C3 or S3 -7.2 4.7 6.2  -0.4 0.1 5.9  -0.6 2.3 17.8  6.8 7.5 18.7  5.2 7.2 19.2 
C4 or S4 6.2 6.4 9.5  -8.8 3.3 4.1  -20.8 -0.6 7.6  -16.4 2.6 6.4  -13.6 3.0 7.9 
C5 or S5 -3.8 9.6 5.9  6.2 4.4 9.0  -10.8 -1.1 4.2  -6.2 -0.5 1.4  -8.8 -0.6 1.2 
C6 or S6 4.0 5.7 7.6  8.0 -2.1 7.2  -11.2 -2.8 1.4  -3.6 -0.3 0.2  0.8 -0.7 0.3 
C7 or S7 -4.0 3.9 18.5  -17.2 2.5 10.7  11.4 1.7 11.5  10.4 6.4 17.5  10.8 1.2 16.7 
C8 or S8 -2.4 5.8 4.1  6.2 3.7 6.8  4.0 1.4 11.2  7.8 2.6 17.3  10.2 3.7 17.5 
C9 or S9 2.8 1.3 4.1  -6.2 6.9 2.6  10.2 6.6 17.2  -9.8 9.9 15.3  -7.8 10.3 15.8 
C10 or S10 2.0 11.5 4.9  4.2 4.3 6.9  -5.4 2.8 2.5  -3.2 3.0 2.7  -0.4 5.8 3.4 

 4 
Table 2 Average annual capacity factors and the influence of changes to wind regime frequency and intensity on annual capacity factor during top five and 5 
bottom five wind years at each site 6 

 CF-top 
(%) 

CF-wind 
(%) 

CF-freq 
(%) 

CF-bottom 
(%) 

Shiloh 47.0 42.4 46.4 41.9 
Altamont Pass 43.2 39.6 40.4 36.7 
Alta 60.6 58.1 54.8 53.0 
San Gorgonio 36.0 31.0 32.2 27.7 
Ocotillo 39.3 34.7 35.1 30.9 

 7 
 8 
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6 Wind resource variability links to climate change 1 
 2 
While we found no evidence of temporal trends in energy resources at the seasonal or annual 3 
level, we do see evidence for trends in cluster frequency. Specifically, we found that the 4 
frequencies of C7, hot summer conditions, and C9, non-summer dead days, were increasing at a 5 
rate of roughly one half and one fourth day per year (Fig. 7), respectively. The trend for C7 and 6 
C9 was found to be significant at the 95% level (p-value of 0.012 and 0.039, respectively, see 7 
sect. 2.5). The increased frequency of C7 and C9 came at the expense of all other clusters, 8 
which were found to have a decline frequency over time, excepting C3, but these results were 9 
not statistically significant. Despite the result of statistical significance for C7 and C9, this time-10 
series analysis is based only on 36 data points (1 per year) and thus potentially influenced by 11 
decadal or multi-decadal climate modes, and so conclusions should be treated cautiously. 12 
Notably, we did not find strong evidence of temporal trends in cluster frequency in southern 13 
California.  14 
 15 

 16 
Fig. 7 C7 and C9 increase in frequency overtime. For each cluster, the dotted lines correspond 17 
to a simple linear regression of days per year with year 18 
 19 
The changes to C7 and C9 are generally consistent with a signal of global warming. Stagnant 20 
conditions (i.e. C9) are forecast to increase across the western U.S. throughout the 21st century 21 
(Horton et al. 2014; Jacob and Winner 2009). In central California, Wang et al. (2018) found that 22 
climate change may favor the synoptic scale patterns that create marine air penetration events 23 
(i.e. C7). One additional observation consistent with global warming: both C7 and C9 are 24 
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associated with warmer than average air temperatures having positive temperature anomalies 1 
of 0.79 °C and 0.58 °C, respectively, yet the similar clusters representing marine air penetration 2 
events (C1) and stagnation events (C3) during days with negative temperature anomalies show 3 
no evidence of increased frequency overtime.  4 
 5 
If this pattern is maintained into the future, it represents an important change to weather 6 
patterns in central California. Increasing at half a day per year, C7 occurs ~18 days more per 7 
year at the end of the period than the beginning, and this change is focused on a narrow 8 
portion of the year, as C7 occurs mostly during summer months. The ~9 day increase in C9 9 
during the time period is also important, and focused on non-summer months. In particular, the 10 
increase in C9 dead days may have important implications for air quality (Dawson et al. 2014; 11 
Leung and Gustafson 2005; Mickley et al. 2004; Sun et al. 2017). More generally, since the 12 
clusters did not ingest temperature, the change in cluster frequency is suggestive that shifts in 13 
wind patterns may be an additional impact due to climate change beyond temperature 14 
increases.  15 
 16 
What are the implications of these changes for wind energy? At Altamont Pass, we found that 17 
low wind years had an additional ~17 days of the C7 cluster. Thus, the increasing C7 frequency 18 
might imply that the frequency of low wind years also increased with time. However, low wind 19 
years saw increased C7 days explicitly at the expense of decreased C1 days while the long-term 20 
increase observed in C7 frequency came at the expense of all other clusters (as opposed to only 21 
C1). Because C7 is ranked 5 out of 10 for generation potential at Altamont Pass, the broad shift 22 
towards additional C7 had little impact on average annual wind resource potential.  23 
 24 
C7 has the highest wind generation potential of any cluster at Shiloh, thus, we might expect 25 
some positive change in resource potential at Shiloh. However, we do not see a significant 26 
signal in average summer CF at Shiloh. The lack of increase in summer time resource potential is 27 
consistent with the finding that differences between strong and weak years at Shiloh were most 28 
sensitive to within cluster intensity rather than cluster distribution. 29 
 30 
Finally, at both sites, we might expect the increase in C9 days to lead to a decreased non-31 
summer energy potential. However, we do not see a significant signal in the average non-32 
summer seasonal CF. As the additional C9 days are spread across three seasons, the change 33 
within a single season is small compared to each season’s variability.  34 
 35 
Of course, if these trends continue, a change to seasonal power generation may be seen in the 36 
future. Additional research will be needed to determine if the changes shown here are early 37 
indicators of the changes to wind energy resources in California forecasted by Duffy et al. 38 
(2014) and Wang et al. (2018). In particular, the results described above are not inconsistent 39 
with the findings by Wang et al. (2018) of increased future wind resources across the state 40 
during the summer (June through August) but decreased wind resources across the state in the 41 
fall and winter (September through February).  42 
 43 
 44 
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 1 
7 Wind resource variability links to climate mode 2 
 3 
Here, we look for links between wind energy resources and climate modes (climate modes are 4 
identifiable, large-scale climate patterns that impact regional weather). Similar to the previous 5 
section, we did not find evidence of correlation between seasonal average CF and climate 6 
modes, however we did find evidence that the frequency of a number of clusters in both 7 
central and southern California were linked to climate mode indices. The correlation is based on 8 
a simple, single variable, linear regression between season average cluster frequencies and 9 
seasonal average climate indices. Additional measures and techniques may bear insight into 10 
possible links between climate variability and wind resource variability.  For example, this study 11 
does not consider correlations on sub-seasonal timescales, the possibility of lagged responses, 12 
interactions between multiple climate modes and cluster frequency, nor the inter-correlation of 13 
climate modes themselves. However, the results presented here demonstrate at a high level 14 
the connections between cluster frequency and climate mode, while more complex analysis 15 
should be considered when developing explicit forecasting approaches. 16 
 17 
We report the percentage increase to seasonal frequency of clusters in response to a shift from 18 
-1.0 to +1.0 in the associated climate mode index. All values reported are statistically significant 19 
at the 95% level unless otherwise stated. For each season, we tested correlations between each 20 
cluster and the monthly indices of five climate modes, the El Niño Southern Oscillation (ENSO), 21 
the Pacific North American (PNA) pattern, the North Atlantic Oscillation (NAO), the Arctic 22 
Oscillation (AO), and the Pacific Decadal Oscillation (PDO), (NOAA 2017a; NOAA 2017b; NOAA 23 
2017c; NOAA 2017d; NOAA 2017e) .  24 
 25 
As expected, during winter, storm clusters C8 and S1 increased in frequency with ENSO, by 45% 26 
and 30%, respectively, however the S1 correlation was not statistically significant with a p-value 27 
of 0.052. C8 also increased by 74% during winter with PNA. Interestingly, storm clusters C5 and 28 
S7 were not correlated with ENSO, indicating that perhaps the clusters are picking out storms 29 
with different origins. The southern California storm cluster that was correlated with ENSO (S1) 30 
is more common than the southern California storm cluster not correlated with ENSO (S7). S7 is 31 
also distinctly colder than S1, having an air temperature anomaly of -3.5° versus 0.2 °C. The 32 
distinction between the central California storm clusters C5 and C8 is not immediately obvious.  33 
 34 
The impact on wind energy resources from the correlations between ENSO and PNA with storm 35 
clusters is muted in central California because wind resources at Altamont Pass and Shiloh are 36 
not particularly sensitive to the frequency of storm days. That is, Altamont Pass was most 37 
sensitive to the relative frequency of the two types of summer-like clusters C1 vs. C7 and Shiloh 38 
was most sensitive to the within-cluster wind intensity, rather than to a shift in the distribution 39 
of cluster types. Wind resources at the three sites in southern California are potentially 40 
sensitive to the connection between S1 frequency and El Niño, as S1 provides a significant 41 
portion of total energy resource at each site and occurs more frequently during strong wind 42 
years than weak wind years (e.g., 15 and 13 additional S1 days occur at Alta and San Gorgonio, 43 
respectively, during strong wind years over weak wind years). Despite this potential impact 44 
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from additional S1 days, there was no significant correlation found between ENSO and winter 1 
CF at any of the southern California sites. 2 
 3 
In addition to increased storms during winter, Berg et al. (2013) found that Santa Ana events 4 
decreased in frequency during El Niño winters. It is therefore interesting to note that while we 5 
did see nominally fewer Santa Ana events during El Niño winters compared with La Niña 6 
winters, 33 vs. 35, the result was not significant. However, the definition of Santa Ana events, 7 
here defined as cluster S5 and S6, was not exactly equivalent to the definition in Berg et al. 8 
(2013), in which Santa Ana winds were one of only three total cluster types. 9 
 10 
Additional teleconnections were found in both central and southern California domains, 11 
however, unlike the correlations between storms and ENSO and PNA, we have no a priori 12 
reasons to expect these additional teleconnections. Therefore, due to issues of multiplicity, we 13 
cannot assume these correlations are statistically significant despite individual test p-values 14 
below 0.05. Still, a brief description of some of the most prominent correlations may be useful 15 
as context for future research. 16 
 17 
In central California, additional teleconnections include dead days (C3 and C9) and hot summer 18 
days (C7). During the fall, C3 increased by 40% with PNA and C9 increased by 35% with NAO. 19 
Another correlation found was that C7 increased by ~70% with both AO and NAO during the 20 
Spring. The increase to C7 did not correspond to a decrease in a single other cluster, but instead 21 
C7 substituted for a number of different clusters (i.e., there were no clusters that showed a 22 
significant springtime decrease with either AO or NAO). In southern California, we found that 23 
typical warm summer days, S3, increased by 50% with ENSO during the spring. Additionally, S7 24 
correlated with NAO decreasing by 45% in the spring season. We found no evidence of 25 
teleconnections between climate modes and the central or southern California clusters during 26 
the summer season. 27 
 28 
8 Conclusions 29 
 30 
In this work, we demonstrate that analyzing wind resource variability with a clustering 31 
framework can (1) provide a direct, intuitive, link between local wind resources and regional 32 
and synoptic scale meteorological patterns, (2) provide insight in to the meteorological patterns 33 
driving the differences between weak and strong wind years, and (3) help elucidate the impacts 34 
of climate modes and climate change on local and regional wind resources. 35 
 36 
To demonstrate conclusion 1, we showed how each cluster was associated with unique 37 
synoptic scale conditions, and also with a particular local diurnal cycle of wind energy resource. 38 
While these clusters were devised purely on the regional and diurnal pattern of wind speeds, 39 
they were associated with distinct local meteorological patterns of air temperature and 40 
precipitation. One point of interest was that even the few clusters that shared broadly similar 41 
regional wind patterns and seasonality patterns had noticeably different average synoptic scale 42 
conditions. 43 
 44 
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Related to conclusion 2, we compared the distributions of clusters across strong and weak wind 1 
resource years. At Shiloh, we found that the distribution of cluster types changed little between 2 
strong and weak wind resource years, but that certain cluster types exhibited weaker winds 3 
during weak years. For example, at Shiloh, winds within the typical summertime cluster C1 4 
were 23% greater during strong years than weak years. At Altamont Pass we found that in 5 
comparison to weak years, strong years were marked by an increase in cooler typical summer 6 
days (C1) at the expense of hotter summer days (C7). At Alta, the difference between strong 7 
and week years was mostly dependent on the cluster distribution, for example, top years at 8 
Alta had 26 more storm type days, and many fewer Santa Ana wind days. The difference 9 
between strong years and weak years at Altamont Pass, San Gorgonio and Ocotillo, was due to 10 
a combination of weaker winds within certain cluster types and changes to the distribution of 11 
cluster type. For example, during strong years, San Gorgonio and Ocotillo had additional storm 12 
days and also more intense winds during typical summer days. Identifying the above drivers of 13 
low and top wind years is a unique aspect of this work, and provides a ready starting point for 14 
future efforts to investigate the causes of, and develop the ability to predict, such inter-annual 15 
variability. 16 
 17 
Related to conclusion 3, we found significant correlation between the frequency of particular 18 
cluster types and the intensity of certain climate modes. We also found a significant increase in 19 
the frequency of particular clusters over time. These trends existed in the cluster frequency 20 
distribution, but not in the total average wind resources, e.g., there was no temporal trend in 21 
total potential annual energy generation over time at any of the sites. Of particular note, we 22 
saw a long-term increase to low-wind ‘dead’ days and hot summer-type days in central 23 
California. It is possible the increase in those types of days is related to climate change, 24 
although further research would be necessary to confirm that assertion. Should those types of 25 
days continue to increase overtime it would have a number of impacts on wind energy 26 
resources. These potential impacts would likely vary by site and season. Finally, we found, as 27 
expected, that storm cluster frequency correlated with El Niño intensity during winter seasons. 28 
However, in each domain, only one of the multiple clusters associated with storms was found 29 
to increase with El Niño, pointing to possibility that the storm clusters were associated with 30 
storms from differing origins. A number of other, possibly significant, correlations between 31 
climate modes and cluster frequency were found during the fall and spring, for example, low 32 
wind ‘dead’ days increased with the Pacific North American pattern and the North Atlantic 33 
Oscillation in the fall in Central California. These types of teleconnections deserve additional 34 
study and may become a useful input for models attempting seasonal predictions of wind 35 
energy.  36 
 37 
It is a limitation of this research that the results are dependent on a single meteorological 38 
simulation. However, the Virtual Met product evaluation described in the Methods provides 39 
some confidence in our representation of the wind fields. Additionally, the unique synoptic 40 
conditions associated with each cluster type also provides evidence that the approach applied 41 
here provides useful classification of weather types that may be robust across approaches. 42 
Future research in this area may compare results across meteorological products, and also 43 
across clustering techniques to determine the robustness of these results.  44 
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We believe this clustering framework could be used in a number of applications within the wind 1 
industry, as well as more generally in the atmospheric science and air quality communities. 2 
Most immediately, the framework could be used to help explain the causes for particularly 3 
anomalous wind resource periods. Future research could determine if the clustering framework 4 
could be included in the early stages of site-level wind resource assessment, possibly as a 5 
refinement of the measure-correlate-predict process. Future research could also determine if 6 
the synoptic scale link to local wind resource patterns may be useful for short term, low 7 
computational cost, wind resource forecasting. Most generally, the framework allows for an 8 
accounting of wind resource variability that is not bound artificially to seasonal or monthly 9 
time-periods, directly links local wind patterns to regional and synoptic scale patterns, is 10 
intuitive and accessible, yet quantitative and repeatable in any location. 11 
 12 
  13 
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