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NaI revisited: theoretical investigation of predissociation via ultrafast XUV
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Avoided crossings can trigger abrupt changes of electronic character and redirect the outcomes of photochem-
ical reactions. Here, we report a theoretical investigation into core-level spectroscopic probing of predisso-
ciation dynamics of sodium iodide (NaI), a prototype system for studies of avoided-crossing dynamics. The
elegant femtochemistry work of Zewail and co-workers pioneered the real-time dynamics of NaI, detecting
the Na atoms bursting forth from the avoided crossing and the residual NaI molecules oscillating inside the
quasi-bound potential. The simulated results show that core-level spectroscopy not only observes these in-
tegrated outcomes, but also provides a direct measure of the abrupt switching of electronic character at the
avoided crossing. The valence and core-excited electronic structures of NaI are computed by spin-orbit general
multi-configurational quasi-degenerate perturbation theory, from which core-level absorption spectra of the
predissociation dynamics are constructed. The wave-packet motion on the covalent potential is continuously
mapped as shifts in the absorption energies, and the switching between the covalent and ionic character at
the avoided crossing is characterized as the sharp rise and fall of the Na+ signal. The Na+ signal is found to
be insensitive to the wave-packet motion in the asymptotic part of the ionic potential, which in turn enables
a direct measure of the nonadiabatic crossing probability excluding the effect of wave-packet broadening.

I. INTRODUCTION

The progress in ultrafast laser technology in the 1980s
led to the invention of femtosecond transient-state spec-
troscopy (FTS).1,2 The new spectroscopic method re-
alized the first time-resolved measurements of elemen-
tary chemical reactions that occur on femtosecond time
scales such as photodissociation3 and predissociation.4,5

Today, attosecond light sources in the extreme-ultraviolet
(XUV) to x-ray regimes produced through the process of
high-harmonic generation are available as a new tool for
ultrafast spectroscopy.6,7 Attosecond spectroscopy was
initiated in the field of atomic physics, and an increasing
number of applications are reported in the exploration
of chemical dynamics.8–12 With the unprecedented time
resolution and the unique accessibility to atom-specific
core orbitals, attosecond spectroscopy represents a pow-
erful new way to address molecular dynamics, revitaliz-
ing interest in revisiting classical problems of chemical
physics.13

Of particular importance is the ability to directly probe
avoided crossings and conical intersections, where two or
more reaction potentials come to degeneracy (or pseudo-
degeneracy) and start to couple nonadiabatically.14,15

The coupling can induce photoexcited molecules to
undergo nonadiabatic population transfer or rapidly

a)Electronic mail: ykoba@berkeley.edu

switch their electronic character between the coupled
states.16–20 Those elusive processes have been a sub-
ject of numerous spectroscopic studies for their ubiq-
uitous role in steering the outcome of photochemical
reactions.15,21–34 Despite the established concept of po-
tential crossings, their experimental observation is still
considered challenging, as it requires few-femtosecond
time resolution and a capability to resolve closely-spaced
electronic states by the probe method.

Here, we theoretically investigate the application of
ultrafast XUV transient absorption spectroscopy to the
classic curve-crossing dynamics of sodium iodide (NaI).
Sodium iodide has served as a prototype for curve-
crossing problems; the pioneering FTS experiments of
Zewail and co-workers successfully resolved the quasi-
bound motion of the photoexcited molecule4,5, and sev-
eral follow-up studies were conducted experimentally and
theoretically.35–50 In those seminal studies, the wave-
packet motion inside and outside of the crossing region
were observed, with bursts of Na atoms leaking out via
the crossing and the diminishing NaI molecules inside
the crossing region. Our results show the capability of
ultrafast XUV transient absorption spectroscopy to re-
solve not only the quasi-bound motion of the photoex-
cited molecule, but also the rapid switching of electronic
character at the avoided crossing, the key process induced
by state coupling.

The use of ultrafast XUV pulses in the transient-
absorption configuration is advantageous in that both
a wide spectral coverage and ultimate attosecond time
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resolution can be achieved simultaneously51. Further-
more, core-level absorption is sensitive to subtle changes
in valence electronic states, and one can retrieve detailed
information on the target molecules such as the bond
lengths, charge states, and spin-orbit fine structure. In
terms of a typical probing scheme, NaI is an ideal tar-
get since both the Na and I atoms have characteristic
core-level resonances within the spectral coverage of the
attosecond XUV pulse52; ∼ 35 eV for Na-2p orbitals, and
∼ 50 eV for the I-4d orbitals.

First we review the predissociative potentials of NaI
(Fig. 1).53 The alphabetical letters X, A, and B are
used to indicate the energy order for the states with
Ω = 0+, where Ω is the projection of the total angu-
lar momentum along the Na-I axis. The other potentials
with Ω = 0−, 1, 2 do not participate in the excited-state
dynamics and their potentials are hence not shown here.
The ground X(0+) state corresponds to the [σ2π4σ∗0]
configuration and it has ionic character in the Franck-
Condon region. Ultraviolet photoexcitation promotes
the molecule to the covalent A(0+) state, which arises
from the [σ1π4σ∗1] configuration. The ionic and covalent
potentials come to near degeneracy at the internuclear
distance of R ∼ 7 Å, at which an avoided crossing of in-
termediate strength occurs. There are two possible path-
ways at the avoided crossing (Fig. 1, gray arrows). One is
the diabatic pathway, in which the photoexcited molecule
conserves the covalent character and dissociates toward
the Na(2S1/2) + I(2P3/2) asymptote. The other is the
adiabatic pathway, in which the photoexcited molecule
transfers to the ionic potential and gets trapped by the
attractive Coulomb potential. The excited B(0+) state
is well separated in energy from the A(0+) potential by
∼ 1 eV corresponding to the spin-orbit splitting of the
I(2P ) states, and the contribution of the B(0+) state is
negligible to the predissociation dynamics of interest.

The strength of the avoided crossing bears mentioning.
In previous work4,5, a substantial (∼ 10%) dissociation
probability per crossing was estimated. In the calcula-
tions here, much of this experimentally estimated proba-
bility may come from wave packet broadening, while the
actual calculated dissociation probability per crossing is
less, around 1%. This does not change the dynamical fea-
tures throughout the discussion, and even minor channels
are accounted for in detail in Appendix.

II. METHODS

A. Electronic-structure calculations

The electronic structure of NaI is computed by using
spin-orbit general multi-configurational quasi-degenerate
perturbation theory (SO-GMC-QDPT) implemented in
the developer version of GAMESS-US54. The SO-GMC-
QDPT method is able to include all the key factors for
the computation of halogen-containing molecules, i.e.,
static and dynamic correlations as well as spin-orbit
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FIG. 1. Predissociative potentials of NaI. The top panel
shows the pump-probe scheme of the present simulation, and
the lower panel shows the computed adiabatic potentials of
NaI. The ground X(0+) state is of ionic character and corre-
sponds to the [σ2π4σ∗0] configuration. Ultraviolet photoex-
citation promotes the molecule to the excited A(0+) state,
which is of covalent character and belongs to the [σ1π4σ∗1]
configuration. At the avoided crossing at ∼ 7 Å, the photoex-
cited molecule will either diabatically evolve to the dissocia-
tion asymptote, or adiabatically transfer to the bound ionic
potential. Snapshots of the nuclear wave packets are shown
as gray areas corresponding to t = −200 fs on the X(0+) po-
tential, and t = 0 fs and 150 fs on the A(0+) potential. The
labels for the product states are denoted such that their colors
match the corresponding potentials in the asymptote.

coupling.55–59 Flexible setting of active spaces available
through the occupation-restricted multiple active space
scheme (ORMAS) facilitates the computation of core-
excited states.55–57

In all calculations, model-core potentials and basis
sets of triple-zeta quality (MCP-TZP)60,61 are used. A
Hartree-Fock calculation is performed at the ground-
state equilibrium distance (R = 2.71 Å),62 and the re-
sultant molecular orbitals are used as an initial input for
the subsequent GMC-QDPT calculations. Two active
spaces are defined based on the ORMAS scheme.55–57 A
valence-active space consists of the Na-3s and I-5p or-
bitals containing 6 electrons in 4 orbitals. A core-active
space consists of the Na-2p and I-4d orbitals contain-
ing 16 electrons in 8 orbitals. The valence-active space
is taken as a complete active space, i.e., the 6 valence
electrons are freely distributed in the 4 valence orbitals.
From the core-active space, single excitations into the
valence-active space are allowed, which mimic the core-
to-valence excitations by the XUV probe pulse. The spin-
free GMC-QDPT states are used as multi-electron basis
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states to calculate spin-orbit matrix elements, which are
then diagonalized to yield the final spin-orbit perturbed
electronic states.

In order to accurately account for the spin-orbit cou-
plings in the relevant electronic shells (i.e., I-4d, I-5p, and
Na-2p), we adjusted three empirical parameters as fol-
lows. Effective nuclear charges of Zeff = 65.22 and 9.19
are used for the I and Na atomic nuclei, respectively,
to reproduce the spin-orbit splittings in the I-5p and
Na-2p shells. Additionally, the spin-orbit coupling con-
stant of the I-4d shell is scaled down by a factor of
0.632 to reproduce the spin-orbit splitting of the I-4d
shell. The spin-orbit splittings of the I-4d and I-5p shells
are referenced from O’Sullivan et al. (1.70 eV and 0.94
eV, respectively),63 and that for the Na-2p orbital is
from Wolff et al. (0.17 eV).64 Constant energy shifts
of +0.07 eV and −2.21 eV are added to the I-4d and
Na-2p core-excited potentials, respectively, to reproduce
the I 4d → 5p and Na 2p → 3s atomic core-to-valence
transitions.63,64 These manual settings are necessary be-
cause the basis sets are optimized only for the energy
of the atomic ground state, not to accurately reproduce
the experimental XUV spectra.59 A recent experimen-
tal work confirmed the SO-GMC-QDPT results can re-
produce the core-level absorption spectra throughout the
reaction coordinates with these manual settings.15

Spectroscopic parameters of the valence potentials are
analyzed to evaluate the accuracy of the calculation re-
sults. For the ground X(0+) state, the equilibrium inter-
nuclear distance and harmonic frequency are calculated
to be 2.75 Å and 250.9 cm−1, respectively, which compare
well with the experimental values of 2.71 Å and 259.2
cm−1.62 The location of the avoided crossing is computed
to be at 7.01 Å, where the energy separation minimizes
to be 0.135 eV. These values also compare well with other
recent calculations (6.8 Å and 0.153 eV).50 The equilib-
rium bond length of the A(0+) state is computed to be
6.39 Å. The present value compares relatively well with
the latest calculation (6.260 Å),50 but it is somewhat
larger than the experimental estimate (6.052 Å).65 Note
that the shape of the A(0+) potential remains a topic
of debate, as it is highly affected by coupling with the
X(0+) state.36,50,65 Overall, we conclude that the calcu-
lated potentials provide a qualitatively correct descrip-
tion of the predissociation dynamics. The results could
be improved by including the Na-3p orbitals into calcu-
lations, but such expansion of the active space is compu-
tationally too demanding for the present core-level cal-
culations.

B. Nuclear wave packet simulations

The predissociation dynamics are simulated by nu-
merically solving the time-dependent Schrödinger equa-
tion. The Hamiltonian of the diatomic system including
the nonadiabatic couplings and laser-dipole interactions

takes the form,66

H(R, t) =

[
− 1

2m

∂2

∂R2
+ V (R) + µ(R)E(t)

]
+

[
− 1

m
D1(R)

∂

∂R
− 1

2m
D2(R)

]
. (1)

In Equation (1), R is the internuclear distance, m is the
reduced mass of the molecule, V is the adiabatic poten-
tials, µ is the transition dipole, and E is the laser electric
field of the ultraviolet (UV) excitation pulse. The last
two terms in the second bracket represent the nonadia-
batic interactions, in which the matrices D1 and D2 are
the first-order and second-order nonadiabatic coupling
terms.

Potential energies were first computed by SO-GMC-
QDPT from 1.60 Å to 15.00 Å at intervals of 0.04 Å.
The grid points were evaluated by cubic-spline interpo-
lation and a finer grid space with intervals of 0.01 Å was
obtained. The nuclear wave packets were expressed by
sinc-DVR,67 and the time propagation was performed at
time intervals of 25 as by using the short-iterative Arnoldi
method.68 The initial wave packet was taken as a ground
vibrational state of the X(0+) potential. The UV pump
pulse was defined to have a center wavelength of 320 nm
and a pulse duration (FWHM) of 20 fs. The wave packet
moving toward the dissociation asymptote was smoothly
removed by a complex absorbing potential to prevent the
artificial reflection at the boundary.69

III. RESULTS AND DISCUSSION

In this section, we first examine the qualitative fea-
tures of the potentials, then inspect the core-to-valence
absorption strengths, and lastly simulate and analyze the
core-level absorption spectra of the predissociation dy-
namics.

A. Overview of the potentials

An overview of the valence and core-excited poten-
tials of NaI is shown in Fig. 2. The valence electronic
states (black curves) comprise the ionic (Na+/I−), cova-
lent (Na/I), and counter-ionic (Na−/I+) potentials. The
ionic and covalent potentials are close in energy, and
avoided crossings occur in the asymptotic regions (Fig.
2, gray circle). The counter-ionic states are located ∼ 10
eV higher than the ionic and covalent potentials, and
they are isolated from the predissociation dynamics of
interest.

The Na-2p core-excited states (orange curves) are lo-
cated ∼ 35 eV higher than the valence states. In this
state manifold, ionic and covalent potentials are present,
but those that correlate with the counter-ionic asymp-
tote are absent. This is rationalized by the fact that the
valence Na-3s shell is fully occupied after the 2p → 3s



4

60

45

30

15

0
108642

Internuclear distance (Å)

Po
te

nt
ia

l e
ne

rg
y 

(e
V)

ionic

covalent

counter-ionic

ionic

covalent

covalent

counter-ionic

I-4d
core-excited

Na-2p
core-excited

Valence

ac

ac

FIG. 2. Overview of the valence and core-excited po-
tentials. The black, orange, and purple curves correspond
to the valence, Na-2p core-excited, and I-4d core-excited elec-
tronic states, respectively. The classifications of the covalent
(Na/I), ionic (Na+/I−), and counter-ionic (Na−/I+) states
are denoted. The avoided crossings (ac) between the ionic
and covalent potentials that are mentioned in the main text
are marked by gray circles.

core-to-valence excitation, and the doubly occupied Na-
3s shell cannot accommodate an extra electron from the
iodine atom to make the system counter ionic. As is sim-
ilar to the valence states, the Na-2p core-excited states
exhibit avoided crossings between the ionic and covalent
potentials (Fig. 2, gray circle), which cause, as will be
shown later, discontinuous patterns in the core-level ab-
sorption signals.

The I-4d core-excited states (purple curves) are located
∼ 50 eV higher than the valence states. The potentials
belong to either covalent or counter-ionic states, and the
potentials that correlate with the ionic asymptote are ab-
sent. This again is a result of the fact that the 4d → 5p
probe excitation would fill the valence I-5p shell com-
pletely and the iodine atom becomes unable to accept
an extra electron from the sodium atom. Due to the
absence of the ionic configurations, the I-4d core-excited
potentials are free of avoided crossings.

B. Core-to-valence absorption strengths

The computed electronic structures enable us to cal-
culate the core-to-valence absorption strengths versus in-
ternuclear distance (no dynamics yet included). Figures
3(a,b) show the results for the valence X(0+) and A(0+)
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FIG. 3. Core-to-valence absorption strengths ver-
sus internuclear distance. Core-to-valence absorption
strengths from the (a) X(0+) and (b) A(0+) states. The cor-
responding potential energy curves are displayed in the top
panels by thick black curves. The vertical dashed line indi-
cates the location of the avoided crossing.

states, respectively. The panels on top show the corre-
sponding adiabatic potentials (thick black curves). The
absorption strengths are calculated by taking a sum of
the core-to-valence oscillator strengths convoluted with
a 150-meV Gaussian broadening, which accounts for the
finite autoionization lifetime of the core-excited states63.

The Franck-Condon region of the ground X(0+) state
(Fig. 3(a)), which is of ionic character, is probed by
the Na 2p/I 4d → σ∗ transitions. The doublet signals
in the I-4d window correspond to the spin-orbit split-
ting between the 4d5/2 and 4d3/2 levels. The σ∗ orbital
mostly consists of the Na-3s orbital, and it has larger
spatial overlap with the Na-2p orbitals than with the I-
4d orbitals. As such, the core-level absorption signals
are stronger in the Na-2p window. The I 4d → σ∗

transitions can be regarded as a charge-transfer process,
which changes the character of the system from ionic to
covalent. This leads to dramatic variation in the po-
tential shape as seen in Fig. 2, from bound (ionic) to
nearly flat and dissociative (covalent), which is reflected
in the 4d → σ∗ signals as a steep decrease in the ab-
sorption energies with respect to internuclear distance.
The Na 2p → σ∗ transitions, on the other hand, do not
induce charge transfer, and the potential character re-
mains ionic. The potential minima are slightly shifted
to shorter internuclear distance, from 2.7 Å to 2.5 Å,
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after the core-to-valence probe excitation (Fig. 2). As
such, the transition energy of the 2p→ σ∗ signal around
the Franck-Condon region exhibits an increasing trend in
the transition energy with internuclear distance. Addi-
tional complexity is predicted to arise in a partially elon-
gated region around ∼ 4 Å, namely, the Na absorption
signals exhibit discontinuities and break up into multi-
ple branches. This is a result of the avoided crossings
that occur in the Na-2p core-excited states between the
ionic and covalent potentials. The asymptotic part of
the X(0+) potential beyond the avoided crossing is of
covalent character (Fig. 3(a)), which yields the lowest
Na(2S1/2) + I(2P3/2) dissociation products. This disso-
ciated state shows the sharp absorption lines associated
with the I 4d→ 5p and Na 2p→ 3s transitions.

The excited A(0+) state is of covalent character in the
Franck-Condon region (Fig. 3(b)). This inner part of the
potential is probed by the I 4d→ σ and Na 2p→ σ∗ tran-
sitions, both of which are between covalent states (Fig.
2). The transition energies do not shift as dramatically
as in the X(0+) state toward the dissociation asymptote,
which is consistent with the fact that the covalent po-
tentials are flat (Fig. 2). The two other possible transi-
tions, I 4d → σ∗ and Na 2p → σ, entail changes in the
electronic character, but they hardly contribute to the
absorption strengths because of the small spatial overlap
between the valence and core orbitals. The asymptotic
part of the A(0+) potential, which is of ionic character,
is probed only by the Na+ 2p→ 3s transition.

C. Core-to-valence probe of predissociation

We simulated the core-level absorption spectra of the
predissociation dynamics by combining the calculated
core-to-valence absorption strengths with nonadiabatic
nuclear wave-packet simulations. Plotted in Figs. 4(a-d)
is the differential absorption (∆A) computed from the
UV-pump-on and UV-pump-off spectra, i.e., ∆A(ω, t) =
Aon(ω, t)−Aoff(ω), in which ω is the photon energy and
t is the probe time. The results are shown in Figs. 4(a,c)
and 4(b,d) for the I-4d and Na-2p windows, respectively.
In the arguments below, we focus on the strong absorp-
tion signals that originate from the bound wave-packet
motion on the A(0+) potential. The weaker signals orig-
inating from minor evolution pathways, including the di-
abatic return of the wave packet to the ionic X(0+) po-
tential, are analyzed in the Appendix.

The UV excitation at t = 0 triggers the charge trans-
fer and promotes the molecule from the ionic X(0+) state
to the covalent A(0+) state (Fig. 1). In the simulated
absorption spectra shown in Figs. 4(a,b), the UV excita-
tion induces a ground-state bleach (∆A < 0) in the Na-2p
window, and excited-state absorption (∆A > 0) both in
the I-4d and Na-2p windows. The ground-state bleach
in the I-4d window, which corresponds to the 4d → σ∗

transitions, appears at 49.5 and 51.2 eV (not shown in
Fig. 4(a)), and it does not overlap with the excited-state

absorption, which corresponds to the 4d→ σ transitions.

The ground-state bleach signal (Figs. 4(b,d)) oscillates
around 31.6 eV at the period of 133.3 fs. This is a direct
signature of the vibrational wave packet launched in the
ground X(0+) state, and a brief analysis is as follows.
In the simulated UV-excitation process, the excitation
mechanism has mixed contributions from the resonance-
enhanced Raman process and the internuclear-distance-
dependent excitation (see Wei et al for details).70 We
assessed the phase of the oscillation in the center pho-
ton energy by following previous work;70,71 least-squares
fitting yielded a cosinusoidal oscillation with a phase of
0.31π, a value that falls between 0 (Raman) and π/2
(selective excitation). The natural ability to probe the
dynamics in the ground electronic state is one of the ad-
vantages of the core-level absorption spectroscopy.

After the initial excitation, the photoexcited molecule
smoothly evolves on the covalent A(0+) potential. The
early-time dynamics before the avoided crossing (0 to 150
fs) are well captured both in the I-4d and Na-2p windows
(Figs. 4(a,b)). The I-4d5/2 signal exhibits a slight but de-
tectable peak shift from 45.9 to 46.1 eV (Fig. 4(a)). The
monotonic energy variation enables one-to-one mapping
of the absorption signals with respect to the internuclear
distance.72 This direct tracking of bond elongation exem-
plifies the sensitivity of core-level absorption to the struc-
tural information of molecules. The Na-2p signals exhibit
more dramatic energy variations (Fig. 4(b)), but the in-
terpretation is complicated due to the avoided crossings
in the Na-2p core-excited potentials (Fig. 2).

When the photoexcited molecule reaches the avoided
crossing at ∼ 190 fs, the majority of the wave packet
proceeds adiabatically and transfers to the bound ionic
potential (Fig. 1). In the core-level absorption spec-
tra (Figs. 4(a,b)), the potential switching is character-
ized as a disappearance of the I-4d/Na-2p signals and
appearance of the Na+-2p signal. The strongest absorp-
tion peak in the Na-2p window exhibits a discontinuity
and it jumps from 30.7 to 33.0 eV. Such a wide energy
gap, however, cannot be explained by the variation in
the potential energy alone. The discontinuity, instead, is
attributed to the change in the electronic configuration
from [σ1π4σ∗1] to [σ2π4σ∗0], and the core-level absorp-
tion imprints the electronic configurations on two distin-
guishable transitions, Na 2p → σ and Na 2p → σ∗ (Fig.
3(b)). This result delineates the powerful capability of
core-level absorption spectroscopy to directly probe the
electronic dynamics at avoided crossings.

The long-term behavior of the absorption signals (-150
to 3400 fs) is shown in Figs. 4(c) and (d). It is clear
that the periodic motion of the photoexcited wave packet
on the predissociative potentials are directly character-
ized. Notably, the Na-2p/I-4d and Na+-2p signals emerge
out of phase, which intuitively signifies the covalent-ionic
switching at the avoided crossing. We further analyzed
the results by taking lineouts of the absorption signals
at (1) 45.94 eV, (2) 45.65 eV, and (3) 33.08 eV, as high-
lighted by dashed lines in Figs. 4(c,d), and the results
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FIG. 4. Simulated core-level absorption spectra of predissociation. (a,b) Simulated differential absorption (∆A) for
the early-time (-45 fs to 270 fs) dynamics. (c,d) Results for the long-time (-150 fs to 3400 fs) dynamics. The periodic motion of
the predissociation is clearly captured. (e) Absorption lineouts taken at (1) 45.94 eV, (2) 45.65 eV, and (3) 33.08 eV. Constant
shifts are added to the plot for better visibility. (f) Simulated nuclear wave-packet motion (|ψ(R, t)|2) on the adiabatic A(0+)
potential. The dashed horizontal line indicates the location of the avoided crossing. (g) Detailed view of the absorption lineout
at 33.08 eV, which corresponds to the Na+ signal. The sharp rise and fall of the signal presents the direct evidence of electronic-
character switching. The core-level absorption of Na+ is insensitive to the nuclear wave-packet motion on the asymptotic part
of the ionic potential.

are shown in Fig. 4(e).

The lineout (1) exhibits doublet features that resemble
the off-resonant FTS signals characterized previously by
Cong et al.39 Thanks to the simultaneous probing of the
entirety of the spectral features, the origin of the doublet
structure is now apparent; the first doublet peak corre-
sponds to the wave packet moving inward and the sec-
ond doublet peak corresponds to the wave packet moving
outward. Also, this lineout position corresponds to the
I 2P3/2 → 2D5/2 atomic transition, and the periodic ac-
cumulation of the dissociation product is barely visible.
The atomic signal from the dissociation product overlaps
with the covalent molecular signals at the elongated in-
ternuclear distances, and they cannot be separated in ab-
sorption energy. The overlap problem is attributed to the
natural broadening of the core-level absorption signals
that is associated with the few-femtosecond autoioniza-
tion lifetimes of the core-excited states. The stepwise ac-
cumulation of the dissociation product was more clearly
characterized in the conventional FTS measurements4,5

owing to the narrow spectral width of the Na D-line tran-
sitions (corresponding to a lifetime of 16.4 ns).73

The lineout (2) resembles the on-resonant FTS sig-
nals measured in the original work by Rose et al,4 albeit
with a different change in amplitude noted in the intro-
duction. The latest experimental work confirmed that
the on-resonant signal corresponds to probing the inner-
turning point of the A(0+) potential,50 and that is also
the case in the present core-level absorption signals. The
first peak appears at 41 fs, wherein the delay from zero is
associated with the completion of the excitation by the

20-fs UV pulse. The second peak appears at 1070 fs,
which compares well with the experimentally measured
oscillation period at 320-nm excitation (1095 fs).39 Over-
all, in the lineouts (1) and (2), the core-level absorption
spectra can provide a large amount of information in one
measurement, which would necessitate multiple measure-
ments with variable probe wavelengths in the typical FTS
experiments.

The lineout (3) corresponds to the Na+ signal, or the
wave packet in the asymptotic region of the ionic A(0+)
potential, which has not been obtained in the conven-
tional FTS experiments. We compared this signal with
the simulated nuclear wave-packet motion to inspect the
details, and the results are shown in Figs. 4(f,g). The
sharp rise of the absorption signal at ∼ 190 fs reflects
the first passage of the wave packet through the avoided
crossing. The signal rise is completed in ∼ 55 fs, and
during this time the center of the nuclear wave packet
moves only from 6.3 Å to 7.8 Å (Fig. 4(f)). It is clear
that at the avoided crossing this small variation in the
nuclear coordinate can induce drastic switching of the
electronic character. After the sharp rise, the absorp-
tion signal becomes completely invariant from 200 to 700
fs, even though the wave packet keeps evolving on the
ionic potential extending out to 11.0 Å. The potential
energy varies, between 7.0 Å and 11.0 Å, from 3.2 eV
to 3.9 eV (Fig. 1), but this variation does not influence
the core-level absorption signal. These results show that
the core-level absorption is insensitive to the changes in
the Coulomb interaction between the Na+ and I− ions,
which constitutes the asymptotic part of the A(0+) po-
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tential but does not modify the energy difference between
the Na-2p and Na-3s orbitals.

The fact that core-level absorption is insensitive to the
wave-packet motion on the ionic potential is beneficial
in determining the dissociation probability. If we in-
spect the peak amplitude of the lineout (2) (Fig. 4(e)),
which resembles the typical on-resonance FTS signal, it
decreases by 8.1 % from 1070 fs to 2140 fs. This reduction
is caused by the mixed contributions from the population
decrease by the dissociation and the spatial broadening
of the wave packet, as noted in the introduction. If we
turn to the plateaus of the Na+ signal (Fig. 4(e)), the
amplitude decreases from the first plateau to the second
plateau only by 1.8%. The probability of the diabatic
passage across the avoided crossing in the current sim-
ulation is 0.9%, and taking into account that the wave
packet meets the avoided crossing twice per every cycle,
it is evident that the amplitude of the Na+ signal repre-
sents a direct measure of the dissociation probability.

IV. CONCLUSIONS

We computed the valence and core-excited electronic
structure of NaI by using the SO-GMC-QDPT method
and simulated the core-level absorption spectra of the
predissociation dynamics. Superb capabilities of the
core-level absorption were highlighted, which include the
continuous tracking of the wave-packet motion on the
covalent potential and the direct characterization of the
covalent-ionic switching at the avoided crossing. The
method was found insensitive to the changes in the
Coulomb interaction, which is the sole contribution to
the asymptotic part of the ionic A(0+) potential. These
results are in line with the interpretation that the core-
level absorption is not simply probing the potential en-
ergies; instead, it is a direct probe of the valence or-
bital character and electronic configurations, the latter
abruptly changing at the avoided crossing.15 Overall, ul-
trafast XUV transient absorption spectroscopy will pro-
vide powerful and complementary windows into the pre-
dissociation dynamics, and we foresee its wider applica-
tions to molecular dynamics that involve elusive potential
crossings.

APPENDIX: CONSIDERATION OF MINOR PATHWAYS

In the current simulations, the probability of the wave
packet diabatically proceeding at the avoided crossing
is 0.9% (Fig. 1). As such, absorption signals from
the diabatic pathways, i.e., the dissociated atomic prod-
ucts from the wave packet that is moving outward and
the vibrationally-excited ground-state molecule from the
wave packet that is moving inward, are significantly
weaker and not discussed, but present in the calcula-
tions. To visualize these weaker absorption signals, the
simulated spectra for the I-4d window, the same data as
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FIG. 5. Simulated core-level absorption spectra shown
on a logarithmic scale. The same absorption data as in
Figs. 4(a-d) are shown on a logarithmic scale to visualize
the weaker signals. (1) The step-wise increment of the free I
atom. (2) The wave-packet motion on the asymptotic part of
the ionic A(0+) potential. (3) The wave packet on the inner
region of the ionic X(0+) potential.

in Figs. 4(a-d), are shown in Fig. 5 on a logarithmic
scale. The absorption spectra in the Na-2p window are
unsuitable to analyze the weaker signals due to the com-
plex discontinuities caused by the avoided crossings in
the core-excited potentials.

At ∼ 190 fs, the photoexcited molecule reaches the
avoided crossing. In the diabatic pathway, the molecule
will dissociate into the Na+I atoms, and the free I atom
is characterized as a static absorption signal at 45.9 eV
(Fig. 5, mark 1). Note that this feature is barely visible
in the absorption lineout (1) shown in Fig. 4(e). From
45 eV to 46 eV, a sweeping peak shift is observed for the
weak absorption signal (Fig. 5, mark 2), which originates
from the wave-packet motion on the asymptotic part of
the ionic A(0+) potential. In the main text, we argued
that the ionic signal from the adiabatic pathway is only
visible in the Na+ window. However, strictly speaking,
the I− signal from the bound ionic state is not completely
zero in the simulations, reflecting a tiny contribution of
the covalent configuration to the ionic A(0+) potential.

At ∼ 870 fs, the wave packet on the ionic A(0+) po-
tential returns to the avoided crossing, and the diabatic
evolution here leads to the vibrationally excited molecule
on the ionic X(0+) potential (Fig 1). The I-4d absorption
signal captures this wave-packet motion in the photon en-
ergy from 46 eV to 47 eV (Fig. 5, mark 3). The signal
corresponds to the 4d → σ∗ charge-transfer transition,
and the large energy shift is an expected result from the
analysis of Fig. 3(a). The wave packet reaches the inner-
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turning point at 2.0 Å at ∼ 1000 fs and bounces back to
the crossing region. Most of the wave packet adiabati-
cally transfers the potentials from ionic to covalent and
dissociates into the Na + I asymptote. The correspond-
ing signal is not clearly captured due to the overlap with
the other stronger signal (i.e., the wave packet on the
covalent A(0+) potential).
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