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Abstract

What determines children’s production of syntactic alterna-
tions? This study takes up this question with the double PP
construction in English as the test case (e.g., write [PP1 on the
paper] [PP2 with this new pen]). Leveraging data of spon-
taneous child-parent interactions, we investigate the roles of
dependency length and parent input frequency, with the latter
being operationalized as lexical frequency and contextual pre-
dictability. We found that when child and parent data was com-
bined, all three factors turned out to have significant predictive
power, with dependency length having the most pronounced
role. Results from the developmental trajectory of DLM as
well as logistic regression analysis suggest that child produc-
tion of constituent ordering preferences starts becoming more
parent-like after the age of 30 months.

Keywords: syntactic alternation; dependency length; input
frequency; child language

Introduction
When two constituent orderings are permissible, language
users’ choice for one or the other ordering is known to be mul-
tifactorially governed: different linguistic constraints jointly
determine constituent ordering preferences. This raises the
question when and how children acquire these diverse con-
straints, their relative weightings, and their potential interac-
tions as children are acquiring alternating constituent orders.

While syntactic alternations have been researched exten-
sively, the focus has mostly been on written data produced by
adults (Heller, Bernaisch, & Gries, 2017; Gries & Adelman,
2014; Gries, 2017; Hawkins, 2014; Wasow, 1997); investiga-
tions of constituent ordering preferences in spoken data are
comparatively few, with most existing studies focusing on
the English dative alternation (Bresnan, Cueni, Nikitina, &
Baayen, 2007; Engel, Grafmiller, Rosseel, & Szmrecsanyi,
2022; Szmrecsanyi et al., 2017).

Even fewer studies have investigated syntactic ordering
preferences in child speech, most of them again limited to the
dative alternation in English (De Marneffe, Grimm, Arnon,
Kirby, & Bresnan, 2012; van den Bosch & Bresnan, 2015;
Liu & Wulff, 2023). De Marneffe et al. (2012) presented a
multifactorial analysis of a small data set with 530 utterances
taken from child speech. Using the same data set, follow-up
experiments by van den Bosch and Bresnan (2015) examined
individual variation of children’s production of the dative al-
ternation. In recent work, Liu and Wulff (2023) studied the
developmental trajectories of dependency length minimiza-

tion (Ferrer-i Cancho, 2004) in child spoken data, looking at
8,046 instances of the dative construction.

This study contributes to existing literature on constituent
ordering preferences in early child language in English, using
the double prepositional phrase (hereafter PP) construction as
the test case (e.g., write [PP1 on the paper] [PP2 with this new
pen]). Using transcripts of naturalistic child-parent interac-
tions, we examine the roles of dependency length (Gibson,
1998) and parent input frequency (Huttenlocher, Vasilyeva,
Cymerman, & Levine, 2002; Barnes, Gutfreund, Satterly, &
Wells, 1983). While our focus is on child speech, we con-
sidered parents’ production patterns as developmental bench-
marks and analyzed their speech as well where permissible.

Related Work
Dependency length
The principle of Dependency Length Minimization (hereafter
DLM (Ferrer-i Cancho, 2004)) predicts that words or phrases
that are syntactically dependent on each other prefer to occur
closer together, which in turn minimizes the overall depen-
dency length of the sentence and thereby facilitates online
processing efficiency (Gibson et al., 2019).

There has been considerable amount of work exploring the
effect of dependency length in syntactic variation (Gildea &
Temperley, 2010; Gulordava & Merlo, 2015; Hawkins, 1990;
Liu, 2020); and the preference for DLM has been claimed
to be a syntactic universal for human languages (Futrell,
Levy, & Gibson, 2020; Futrell, Mahowald, & Gibson, 2015).
However, prior studies have mostly examined written data,
with only a few exceptions. Liu (2019) compared syntac-
tic orderings in spontaneous spoken English to those in (for-
mal) writing; the results demonstrated that the preference for
shorter dependencies is significantly weaker in spoken do-
main. Kramer (2021) analyzed spoken data in seven lan-
guages taken from YouTube channels; his findings illustrated
that the tendency for DLM is weaker in speech than in writ-
ten texts for head-initial languages (e.g., English), yet the op-
posite pattern was observed for head-final languages. Aside
from looking at corpora of spoken data, others (Liu, Upreti,
Kramer, & Namboodiripad, 2022) have studied the role of de-
pendency length in predicting acceptability judgments, using
audio stimuli; however, no pronounced effect was found for
dependency length.
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These mixed results suggest that DLM may be modality-
specific. Our study contributes to this line of work; examina-
tions of naturalistic child-parent interactions not only allow
us to explore DLM in spoken registers further (at least in En-
glish), but also help us understand how ordering preferences
vary across different interlocutors.

Input frequency

While little is known about the relation between parental in-
put and children’s acquisition of syntactic alternations specif-
ically, in more general terms, parental input frequency has
been found to impact syntactic development in children in
various ways. For instance, the amount of parental speech
is positively correlated with child mean length of utter-
ance (Barnes et al., 1983) as well as with more rapid syn-
tactic development in first-borns, as they tend to receive
more parental input than their siblings (Erika, 1997; Hoff-
Ginsberg, 1998). Also, parents fine-tune their input to their
child’s language ability: overall they introduce increasingly
complex syntactic constructions gradually, and while in ear-
lier stages, they provide children with a less diverse set of
lexical realizations of a syntactic construction and restrict in-
put to repeated exposure to prototypical renderings that aid
children in figuring out meaning (Goldberg, Casenhiser, &
Sethuraman, 2004), they then gradually introduce a more di-
verse set of lexical realizations of a given syntactic construc-
tion; in short, high informativity and low diversity in earlier
stages are replaced by low informativity and high diversity in
later stages (Sethuraman, 2004).

Here we operationalize parent input frequency in two
ways: lexical frequency and contextual predictability. Com-
pared to dependency length, investigations of these two
factors in syntactic orderings have received little attention.
Gustafsson (1976) demonstrated that the more frequent word
tends to occur first in English binomials; similarly, Wulff
(2003) showed the more frequent adjective prefers to appear
first in English adjective orderings. These studies, however,
focused on constituent order at the lexical level, instead of
attending to larger/more complex syntactic structures.

Besides lexical frequency, previous research has looked
at both structural predictability (Rajkumar, van Schijndel,
White, & Schuler, 2016) and lexical predictability (Levy &
Jaeger, 2007) in syntactic alternations. The former attends
mainly to the structural level; for example, for a dative con-
struction which can be realized as a double object structure
or a prepositional object structure, which structure is more
predictable given the preceding syntactic parse tree struc-
ture (Rajkumar et al., 2016)? Lexical predictability, on the
other hand, focuses on how likely it is that certain word(s)
will appear given preceding lexical context (e.g., whether the
relativizer will be omitted in relative clauses (Levy & Jaeger,
2007)). Given the structural properties of the double PP con-
struction, we use lexical predictability as a proxy for contex-
tual predictability in this study.

Experiments
Data and preprocessing
We resorted to the CHILDES database (MacWhinney, 2000)
for child and parent production data. We extracted transcripts
of naturalistic child-parent conversations from the English-
NA and the English-UK sections of CHILDES, accessed
via the childes-db interface (Sanchez et al., 2019). In
particular, we focused on utterances produced by typically
developing children and their parents. The part-of-speech
(POS) tags of these utterances were automatically derived
with the publicly open natural language processing library
Stanza (Qi, Zhang, Zhang, Bolton, & Manning, 2020); each
utterance was then automatically assigned a syntactic depen-
dency tree using DiaParser (Attardi, Sartiano, & Yu, 2021);
this dependency parser has been demonstrated to achieve
good performance for child spoken language in English (Liu
& Prud’hommeaux, 2022).

We extracted double PP constructions from these utter-
ances (e.g., (1a)1), taking advantage of their POS tags and
dependency parses. Specifically, we searched for VPs where
the head verb has exactly two PP dependents occurring on
the same side and the two PPs appeared adjacent to each
other. The POS tag of the head verb in the VP was al-
ways VERB, which denotes lexical verbs (excluding auxil-
iaries). The nominal head of the PP had one of four POS
tags: NOUN (lexical noun), NUM (numeral), PRON (pro-
noun), and PROPN (proper noun), and the dependency rela-
tion between the PP and the head verb was always oblique.

(1)
a. write [PP1 on the paper] [PP2 with this new pen]

3

7

b. write [PP1 with this new pen] [PP2 on the paper]

4

7

After the initial round of data extraction, an author of this
paper with advanced training in dependency linguistics man-
ually went through every utterance for inspection. Overall,
four types of instances were excluded from analysis, illus-
trated below (relevant elements are in italics): cases where
the second PPs were repetitions of the first, e.g., (2a); cases
where the first PPs were partial repetitions of the second, as

1Examples provided here are adapted from utterances initially
extracted from CHILDES.
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in (2b); when the nominal heads of the PPs were discourse
fillers but they were not assigned the correct POS tags auto-
matically, as in (2c); and lastly, utterances like (2d), where the
parser erroneously parsed the word like, a discourse marker,
as a preposition. (Note that the total number of cases similar
to (2c) and (2d) is smaller than 10).

(2) a. go [ with me ] [ with me ].
b. put it [ in a ] [ in a line ].
c. eat [ with ah ] [ near the table ]
d. it got [ like bumps ] [ on it ].

Removal of such cases led to a total of 12,035 utterances
subjected to analysis (Child: 1,817; Parent: 10,218). Al-
though our focus is on child speech, we turned to parent pro-
duction as references in analysis where necessary. Although
prior study has shown that English has both head-initial (two
PPs occurring postverbally) and head-final (two PPs appear-
ing preverbally) double PP structures (Liu, 2022), our data set
turned out to contain only the former.

Measures for factors
Following the methodologies outlined in Liu (2022), we ex-
amined the effects of three linguistic factors in PP order-
ing preferences: dependency length (Ferrer-i Cancho, 2004),
lexical frequency (Wulff, 2003), and contextual predictabil-
ity (Levy & Jaeger, 2007). In what follows, we describe our
measures of each factor.
Dependency length Take examples (1a) and (1b) as illustra-
tions. Both have the same head verb, write, with the same
two PP dependents appearing postverbally; the order of the
PPs in the two utterances is switched. Based on predictions
by DLM, the order of (1a) will be preferred since the PP of
shorter length, on the paper, is placed closer to the head verb,
thus shortening the overall dependency length of the sentence.

Here we ask whether dependency length affects PP order-
ings. For each original utterance in our data set, we first mea-
sured its overall dependency length. We then constructed its
syntactic alternative via switching the order of the two PPs
(e.g., construct (1b) based on (1a)), and measured its over-
all dependency length. Lastly, we computed the difference of
overall dependency length between the original utterance and
its structural alternative; a positive value indicates that the
original utterance has shorter dependencies, thus supporting
the prediction of DLM.

In their examinations of the dative alternation in English,
Liu and Wulff (2023) found a strong tendency for DLM
across children at different developmental stages (indexed by
age). To see whether the same preference is also observable
for the double PP construction, we likewise used age as an
index of children’s developmental stage. We created age bins
spanning 6-month intervals and grouped all double PP struc-
tures produced by children (and by parents accordingly) into
their corresponding age bins. For all the data within each
age bin, we calculated the DLM ratio, DLMr. We counted
the number of utterances that demonstrate a preference for

shorter dependencies (Nshort ) and the number of instances
where the opposite pattern holds (Nlong). Then DLMr was
computed as Nshort

Nlong
; significance testing was conducted using

bootstrapping (Efron & Tibshirani, 1994) with 10,000 itera-
tions. A DLMr value significantly larger than 1 indicates that
there is a pronounced preference for shorter dependencies.

While our main focus is on child speech, we also calculated
corresponding DLMr measures for parent production.
Lexical frequency Prior work has demonstrated that there is
a preference for the constituent of higher frequency to oc-
cur first in a syntactic alternation (Gustafsson, 1976; Wulff,
2003). With double PP constructions, the general prediction
will be that the more frequent PP will tend to occur first.

Our approximation of the lexical frequency for each PP
in child production data is as follows (Braginsky, Yurovsky,
Marchman, & Frank, 2019): (1) given a double PP structure
in our data set, we noted which corpus in CHILDES the struc-
ture is from; (2) we estimated unigram counts of all lemma
types in parent speech (not just parents’ production of the
double PP construction) from that corpus; (3) for each PP
in the structure, we took the unigram count of the adposi-
tion and that of the lemma of the lexical head; for every case
where their unigram count was missing, we assigned it with
a frequency of 1; the unigram counts were then normalized
by the number of tokens in the corpus where the structure is
from; (4) the lexical frequency of each PP was computed as
the product of the unigram probability (log transformed) of
the preposition and that of the lemma of the lexical head.

Lexical Frequency(onthe paper) = P(on)∗P(paper) (1)

After obtaining the lexical frequency of both PPs in a dou-
ble PP structure this way, we calculated the difference of their
lexical frequencies; a positive value means that the PP of
higher frequency appears first.

Note again that lexical frequency functions here as an ap-
proximation of input frequency. While it is easy enough
to estimate lexical frequencies of the input children receive
from their parents as done here, the lexical frequencies of
the input directed to parents could not be estimated the same
way, for the plain reason that this data is not available in
CHILDES: there is no conversational data between the par-
ents and their own parents, or between the parents and other
parents/caregivers. To remedy that, we chose to approximate
the lexical input frequencies of parents using data from the
Switchboard corpus (Godfrey, Holliman, & McDaniel, 1992),
which contains naturalistic telephone conversations between
adults, and the spoken section of the International Corpus of
English (ICE) (Greenbaum, 1988); preprocessing led to ∼1.6
million tokens.
Contextual predictability The general prediction of contex-
tual predictability here is that the PP that is more predictable
given preceding sentential context will prefer to occur first.
The computation for the contextual predictability of each PP
is similar to that of lexical frequency, which was measured
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as the product of the respective conditional probability of the
preposition and the lexical head given preceding sentential
context. For instance, the contextual predictability of every
PP in example (1a) is computed as follows.

Pred(onthe paper) = P(on|write)∗P(paper|onwrite) (2)

Pred(withthisnew pen) = P(with|write)∗P(pen|withwrite) (3)

To estimate word predictability, we turned to neural lan-
guage models (LM), which generate word-by-word condi-
tional probabilities and are able to deal with (training) data
sparsity much better compared to n-gram LMs. In par-
ticular, we used long short-term memory (LSTM) mod-
els (Hochreiter & Schmidhuber, 1997). We first extracted all
parent production data in English from CHILDES (∼18 mil-
lion tokens); then split it into training/validation sets at a 4:1
ratio (when approximating predictability for parent data, we
again relied on the combined Switchboard and ICE data). We
used the training set to build LSTMs with different combina-
tions of embedding sizes ({50, 100, 200}), numbers of hid-
den layers ({1, 2}), and numbers of hidden units in each layer
({50, 100, 200}). Each model was trained with a batch size
of 20. These models were evaluated using the test set with
early stopping. Based on their evaluation performance, the fi-
nal model architecture had an embedding size of 100 and two
hidden layers, with 50 hidden units in every layer (see also
Portelance, Degen, and Frank (2020)).

For each double PP structure, we computed the differences
in the contextual predictability of the two PPs; a positive
value suggests that the more predictable PP occurs first.

Regression modeling
To estimate the predictive effect of each factor, we applied
logistic regression modeling. We randomly selected half of
the original utterances produced by children from our data
set; these utterances stayed as they were and we coded their
ORDER as 1. For each utterance in the remaining half, we
constructed its structural variant via switching the order of
the two PPs, then coded the ORDER of the variant as 0.
Hence in the final data that we subjected to regression anal-
ysis, half were the original utterances, meanwhile the other
half were the constructed syntactic alternatives. The ORDER
of these utterances was the dependent variable in the regres-
sion model.

With fixed-effects, we included the measures of the three
factors, namely, dependency length, lexical frequency, and
contextual predictability. For instance, with lexical fre-
quency, for each utterance, we used the difference value be-
tween the lexical frequencies of the two PPs as the fixed ef-
fect. At the same time, we controlled for the effects of the
definiteness and the pronominality of the lexical head in each
PP, along with the age of the child and utterance length. Note
that the child utterances that we analyzed (N = 1,817) were

produced by more than 246 children (we could not count the
exact number due to that some speaker information is miss-
ing in CHILDES), which is a relatively large number. This
means that we did not have enough data points for most indi-
vidual children to include them as random effects. (Of all the
children, 127 each produced just one double PP structure.)

The regression model was trained to predict the original ut-
terance order (ORDER = 1). The final formula for the model
was determined with step-wise forward regression (reaching
the maximal structure with the aforementioned factors and
their interactions) by comparing the Akaike Information Cri-
terion (AIC) score of different regression models. We per-
formed logistic regression for parent data in the same way.
(In this case, the age factor for each utterance produced by
the parent corresponds to the age of their child at the time.)

In our regression models, a coefficient value significantly
larger than 0 means the factor has a positive effect on the
order. Specifically, a positive coefficient value for, e.g., lex-
ical frequency, indicates that the larger the lexical frequency
difference is between the two PPs, the more likely the more
frequent PP appears first.

Results
Regression analysis
Results derived from the optimal logistic regression model
for child data and that for parent data are presented in Ta-
ble 1. Each coefficient value can be interpreted in two re-
spects. Take dependency length as an example. It appears
that child production of the double PP construction shows a
pronounced preference for shorter dependencies (β = 0.58)
when looking at just child data; in addition, this indicates
that the larger the length difference is between the two PPs in
each structure, the stronger the tendency for the PP of shorter
length to appear closer to the head verb is. This corresponds
to previous findings in Hawkins (1990) that looked at PP or-
derings in written English yet lacked proper statistical tests.
In contrast, we found no significant effects for lexical fre-
quency and contextual predictability for child speech when
analyzing child data alone.

Table 1: Coefficient values (β) and 95% confidence intervals
(CIs) for each factor of interest in child and parent speech;
these results are based on individual optimal logistic regres-
sion models fit to child and parent data separately.

Role Factor β 95%CI
Child dependency length 0.58 (0.44, 0.73)

lexical frequency 0.11 (-0.01, 0.24)
predictability 0.08 (-0.05, 0.21)

Parent dependency length 0.46 (0.41, 0.52)
lexical frequency 0.22 (0.18, 0.26)
predictability 0.07 (0.02, 0.12)

On the other hand, when analyzing just parent data, the
three factors all have significant effects for parent production
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(Table 1). Similar interpretations can be drawn for lexical
frequency and contextual predictability as we did for depen-
dency length with child production; namely, there is a prefer-
ence for the more frequent or more contextually predictable
PP to appear first (and closer to the head verb), and that this
preference is modulated by the difference value of the par-
ticular factor between the two PPs. Looking across the three
factors, dependency length has the strongest predictive power,
followed by lexical frequency, which has a more pronounced
role than contextual predictability.

Since the results shown in Table 1 are based on separate
regression analyses of child and parent data, these results do
not speak to potential systematic differences in the effect for
each factor when comparing speaker roles (child or parent).
Thus, we combined child and parent data and performed lo-
gistic regression modeling the same way as described in the
previous section, except this time we included speaker role
(child or parent) as an additional factor. The optimal model
after step-wise regression turned out to not contain signifi-
cant interactions between speaker role and each of depen-
dency length, lexical frequency, and contextual predictabil-
ity, suggesting that there are no systematic differences in the
roles these factors play in child and parent speech. Overall,
the model showed significant effects for all three factors, in-
dicating that when considering child and parent production
together, dependency length, lexical frequency, and contex-
tual predictability have significant roles in PP ordering.

Table 2: Coefficient values (β) and 95% confidence intervals
(CIs) for each factor of interest; these results are based on
the optimal logistic regression model fit to the combination
of child and parent data.

Factor β 95%CI
dependency length 0.47 (0.42, 0.52)
lexical frequency 0.22 (0.18, 0.26)
predictability 0.06 (0.02, 0.10)

The developmental trajectory of DLM
Now we zoom into the developmental trajectory of DLM in
the double PP construction in child speech. Figure 1 con-
trasts the values of DLM ratio (DLMr) in child and parent
production within each age bin. (There were fewer than 100
instances produced by children within the age ranges of 12
to 18 months and 18 to 24 months, as well as fewer than
100 utterances by parents when children are above 72 months
old). It seems that there is no pronounced difference regard-
ing the values of DLMr across most age bins; in addition,
DLMr does not become significantly larger than 1 until chil-
dren are within the age range of 54 to 60 months. In other
words, patterns of DLM did not arise robustly in the double
PP construction before this age range, at least based on the
data that we have. At the same time, the average DLMr oscil-
lates upwards (mostly) after the age range of 30-36 months,
indicating a trend towards DLM starting that age.

When DLM emerged between 54 to 60 months in child
production, the DLMr (1.70 (1.37, 2.10)) is already com-
parable to that in parent production (1.49 (1.11, 2.00)). In
fact, the extent of DLM in this age range is also comparable
to that observed in naturalistic (telephone) conversations be-
tween adults (1.83 (1.44, 2.41)) (Liu et al., 2022), measured
from the Switchboard corpus (Godfrey et al., 1992).

To add statistical rigor to our results as well as to investi-
gate what linguistic constraints possibly lead to the varying
extents of (or lack of) DLM in different age ranges, we fit lin-
ear regression models to all the original utterances produced
by children. (Thereby this regression data did not include any
constructed structural variants as we did when predicting PP
orders.) For each original utterance, we computed its depen-
dency length difference with their structural variant, as well
as the difference values of lexical frequency and contextual
predictability between the two PPs. The regression models
predict the dependency length differences with all the other
fixed effects (and their interactions) we used when fitting lo-
gistic regression for the PP ordering preferences. The optimal
model after step-wise regression shows significant effects for
utterance length, lexical frequency, along with the pronomi-
nality and definiteness of the two PPs.

These results have several implications. First, the lack of
a pronounced effect for the age factor supports our initial de-
scriptive analysis that the preference for shorter dependencies
does not seem to depend on age. Second, the longer the ut-
terance length is, the stronger tendency there is for shorter
dependencies. Given that (mean) utterance length can also
be taken as an index of children’s developmental stage, this
suggests as children’s linguistic production develops (e.g., de-
velops to produce longer utterances), they do tend to show a
more pronounced preference for DLM, yet this is not exactly
bound by age alone. Third, the different extents of DLM also
result from the joint efforts of other factors. In particular,
there is a tendency for the PP that is closer to the head verb
to be pronominal and definite, which, accordingly, affects the
overall dependency length of the utterance.

The overall patterns for DLM across different age ranges
of children go against the findings reported in Liu and Wulff
(2023), which demonstrated strong preferences for DLM
across the developmental trajectory in children 18 months and
older. One plausible explanation is the total number of ana-
lyzable instances in child speech is much smaller for the dou-
ble PP construction in comparison to the number of dative
structures (N = 8,046) examined in Liu and Wulff (2023).
Keeping that in mind, these results also suggest the extent of
DLM is construction-specific, that between the dative alterna-
tion and the double PP construction, the preference for DLM
is possibly stronger in the former. We can speculate regarding
underlying reasons. First, the dative alternation is arguably
more syntactically complex in the sense that it includes core
arguments such as the direct (and indirect) objects, and con-
structing the structural variant for a dative structure involves
more than just simply switching the order of the constituents,
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Figure 1: DLM ratios in the double PP construction in child and parent speech; a missing error bar within a specific age bin
means there were fewer than 100 instances produced by that particular speaker role (child or parent) during that age range.

as is the case with the double PP structures. Second, because
of the multifactorial nature of syntactic orderings, other fac-
tors that influence the dative alternation, such as verb seman-
tic class and animacy, might modulate the effect of DLM.
This is to be tested via regression analysis on the dative alter-
nation, which we leave for future work.

Discussion
Using the double PP construction as the test case, we ex-
amined the roles of dependency length and parent input fre-
quency in predicting constituent ordering preferences in child
speech, relying on parent production as a reference point. We
approximated parent input frequency with two measures, lex-
ical frequency and contextual predictability. When child and
parent data was combined, the logistic regression analysis in-
dicates that all three factors have significant predictive power,
with dependency length being the most effective. In addition,
the effect for each of the three factors does not differ sys-
tematically between child and parent, suggesting that the role
of dependency length, lexical frequency and contextual pre-
dictability is not constrained by specific speaker roles.

As a way to strengthen the observations above, we took
the optimal logistic regression model derived from the com-
bination of child and parent double PP utterances, then mea-
sured its prediction accuracy for the utterances produced by
each individual speaker role. The model achieved an accu-
racy of 0.66 (out of 1) for child data, and 0.63 for parent
data. These numbers, albeit reaching a reasonable level, sug-
gest that there is still some amount of variation in the data
that is not explained or captured by the all the linguistic con-
straints investigated here; there are possibly other factors at
play that impact PP ordering preferences in child and parent
speech. Earlier work (largely on English) on the double PP
construction has also considered the traditional ordering rule
for postverbal adverbials more broadly, which is Manner be-
fore Place before Time (MTP) (Quirk & Leech, 1985); later
empirical studies (Liu, 2019; Wiechmann & Lohmann, 2013)

have confirmed this rule to have a pronounced effect in PP or-
derings. With proper manual annotations, future studies can
explore MTP as well as how it interacts with the other factors
of interest examined here for child and parent production. It
is possible that the inclusion of MTP will lead to an optimal
logistic model with more explanatory power of the PP order-
ing preferences.

Due to the relatively smaller number of child utterances
containing the double PP construction in our study, we were
unable to compare ordering preferences between child and
parent speech within individual age spans. Even the three
factors of interest do not seem to impact ordering preferences
differently in children vs. parents as described above – yet
this does not strictly address the question: at what develop-
mental stage do children’s syntactic ordering preferences start
to become more parent-like?

As a preliminary attempt (of which the results are sugges-
tive rather than conclusive because of data sparsity), we took
the optimal logistic regression model fitted to parent speech
alone and applied it to child data (Gries & Adelman, 2014)).
Our logic is if at a certain developmental stage, children’s
production starts to resemble that by parents, the model tai-
lored towards parent speech should be able to predict rea-
sonably when it comes to data produced by children dur-
ing that developmental stage. To that end, we measured the
model’s prediction accuracy for child speech within each age
bin. A higher accuracy indicates that child production during
this age range is comparatively more parent-like. The results
showed the accuracy for children under 24 months of age was
0.48 (out of 1), and 0.56 between 24 and 30 months; after-
wards, the accuracy scores increase to a relatively stable value
of 0.62. These results suggest that the age of 30 months could
be a turning point along children’s developmental trajectory
for their production of the double PP construction. With the
CHILDES database constantly growing, future work based on
more data from more children could confirm this hypothesis.
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