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ABSTRACT Automatic Feature Recognition (AFR) is considered as the key connection technique of the
integration of Computer Aided Design (CAD) and Computer Aided Process Planning (CAPP). At present,
there is a lack of a systematic method to identify and evaluate the local features of 3D CAD models. The
process information such as topological structure, shape and size, tolerance and surface roughness should be
considered. Therefore, a novel Model Based Definition (MBD) based on 3D CADmodel AFR and similarity
evaluation are proposed in this paper. A Multi-Dimensional Attributed Adjacency Matrix (MDAAM) based
on MBD is established based on the fully consideration of the topological structure, shape and size, surface
roughness, tolerance and other process information of the B-rep model. Based on the MDAAM, a two-stage
model local feature similarity evaluation method is proposed, which combines the methods of optimal
matching and adjacency judgment. First, the faces of source feature and target model are used as independent
sets to construct a bipartite graph. Secondly, supplement the vertices in the independent set of source feature
to make the number of vertices in two independent sets equal. Thirdly, based onMDAAM data, the weighted
complete bipartite graph is constructed with the face similarity between two independent sets as the weight.
Fourthly, Kuhn-Munkres algorithm is used to calculate the optimal matching between the faces of source
feature and target model. Fifthly, the adjacency betweenmatching faces in target model is judged. Finally, the
similarity between matching faces of the two models is calculated, which is used as the similarity evaluation
result. The effectiveness of this method is verified by three applications.

INDEX TERMS Automatic feature recognition, similarity evaluation, multi-dimensional attributed
adjacency matrix, weighted complete bipartite graph, Kuhn-Munkres algorithm.

I. INTRODUCTION
Automatic Feature Recognition (AFR) refers to the extraction
of feature information with specific engineering semantics
from part models. Computer Aided Design (CAD) model of
part is composed of low-level graphic elements such as faces,
lines, points and etc., while Computer Aided Process Plan-
ning (CAPP) information is generated based on high-level
features with engineering semantics, such as holes. There is a
lack of an intelligent interface for feature recognition between
CAD and CAPP. AFR can identify the corresponding struc-
tural features according to specific process requirements,
which is the basis of process design and the most impor-
tant step to transform design information into manufacturing
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process information. With the help of AFR, structure features
can be identified according to specific process information,
which is considered the most crucial technique to turn design
information into manufacturing process [1].

In recent years, research in feature recognition has received
significant attention, but the traditional research on feature
recognition mainly focuses on the topological structure and
face geometry of the model, without considering its process
information. If the surface roughness and tolerance level of
twomodels with identical topological structure and geometric
dimension have a significance difference, their machining
process may be completely different. Therefore, in the pro-
cess of feature recognition and similarity evaluation of work
pieces, it is necessary to consider their process information
such as surface roughness and tolerance of the main faces in
addition to topological structure and shape size.
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The traditional CAD model only records the topological
structure, shape and geometry information, but cannot obtain
the process information. Model Based Definition (MBD) is a
model-based method for defining product data. Based on the
topological structure and geometric data of the model itself,
process information such as surface roughness, tolerances
and annotations are added. Therefore, MBD based 3D CAD
model similarity evaluation can not only solve the problem of
model appearance similarity evaluation, but also can compare
the process information of models, which expands the scope
of information comparison and makes the model comparison
result more accurate.

Based on the similarity of appearance and process, this
paper proposes to address the problems of identifying similar
local feature in target model and evaluating the similarity
with source feature. The model from which local feature is
searched is called target model, the model used for compar-
ison is called source model, and the local feature used for
comparison in source model is called source feature. First,
the information set of the B-rep representation of source
feature and target model is extracted, and then theMBDbased
Multi-Dimensional Attributed Adjacency Matrix (MDAAM)
is constructed. Secondly, the faces of source feature and
target model are taken as independent sets respectively, and
the similarity between the faces of above two independent
sets is taken as the weight to establish weighted complete
bipartite graph. Thirdly, Kuhn-Munkres algorithm is used to
find the optimal matching between two independent sets, and
the adjacency between faces retrieved from the targetmodel is
determined. Finally, the similarity of matching faces between
source feature and target model is evaluated.

The issues discussed in this article can be concisely
described as follows. A face group is selected from source
model as the source feature, and then the feature which is
the most similar to the source feature is found from the
target model as the local feature to be retrieved. At last, the
similarity between source feature and local feature retrieved
from the target model is calculated.

The remainder of the paper is organized as follows.
Section 2 reviews the literature relating to feature recognition.
In Section 3, method of information extraction from MBD
based B-rep representative is introduced. In Section 4, MBD
based MDAAM is constructed. In Section 5, MDAAM based
AFR method and similarity evaluation method are proposed.
The proposed methods are validated through a case study in
Section 6, followed by conclusions in Section 7.

II. LITERATURE REVIEW
In order to identify the characteristics of different kinds
of CAD models automatically, active research in the field
of AFR has developed numerous techniques and systems,
such as syntactic pattern recognition [2], artificial neural
network [3], shape signatures [4], graph-based, rule-based,
hybrid approach, etc. But some of the techniques have not
been fully developed because of their limitations. For exam-
ple, syntactic pattern recognition approach uses string based

pattern recognition and natural language processing, with
which it is difficult to express complex topological and geo-
metrical structure of 3D models.

A. GRAPH-BASED FEATURE RECOGNITION
Graph-based feature recognition is one of the most studied
methods [5]. It is difficult to identify features directly from
the raw form elements directly extracted from the model.
It is necessary to construct high-level semantic information
as the basis of feature recognition by using the adjacency
relationship between the faces in model and the attributes of
each component element. So, in order to facilitate the recog-
nition process, the concept of Attributed Adjacency Graph
(AAG) built on the underlying B-rep is proposed by Joshi and
Chang [6]. AAG is constructed by mapping model faces with
vertices and mapping intersection lines between faces with
edges, which is used to represent the topological structure
and basic shape properties of the model. AAG is defined as a
graph G= (N, A, T), where N is the set of nodes, A is the set
of arcs and T is the set of attributes to arcs and the relationship
between faces. The representation of AAG in computer can be
a matrix, which is Attributed Adjacency Matrix (AAM) [7].
AAM is expressed as M = (C, R, A[C,R]), where C is the
set of columns, R is the set of rows, and A[C, R] is the set of
predicates of joint element in the matrix. C and R are mapped
to faces and A[C, R] is mapped to joint element, which is used
to express the relationship between faces.

Later, with the help of AAG and AAM, scholars have
done a lot of work on feature recognition and similarity
comparison. For example, Liu et al. [8] proposed a method
to address the problem of extracting the Maximum Turnable
State (MTS) with a AAG decomposition strategy. The fea-
ture recognition problem is handled by matching the feature
shape descriptors with the descriptors of local element com-
binations out of the delta volume mesh. El-Mehalawi and
Allen Miller [9], [10] proposed a kind of attributed graph to
represent STEP format model, in which the nodes correspond
to the surfaces of component, the links correspond to the
edge and the attributes represent some primitive attributes of
faces or edges. On the base of attributed graph, a method
of retrieval and matching models is introduced by, which
describes the topology of the model with nodes and arc, and
depicts some limited shape information with attributes. Com-
parison between models is accomplished based on comparing
the nodes’ surface type, the nodes’ number of edges, and on
the edge compatibility.

In the aspect of model local identification and similarity
evaluation, Zhang et al. [11] proposed a typical structure
mining and similarity evaluation method of 3D model based
on simulated annealing. By extracting the type of model
edge, the angle between faces and the convexity of the edge,
AAG and its association graph are constructed. The simulated
annealing algorithm is used to detect the maximum clique
in the association graph, so as to realize the mining and
similarity comparison of typical structures. Liu et al. [12]
proposed a hybrid feature recognition method based on graph
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decomposition and feature factor clustering. By decom-
posing AAG into Minimum Attributed Adjacency Graph
(MAAG), the difficulty of cross feature recognition is
avoided. By matching MAAG with pre-defined feature ele-
ments, feature factors are obtained, and the feature factors
satisfying certain rules are clustered into composite features,
thus the machining features of cylinder parts can be effec-
tively recognized. However, the pre-defined feature elements
in this method are mainly for rotary features, so the recogni-
tion range is limited.

In the aspect of overall similarity comparison,
Wang et al. [13] used weighted bipartite graph optimal
matching method to evaluate the overall similarity of 3D
CAD model. The model surfaces to be compared are divided
into different classes, and each type of face is matched respec-
tively. And then, the model similarity value is obtained by
adding the optimal matching values of various types of faces.
When calculating the similarity between faces, only basic
parameters, such as face area, shape, side length, are con-
sidered, and the model cannot be evaluated comprehensively.

B. RULE-BASED FEATURE RECOGNITION
Rule-based feature recognition is another most studied
method. According to the predefined rules that are charac-
teristic to the feature, rule-based system uses algorithms to
recognize features from models. Scholars have done a lot
of work on it. For example, Oussama et al. [14] proposed a
rule-based method to recognize rotational features. In order
to development an automatic classification of product shape
information, Zehtaban and Roller [15] utilized AFR approach
to retrieve design models. A rule-based feature recogni-
tion method based on Opitz coding system was proposed
for the automatic classification, and the final result of this
model implies a predefined group of features. Campana and
Mele [16] represented one rule-based approach of feature
recognition for Design for Additive Manufacturing (DfAM).
Geometrical entities are defined as graph-based representa-
tion, which is used for comparison with rules of DfAM to
find the possible critical issues for manufacturability.

But for rule-based feature recognition method, it is neces-
sary to formulate predefined rules for each class of features to
be identified, and the definition of feature rules is not unique,
and traditional rule-based feature recognition methods are
computationally expensive. In addition, it is quite challenging
for intersecting features [17].

C. HYBRID APPROACH FOR FEATURE RECOGNITION
Combining the advantages of single conventional feature
recognition method, such as graph-based, rule-based, hint-
based, schema, grammar, knowledge-based and so on, hybrid
approach can overcome the limitations of single recogni-
tion method and there are many examples of successful
applications.

For example, Guo et al. [18] and Sunil et al. [19] indepen-
dently proposed the graph and rule-based hybrid 3D feature
recognition for recognizing machining features. Based on

graph-based feature recognition method, Li et al. [20],
Gao et al. [21], Rameshbabu and Shunmugam [22] combined
the methods of heuristic rules, hint-based and volume sub-
traction techniques respectively to propose hybrid approach
for complex features.

Fougères and Ostrosi [23] adopted a hybrid schema, gram-
mar and graph, to represent a feature. A grammar is defined
by a 4-tuple to express knowledge and intelligence, and a
topological and geometric entity graph is used to represent the
topological and geometric relation of a feature. Feature recog-
nition is carried out by multi-agent system and performs three
stages: regioning, virtual extension and feature identification.
Borkar and Puri [24] proposed a system of Feature Extrac-
tion (FE) for 3D components, which is a hybridization of
volume decomposition and knowledge-based approach based
on artificial intelligence planning. Li et al. [25] proposed a
hybrid AFR method to recognize intersecting features with
planar faces and quadric surfaces, which is a combination of
hint-based, AAG and ANN.

D. OTHER FEATURE RECOGNITION METHODS
In addition to the above traditional feature recognition meth-
ods, many scholars have made other attempts and achieved
satisfactory results.

For example, Zhang et al. [26] and Shi et al. [27] pro-
posed the deep learning framework of feature recognition
respectively. The former uses Deep 3D Convolutional Neural
Networks (3D-CNNs) termed FeatureNet to learn machin-
ing feature from CAD models of mechanical parts, and the
latter adopts Multiple Sectional View (MSV) representa-
tion for feature recognition. Gao et al. [28] and Wang [29]
employed optimization algorithm, such as ant colony search-
ing algorithm and wavelet transform of surface boundary,
to search the optimal facematching sequence between the two
models. Kim et al. [30] and Bespalov et al. [31] suggested
volume decomposition methods for feature recognition.
Kim et al. employed non-overlapping volume decomposition
to overcomes the problem of overlap of decomposed volumes
and Bespalov et al. proposed a Scale-Space decomposition
method to decompose 3D model into k sub-features to sup-
port matching and content-based retrieval of solid models.

Shi et al. [32] presented a feature recognition method using
Heat Kernel Signature (HKS) for manufacturability analysis
in Additive Manufacturing (AM). The proposed approach
can identify geometric features and manufacturing constrains
of different shapes. Al-wswasi and Ivanov [33] proposed a
smart interactive automatic feature recognition methodology
for recognizing the features of rotational parts, based on
the extraction of the features’ geometrical and topological
information. Woo and Kim [34] introduced one approach of
protrusion feature recognition using a quantitative measure of
orthogonal bounding factor (OBF). Yeo et al. [35] suggested
a method of feature recognition to generate a measurement
path for 5-axis On-machine measurement (OMM). Based on
the surface to generate an optimal measurement path, the
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coordinates are input at the position where the user desires
to measure and the features are recognized.

E. DISCUSSION
The core of the above AFR method is to compare the pre-
defined features or rules with target model to obtain the
similar local features in target model. However, there is
not one library of predefined features that can include all
the possibilities of features, which could exist in a model.
So, those methods are limited to the recognition of only a
specific set of predefined features [1].

When compared with the predefined features in feature
library, AAG only needs to express the adjacency relationship
between faces and the angle relationship between faces, such
as the convex or concave angle between two faces. According
to the connection relationship between model faces, AAM is
constructed and some graph theory related algorithms, such
as subgraph isomorphism and optimal matching of complete
bipartite graph, can be employed to compare the defined
models in the model base and identify local features in target
model.

Different from the above, in order to identify local feature
from target model, it is necessary to define the face adjacency
relationship of models, as well as other data such as shape,
size, process information, etc. In traditional AAM, only topo-
logical information and primitive attribute information is
recorded. When comparing source feature with target model,
due to the lack of information, especially the process informa-
tion such as tolerance and surface roughness, it is impossible
to judge the process similarity of models. So, it is difficult
to accurately identify the local features similar to the source
features from target model and evaluate their similarity.

If there is not enough basic information, themodel recogni-
tion will cause a deviation. As shown in Fig.1, the topological
structures of the two hexahedrons in (a) and (b) are the same,
but their shapes are quite different. However, according to
the above method, when the traditional AAM is used to
evaluate their similarity, their AAG and AAM are the same,
as shown in (c) and Formula (28). So, the similarity of the
two models is 1, but this is obviously not the case. Therefore,
it is necessary to make a further comparison based on the
more detailed model information to evaluate the similarity
accurately.

AAM =


A 1 0 1 1 1
1 B 1 0 1 1
0 1 C 1 1 1
1 0 1 D 1 1
1 1 1 1 E 0
1 1 1 1 0 F

 (1)

The main purpose of AFR between two models is to
compare their manufacturability and provide data basis and
premise for Automatic Computer Aided Process Planning
(ACAPP). The machining method is determined by the pro-
cess information such as tolerance and surface roughness,
which is also an important factor to be considered in the

FIGURE 1. Traditional AAG based similarity evaluation.

process of feature recognition. Even if the topological struc-
ture and geometric shape of models are identical, there may
be significant differences in processing technology due to
different surface machining accuracy. It can be seen that there
is no systematic and complete method to accurately retrieve
model feature, especially in the aspect of process similarity.
Based on the above research, a new feature recognition and
similarity evaluationmethod is established by considering the
topological structure ofmodel, the type and shape of elements
such as face and edge, as well as the process information such
as tolerance and surface roughness.

III. MBD BASED B-REP MODEL
INFORMATION EXTRACTION
Automatic extraction of model information is not only the
data basis of feature recognition, but also the key of accurate
model similarity evaluation. The previous research on auto-
matic feature recognition and model similarity inspection has
done a lot of work in the extraction of key information such
as model topological structure and element shape, but details
such as dimension, tolerance and surface roughness of model
faces cannot be extracted.

The expression of model is the basis of data extraction.
In this paper, MBD based model is used as the data basis
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of feature extraction and similarity judgment. As a model-
basedmethod for product lifecycle data definition,MBD adds
tolerance, annotation and other process information on the
basis of model topology and geometric data [36]. Therefore,
the comparison and evaluation of process information can be
added to feature recognition, which can improve the accuracy
of feature recognition. At present, MBD has become a com-
mon model definition method. As early digital product def-
inition standard, the definition rules of digital product were
defined in ASME Y14.41, and then MBD product definition
method was also defined in ISO 16792. In order to facilitate
the standardized storage and reading of MBD data, STEP
product digital standard is defined in ISO 10303 AP242 to
managemodel-based 3D engineering. According to the above
product definition rules and product expression methods,
most 3D software corporations have established data conver-
sion interface for neutral format STEP, and also developed
corresponding customized development tools, such as Creo
toolkit of Creo software, UG Open provided by UG software,
CATIA CAA of CATIA software, etc.

The extraction ofmodel information inMBD is the founda-
tion and key of automatic feature recognition. However, the
existing 3D models are completed by different commercial
CADmodelers. In terms ofmodelingmethod and data storage
format, each type of software has its own proprietary data
formats, which leads to the interoperability and CAD/CAM
integration problems [37]. Therefore, it is difficult to find a
general direct extraction method of 3D model information.

Although different kinds of models have different data
structures, their expression schema is basically stable, mainly
including CSG and B-rep [38]. Model is expressed with many
small cubes in CSG schema, with which it is not easy to
express the model with complex shape, so CSG is less used
in the current 3D model system [39]. B-rep schema has been
dominant because it uniquely defines the faces and their
patterns in a solid, which represents topological structure of
models in the form of a relational model.

At present, most modeling software supports B-rep schema
representation. In B-rep schema, models are represented with
faces, which are bounded by sets of edges. A group of
adjacent bounded surface elements is applied to express the
boundary of models.

There are two methods to extract the information of MBD
based B-rep model. The first is to extract information by
reading the STEP neutral format file of the model [40], [41],
and the second is to utilize customized development tools
provided by commercial CAD modeler [42]. Here we use
the latter to establish the method of automatic model data
extraction, which is used to construct the data basis of model
feature recognition and similarity comparison. In this paper,
taking Creo as an example, through its customized develop-
ment tool Creo Toolkit, we extract the information of topol-
ogy, geometry, tolerance and surface roughness from model
to provide data basis for feature recognition and similarity
evaluation.

A. EXTRACTION OF MODEL TOPOLOGICAL
STRUCTURE INFORMATION
Topological structure is a graph that represents the rela-
tionship between faces and lines. The topological structure
information of a model represents the connection between
the faces and edges, which expresses its basic shape. It is
the primary content of feature recognition and similarity
evaluation. The main functions involved in Creo Toolkit are
shown in Table 1.

TABLE 1. Functions related to model topological information.

B. EXTRACTION OF MODEL GEOMETRIC INFORMATION
The geometric information of MBD model mainly refers
to the geometric shape, face area and line length of model.
Here, the geometrical shape and area of faces, the shape and
length of lines are extracted. The main functions involved in
Creo Toolkit are shown in Table 2.

TABLE 2. Functions related to model geometry information.

C. EXTRACTION OF TOLERANCE AND
SURFACE ROUGHNESS
MBD model records the process information such as toler-
ance and surface roughness, which represents the process
characteristics of the model. Here, size tolerance, form toler-
ance and surface roughness are extracted and processed. The
main functions in Creo Toolkit are shown in Table 3.

IV. CONSTRUCTION OF MBD BASED MODEL
REPRESENTING METHOD
MBD model contains not only topology and shape informa-
tion, but also process information such as dimension, tol-
erance, annotation and etc. It is the premise of AFR and
similarity evaluation to extract and express this information
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FIGURE 2. MDAAM of 3D model.

TABLE 3. Functions related to tolerance and an notation.

in multidimensional and multi-level form. In order to express
the MBD based information set comprehensively and clearly,
based on AAG and AAM, MDAAM is proposed to represent
MBD based model, which describes the topology, geometry,
process and other information of the model with multiple
matrices. TheMDAAMprovides data basis for later AFR and
similarity evaluation, as shown in Fig. 2.

In the preceding MDAAM, TM is the geometric carrier of
the model, and its diagonal elements express faces and non
diagonal elements express the lines between surfaces. On the
base of TM, SM and GDM represents the shape of faces

and lines. Their diagonal elements stand for the shape and
area of the corresponding face in TM, and the non diagonal
elements express the shape and length of the model lines.
SRM and FTM express the face roughness and shape toler-
ance, and the corresponding tolerance values are expressed
by its diagonal elements.

Before feature recognition, first extract the model informa-
tion of faces and lines to construct TM, and then, according to
the ID in TM, traverse their shape parameters, roughness and
shape tolerance to construct MDAAM, which provide data
basis for later AFR and similarity evaluation.

A. ESTABLISHMENT OF TM
The topological structure of model represents the connection
relationship between faces and their intersection lines, which
is the most important reference for model AFR and similarity
evaluation. B-rep schema of a model records its detailed
information about topological structure, so model topology
can be established by extracting the information from its
B-rep schema. With the help of graph theory, model faces
are represented by vertices of the graph, and the intersection
lines between faces are represented by connecting edges
between vertices. Together with the attribute value reflecting
the shape of face or line, AAG is constructed to represent the
topological structure of model. In order to facilitate the use
of model data, AAM is established by taking the vertices in
AAG as diagonal elements and the edges between vertices as
non diagonal elements.
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FIGURE 3. Revolution, cylinder and their AAG.

In the process of constructing AAG, the connection edges
between model faces should be processed first. The faces
of industrial products mainly include planar plane, revolv-
ing surface, cylindrical surface and other types of surfaces.
In the B-rep schema of a model, a revolution or cylinder is
composed of two parts, as shown in Fig. 3 (a) and (b). When
extracting its information, it will be dealt as two faces [43].
According to the preceding information reading method from
B-rep schema model, the AAG of the above two models
is shown in Fig. 3 (c). However, the vertices connected by
edges ° and ± in the graph are both C and D, so the
AAM cannot be established directly because of the multiple
edges.

In terms of the surface formation method, for the revolving
surface shown in Fig. (a) and the ruled surface shown in
Fig. (b), the intersection lines of the two half surfaces in
B-rep schema are its generatrix on model surface. Therefore,
the shape and size of two intersection lines in the surface of
revolution or cylinder are exactly the same. For the conve-
nience of representation and operation, the two intersection
lines are simplified to one edge. The simplifiedAAG is shown
in Fig. 3(d). After the preceding simplification, the AAG of
the model with cylinder or revolution will no longer include
multiple edges, which ensures the uniqueness of intersec-
tion lines of the two surfaces. The AAM established from
Fig. 3 is shown in Formula (29), which is an upper triangular
matrix.

AAM =


A 0 ¬ ­

B ® ¯
C °

D

 (2)

According to the preceding method of establishing AAM,
the first dimension matrix of MDAAM is established as

shown in Formula (13), which is used to represent the
topological structure of the model.

TM=



FT 11 ET 12 · · · ET 1i · · · ET 1n
FT 22 · · · ET 2i · · · ET 2n

. . .
...

. . .
...

FT ii · · · ET in
. . .

...

FT nn


(3)

where, the diagonal elements in the matrix FT ii (i = 1,
2, . . . , n) represent the ID of model faces. Other elements
ET ij (i, j = 1, 2, . . . , n) represent the ID of intersection
lines between faces. When faces do not intersect, the value
is assigned to zero.
The above TM can be completed by traversing the faces

and edges of model, and then retrieving the adjacent faces of
model edges. Its pseudo code is as shown Algorithm 1.

B. ESTABLISHMENT OF SM
The elements in SM and those in the same position in TM
represent the same element, which represents the shapes of
the faces and edges in model. SM is the second dimension
matrix of MDAAM, which is also an n-order square matrix.
n represents the number of faces in the model. SM is as
follows,

SM =



SS11 ES12 · · · ES1i · · · ES1n
SS22 · · · ES2i · · · ES2n

. . .
...

. . .
...

SS ii · · · ES in
. . .

...

SSnn


(4)

where, the diagonal elements in the matrix SS ii (i = 1,
2, . . . , n) represent the faces of the model, and different val-
ues are assigned according to different types of faces. The
definition is shown in Formula (5). Other elements represent
the intersection lines between faces. When faces do not inter-
sect, the value is assigned to zero. When face intersects with
other one, different values are assigned according to the type
of intersection line, as shown in Formula (6).

SS ii =



1 plane
2 cylindrical
3 cone
4 torus
5 spline
6 others

(i = 1, 2 . . . n) (5)

VOLUME 9, 2021 150409



S. Ding et al.: MBD Based 3D CAD Model Automatic Feature Recognition and Similarity Evaluation

Algorithm 1 The Construction of TM
1. Input:MBD based model
2. Output: TM of the model
3. /∗ The information of faces and edges is extracted and written into array F[]

an E[][]∗/
4. surface[]← ProSolidSurfaceVisit ( ) //Traverse all the faces of the model
5. snbr← ProArraySizeGet ( ) //Get the number of faces in the model
6. define F[snbr] //Store the information of model faces. F[i]← ID of No.(i+1)

face
7. define E[m][3] //Store the information of model edges. m is big enough and

stands for the number of edges. E[i][0]← ID of No.(i + 1) edge; E[i][1]←
ID of the first neighbor face of No.(i + 1) edge; E[i][2]← ID of the second
neighbor face of No.(i+ 1) edge

8. for (i = 0; i < snbr; i++) do //Traverse all the faces of the model
9. F[i]← ProSurfaceIdGet ( ) //Get the ID of No.(i+ 1) face
10. contour[]← ProSurfaceContourVisit ( ) //Traverse the contour of current face.

Output: array of contour
11. c← ProArraySizeGet ( ) //Get the number of contour[]. Input: contour[]
12. for(j = 0; j < c; j++) do //Read all the edges from current contour
13. edge[]← ProContourEdgeVisit ( )//Traverse all the edges from current con-

tour. Output: array of edges
14. e← ProArraySizeGet ( ) //Get the number of edge in edge[]
15. for (k = 0; k < e; k ++) do //Read the information of edge from

its handle
16. EID← ProEdgeIdGet () //Get the ID of current edge
17. NSID1 and NSID2← ProEdgeNeighborsGet ( )//Get the ID of

neighbor faces
18. cursnbr← the number edges in current E[m][3]
19. y← 0
20. for (x = 0; x < cursnbr; x ++) do// Judge if the current edge is

written or multi-edge
21. if (EID==E[x][0]) then //The current edge has already been

written
22. break
23. end if
24. if ((NSID1==E[x][2]&&NSID2==E[x][3]) ||

(NSID1==E[x][3]&&NSID2==E[x][2])) then //multi-
edge

25. break
26. end if
27. y++
28. end for
29. if(y==cursnbr) then // Write the edge
30. E[k][0], E[k][1], and E[k][2]← EID, NSID1 and NSID2
31. end if
32. end for
33. end for
34. end for
35. /∗Construct TM according the preceding information∗/
36. /∗define TM[snbr][snbr] and its initial value is 0∗/
37. for (i = 0; i < snbr; i++) do//Write the information of faces to TM
38. TM[i][i]← F[i]//Store the ID of No.(i+ 1) face to TM[i][i]
39. end for
40. enbr← the number of edges in E[m][3]
41. for (j = 0; j < enbr; j++) do //Read the information of edges and write them

to TM
42. for (u = 0; u < snbr; u++) do
43. if(F[u]==E[j][1] || ( F[u]==E[j][2])) then//The ID of No.(u+ 1)

face is the same as the ID of one neighbor face of No.(j+ 1)
edge

44. for (v = 0; v < snbr; v++) do
45. if(F[v]== E[j][1] || ( F[v] == E[j][2])) then// The ID of No.(v+ 1)

face is the same as the ID of the other neighbor face of
No.(j+ 1) edge

46. TM[u][v]← E[j][0]//Write the ID of No.(j+ 1) edge to the TM element
of No.(u+ 1) row, No.(v+ 1) column

47. endif
48. end for
49. end if
50. end for
51. end for

ES ij =



1 point
2 line
3 arc
4 circle
5 spline
6 ellipse
0 don’t intersect

(i, j = 1, 2 . . . n) (6)

For the MBD model created by Creo, the two functions
of ProSurfaceTypeGet( ) and ProEdgeTypeGet( ) are used to
obtain the types of faces and edges respectively, and then the
formulas (5) and (6) are used to convert them into integer.
At last, write the integer to SM in the same position as TM.

C. ESTABLISHMENT OF GDM
The area of faces and length of intersection lines are the
important factors to express the appearance of the model.
They are also one of the details that need to be considered
in the process of AFR, and important reference for similarity
evaluation. It is the third dimension of MDAAM to use GDM
to express the parameters of faces and lines of the model. Its
definition is shown as follows,

GDM =



SGD11 EGD12 · · · EGD1i · · · EGD1n
SGD22 · · · EGD2i · · · EGD2n

. . .
...

. . .
...

SGDii · · · EGDin
. . .

...

SGDnn


(7)

where, the diagonal elements in the matrix SGDii (i = 1,
2, . . . , n) represent the area of the faces, which can be
obtained by using the customized development function
of software. For example, for a model created by Creo,
the area of a face can be obtained with the help of
ProEdgeLengthEval ( ) function. Non diagonal elements
EGDij (i, j = 1, 2, . . . , n) represent the length of intersection
lines between faces. If two faces do not intersect, the element
value is 0. For the model created by Creo, the length of a
line can be obtained with the help of ProEdgeLengthEval ( )
function.

D. ESTABLISHMENT OF SRM
The roughness of machined face reflects the machining qual-
ity of mechanical parts, which is an important symbol of its
quality grade. For the faces with different roughness, their
processing technology are different, and different machine
tools and processing methods will be used in process plan-
ning. SRX records the roughness of the mating faces and
other important surfaces, so the non diagonal elements are
zero, and it is a diagonal matrix, shown as follows,

SRM =



SR11
SR22

. . .

SRii
. . .

SRnn


(8)

where, the matrix diagonal elements represent roughness of
faces. For a face, if the surface roughness is obtained, its value
is the roughness value; if the roughness cannot be retrieved,
its value is zero. For the model created by Creo, surface
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roughness array is retrieved with the help of ProSolidSurffin-
ishVisit ( ) function, and then obtain the value of roughness
using ProSurffinishValueGet ( ) function and get the face
reference where the roughness lies by ProSurffinishRefer-
encesGet ( ) function.

E. ESTABLISHMENT OF STM
Size tolerance reflects the machining accuracy of parts and
thematching properties of assemblies. For parts with different
tolerance grades, the processing complexity and cost are also
different. Therefore, size tolerance is also a factor to be con-
sidered in the process of AFR and similarity evaluation. For
most models, the assembly tolerance between hole and shaft
is the key factor, so here we mainly consider the tolerance
grade and deviation of hole and shaft. Such tolerance only
exists on rotary surface, so STM is a diagonal matrix, which
is defined as follows,

STM =



ST 11
ST 22

. . .

ST ii
. . .

ST nn


(9)

where, elements ST ii (i = 1, 2, . . . , n) represent the size
tolerance of revolving surface, which are character data and
consist of four characters. The first two are letters, indicating
fundamental deviation, and the last two are numbers, indi-
cating tolerance grade. Its value is generally between 05-12,
which is consistent with the tolerance grade of common hole
and shaft fit. For example, the size tolerance of ϕ100H7 is
expressed as 0H07. If there is no tolerance requirement on
the surface, the value is 0000.

F. ESTABLISHMENT OF FTMG
Form tolerance determines the main machining methods of
part surface, and it is also one of the references for AFR
and similarity evaluation. Here six types of form tolerance is
utilized: straightness, flatness, circularity, cylindricity, Profile
of a line and profile of a surface. All of these tolerances are
applied to model faces, so the matrix is diagonal. In the actual
modeling process, some faces may have more than one kind
of shape tolerance based on process requirements. Therefore,
each element of the shape tolerance matrix is defined by a
six-dimensional array, which is called FTMG. Its definition
is as follows,

FTMG=



FT 11(6)
FT 22(6)

. . .

FT ii(6)
. . .

FT nn(6)


(10)

where, the elements FT ii (6) (i = 1, 2, . . . , n) represent the
form tolerance array of model face, and 6 is the dimension of
the array. Array elements consist of form tolerance types and
their values, which are defined as follows,

FT ii (j) =



ST ∗∗ straightness
FL ∗∗ flatness
CI ∗∗ circularity
CY ∗∗ cylindricity
PL ∗∗ profile of a line
PS ∗∗ profile of a surface
0 no form tolerance

(j = 1, 2 . . . , 6) (11)

where, ST, FL, CI, CY, PL and PS stand for tolerance types,
and ∗∗ are tolerance values.

V. MDAAM BASED MODEL LOCAL FEATURE
RECOGNITION AND SIMILARITY EVALUATION
On the basis of the above mentioned MDAAM information
set, a two-stage local feature recognition and similarity eval-
uation method combining optimal matching and adjacency
judgment is proposed. Bipartite graph is constructed based
on the independent sets formed from the faces of source
feature and target model. And then, based on MDAAM, the
similarity of each pair of vertices between source feature and
target model is calculated, which is used as the weight of
the connecting edge of bipartite. With the preceding indepen-
dent sets and weight, weighted bipartite graph is constructed.
The Kuhn-Munkres algorithm is utilized to find the optimal
matching between source feature and a local feature of the tar-
get model, in which the sum of matching degree is the highest
among all matching schemes. Then, adjacency judgment is
made for the optimal matching local face set of target model,
so as to exclude isolated faces and ensure the continuity of the
retrieved faces. Finally, the similarity of the optimal matching
faces between the local feature of target model and the source
feature is calculated to complete the similarity evaluation.

In this paper, the following rules are formulated for the
evaluation of face similarity between models:

Rule 1: The similarity evaluation between models includes
appearance evaluation and manufacturability evaluation. The
former refers to the evaluation of the similarity of topological
structure, shape of face and edge, and all kinds of sizes
between models. The latter refers to the evaluation of the sim-
ilarity of process information such as machining tolerance,
surface roughness and etc.

Rule 2: If the types of the matching faces are different,
the similarity between the two faces is considered to be
zero. Only faces of the same type have non-zero similarity
coefficients.

A. CONSTRUCTION OF WEIGHTED COMPLETE
BIPARTITE GRAPH
In order to express the similarity between the faces of source
feature and target model, a bipartite graph G is established
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with the faces of the two models as independent sets and the
path from the face of source feature to the face of target model
as edge, which is shown as follows,

G = (VS ,VT ,E) (12)

where, VS is the independent set established with the source
feature faces as vertices, VT is the independent set established
with the target model faces as vertices, and E is the edge set
between VS , and VT .

In general, the number of vertices in source feature is less
than that in target model. Therefore, it is necessary to add
supplementary faces to the independent set of source feature,
so that the number of vertices in the two independent sets is
equal.

Complete bipartite graph is constructed by adding connect-
ing edges established from each face in the independent set
of source feature to all the faces in independent set of target
model. If the number of supplementary faces added is h, then
there is,

|VS | + h = |VT | (13)

where, |VS | is the number of vertices in the independent set
of source feature, that is, the number of source feature faces.
|VT | is the number of vertices in the independent set of target
model.

The weight of each edge in the bipartite graph is calculated
based on the face similarity between source feature inde-
pendent set and target model independent set. When doing
this, the main factors considered include the type similarity
TY, shape similarity SH, surface roughness similarity SR,
size tolerance similarity ST and form tolerance similarity FT
between source feature and target model. In order to ensure
the practical application significance of similarity matching,
the type similarity between matching faces is the first factor
to be considered. According to preceding rule 2, if the types
of faces do not match, the similarity between matching faces
is regarded as zero.

According to the preceding rules, the similarity weight
between faces is divided into two parts: type weight and
similarity weight. The calculation formula is as follows,

ω(S,T ) = ωTY × ωSim (14)

where, ω(S,T ) is the weight of a path from a face of source
feature to a face of target model. ωTY is type weight, which
represents the type weight of the matching faces, and its value
is shown in formula (15). ωSim is the similarity weight, which
represents the similarity weight of the matching surface, and
its definition is shown in Formula (16)

ωTY =

{
1 When face type is the same
0 When face type is different

(15)

ωSim = A× ωSH + B× ωSR + C× ωST + D× ωFT (16)

where, ωSH , ωSR, ωST and ωFT represent shape similarity,
surface roughness similarity, size tolerance similarity and
form tolerance similarity between matching surfaces, and

constants A, B, C and D represent the weight coefficients
of the above four similarities respectively. According to the
different research purposes, the weight coefficients take dif-
ferent values. As shown in Table 4, when evaluating the
similarity of local features of the model, if only appearance
evaluation is carried out, the weight of A is taken as 1, and the
weights of B, C and D are taken as zero, which indicates that
the similarity is only affected by appearance. When process
similarity evaluation is conducted, each weight is taken as
the average value, which indicates that appearance, surface
roughness, size tolerance and form tolerance play an equally
important role in similarity evaluation.

TABLE 4. The value of weight coefficient.

Literature [44] introduces a normalized measure to detect
the difference between two values. The difference between
two variables A and B is shown as follows,

d (A,B) =
|A− B|

max(A,B)
(17)

where, the result of d (A,B) is a value between 0 and 1,
indicating the difference between A and B.

In order to measure the similarity between the two ele-
ments, based on the preceding Formula (17), construct the
following formula,

s (A,B) = 1− d(A,B) (18)

where, s(A,B) represents the degree of similarity between
A and B, with values between 0-1. The more similar A is
to B, the closer the value is to 1. When A is equal to B, its
value is 1.

According to the above elements similarity evaluation
method, based on the attribute information extracted from
model, the appearance similarity ωSH between models is
constructed as follows,

ωSH =

(
1−

|AS−AT |
max (AS ,AT )

)
×

(
1−

|CS−CT |

max (CS ,CT )

)
×

(
1−

|NS−NT |

max (NS ,NT )

)
(19)

where, AS and AT , CS and CT , NS and NT represent the
area, perimeter, and number of edges of the matching surface
between source feature and target model, respectively. The
area of each surface is read directly from the diagonal ele-
ments of GDM SGDii (i= 1, 2, . . . , n) shown in Formula (4).
The perimeter of No.i face is the sum of values of the non
diagonal elements in the No.i row of GDM. The number of
edges of No.i face is the number of non diagonal elements
with non-zero values in No.i row of GDM.

Surface roughness and size tolerance are important pro-
cess information and the basis for the similarity judgment
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FIGURE 4. Weighted complete bipartite graph.

of model processing technology, which directly determines
the machining equipment such as machine tools, fixtures and
other processing equipment used in the product processing
process. The similarity calculation of surface roughness and
size tolerance are shown in Formula (20) - (21) respectively.

ωSR =



1−
|SRS−SRT |

max (SRS , SRT )
Both faces have roughness

1
None of the faces has roughness

0
One of the faces has roughness

(20)

ωST =



1−
|ST S−ST T |

max (ST S , ST T )
Both faces have sizetolerance

1
None of the faces has size tolerance

0
One of the faces has size tolerance

(21)

In Formula (20), ωSR is the similarity value of surface
roughness between faces. SRS and SRT are the surface
roughness of matching faces in source feature and target
model respectively. In Formula (21), ωST is the similar-
ity value of size tolerance between faces. ST S and ST T
are the size tolerance of matching faces in two models
respectively.

Form tolerance is another important manufacturability
parameter of a part, and a face may contain several

form tolerances. According to the six kinds of form toler-
ances commonly used in the process of mechanical part
design, its similarity calculation formula is constructed as
follows,

ωFT =
1
h
×

∑h

i=1
[1− d (FT Si,FT Ti)] (22)

where, ωFT represents the value of form tolerance similarity
between two faces, h represents the number of form tolerance
contained in the matching face, h ≤ 6, and i represents the
serial number of form tolerance. di (FT Si,FT Ti) represents
the difference between the two values of the No. i form
tolerance, and its definition is (23), as shown at the bottom
of the page, where, FT Si and FT Ti stand for the value of
the No. i form tolerance in source feature and target model
respectively.

According to the definition of bipartite graph in For-
mula (29), as well as the preceding definition of edge weights
on model faces, a weighted complete bipartite graph is estab-
lished, as shown in Fig. 4. In the figure, the source feature
contains m faces and the target model contains n faces.
In order to ensure the equal number of the two model faces,
h supplementary faces are added to the source feature. Taking
the faces of source feature and target model as independent
sets, connecting edges are established between each pair of
vertices in the above two independent. And then the simi-
larity of the two faces connected by the edges is taken as
the weight, and weighted complete bipartite graph is finally
constructed.

In order to facilitate the later calculation, the weights of
the connecting edges in the bipartite graph are extracted
to construct a weight matrix, as shown in Formula (24).

d (FT Fi,FT Si) =


|FT Si−FT Ti|

max (FT Si,FT Ti)
Both matching faces contain No. i form tolerance

1 None of the matching faces contains No. i form tolerance
0 Only one of the matching faces contains No. i form tolerance

(23)
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The similarity between the faces of source feature and target
model is expressed in the form of matrix elements.

WM=



ω(1,1) ω(1,2) · · · ω(1,j) · · · ω(1,n)
ω(2,1) ω(2,2) · · · ω(2,j) · · · ω(2,n)
...

...
. . .

...
. . .

...

ω(i,1) ω(i,2) · · · ω(i,j) · · · ω(i,n)
...

...
. . .

...
. . .

...

ω(m,1) ω(m,2) · · · ω(m,j) · · · ω(m,n)
ω(m+1,1) ω(m+1,2) · · · ω(m+1,j) · · · ω(m+1,n)

...
...

. . .
...

. . .
...

ω(m+h,1) ω(m+h,2) · · · ω(m+h,j) · · · ω(m+h,n)


(24)

where, ω(i,j) is the weight between the No. i face of source
feature and the No. j face of target model, representing the
similarity between the two faces; m is the number of source
feature faces,m = |VS |. n is the number of target model faces,
n = |VT |. h is the number of supplementary faces added to
source feature independent set VT , in order to ensure that the
number of faces in the two independent sets VS and VT is
equal.

B. THE OPTIMAL MATCHING BETWEEN THE FACES OF
SOURCE FEATURE AND TARGET MODEL
On the basis of the above-mentioned weighted complete
bipartite graph, Kuhn-Munkres algorithm [45] is used to
search the optimal matching M between the independent sets
of bipartite graph. After removing the matching of supple-
mentary faces with zero weight, the local feature most similar
to source feature in the target model is obtained.

Using Kuhn-Munkres algorithm to solve the optimal
matching problem of bipartite graph is completed by intro-
ducing the method of feasible vertex labeling (f. v. l.),
which transforms the optimal matching problem of bipar-
tite graph into the maximum weighted matching under the
perfect matching of bipartite graph. The steps of solving
the optimal matching of weighted complete bipartite graph
G=(VS ,VT ,E (s, t)) are as follows.
(1) The f. v. l. of each vertex is determined. Here the initial

values are as follows,{
l (s) = max

{
ω(s,t)

}
s ∈ VS

l (t) = 0 t ∈ VT
(25)

where, s and t represent one face in source feature and target
model respectively, which are represented by a vertex in both
independent sets. l (s) and l (t) are the initial values of f. v. l.
of s and t , respectively. VS and VT are the two independent
sets of bipartite graphs, respectively. ω(s,t) is the weight of s
and t . l (s) and l (t) satisfy the condition: l (s)+ l (t)≥ω(s,t),
∀s ∈ VS , t ∈ VT .
(2) Determine the equality subgraph Gl , and take any

matching M inGl as the initial matching. The equal subgraph
is a spanning subgraph of G with edge set El , which satisfies
the condition: El= {(s, t) ∈E|l (s)+ l (t) = ω(s,t)}.

FIGURE 5. Isolated face in optimal matching faces.

FIGURE 6. The judgment flow chart of isolated face detection.

(3) Judgment: if M saturates each vertex of VS , then M
is the optimal matching, and the optimal matching result is
output; Otherwise, any unsaturated vertex u of M is selected
inVS , and the vertex set S is made, which is the set of vertex u.
The vertex set W is established:W ← ∅.
(4) If NGl (S)=W, update the f. v. l. of the two independent

sets VS and VT, and their values are shown in Formulas
(26) - (27). After updating, replace l with l ′ and Gl with Gl′ .

al = min
{
l (s)+ l (t)− ω(s,t)

}
s ∈ S, t /∈ W (26)

where, s ∈ S, t /∈ W indicates that s is the matched point of
independent set VS , and t is the unmatched point of indepen-
dent set VT .

l ′ (υ) =


l (υ)− al υ ∈ VS
l (υ)+ al υ ∈ VT
l (υ) other

(27)
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FIGURE 7. Source model.

FIGURE 8. Target model.

where, only the f. v. l. of the matched points of independent
set VS and VT are updated.
(5) Select t ∈ NGl (S)\W , that is, the selected s belongs to

setNGl (S) but not to setW . If t is M-saturated, then t has been
matched. Let the match of t in M be (t, s), add this t to set W,
add s matching t to set s, and go to (4). If t is M-unsaturated,
then t can be used as the starting point of the augmenting path.
Let P be the M-augmenting (u, t) pathM ← M1E (P) inGl ,
then turn to (3).

Through the preceding algorithm, the matching M is
obtained and its weight ω(M ) =

∑
e∈M ω(e) is maximum,

which is the correspondence between the faces of target
model and source feature.

The pseudo code of Kuhn-Munkres algorithm is as shown
Algorithm 2.

C. ADJACENCY JUDGMENT OF LOCAL OPTIMAL
MATCHING FACES OF TARGET MODEL AND
SOLVING STRATEGY OF ISOLATED FACE
The optimal matching M between the faces of source feature
and target model obtained by Kuhn-Munkres algorithm is a
perfect matching between the faces of the two models, which
also includes the matching with zero weight between the
supplementary faces of source feature and the faces of target
model. It is necessary to remove these matching between the
virtual faces and the target model faces at first, and only
keeps the matching relationship between the actual faces,
so as to evaluate the similarity between the two models. After
removing the faces that match the virtual faces, the matching
face set in target model is named T.

In practical operation, due to the difference of the shape
between model faces, it is possible that not all faces searched
in set T belong to the same feature. As shown in Fig. 5, source
feature I in (a) has the most similarity with feature II in target
model shown in (b). But because torus B in (b) and torus
A in (a) have higher similarity in area and perimeter, a pair
of isolated faces A-B will appear when Kuhn-Munkres algo-
rithm is used for optimal matching. Therefore, it is necessary
to judge the continuity and adjacency of the optimal matching

Algorithm 2 Kuhn-Munkres Algorithm
1. Input: weighted complete bipartite graphG = (VS ,VT ,E) and its weight

matrixWM , represented by sim[n][n]. n is the number of faces in independent
set

2. Output: optimal matching M[n] between VS and VT . M[i] represents the
serial number of the face in VT that matches the No.i face in VS

3. /∗ The definition of variables∗/
4. define INF as large enough integer constant
5. define exS[n] and exT[n] //Represent the f. v. l. of the vertices in VS and VT
6. define visS[n] and visT[n] //Record whether vertices of VS and VT are

matched in each round of matching
7. define M[n] // Record the vertex in VT that matches the No.i vertex in VS .

If there is no match, it is -1
8. define slack[n] // Record the minimum value that the f. v. l. needs to change

if the vertex in VT can be matched by the vertex in VS
9. initialize match [n] with initial value -1 //At the beginning, every vertex in VT

has no matched vertex in VS
10. initialize exT[] with initial value 0
11. for (int i = 0; i < n; i + +) do // Initializes the f. v. l.. The initial value of

No.i vertex is the maximum ω(S,T ) of the No.i row in WM
12. exS[i]← the maximum value of No.i row in sim[n][n]
13. end for
14. for (int i = 0; i < n; i + +) do // Try to find the matching vertex in VT for

the vertex in VS
15. initializes slack[] with initial value INF
16. while (1) //Try to find matching vertex. If not found, decrease f. v. l.

until found
17. initializes visS[] and visT[] with initial value FALSE// Record whether

vertices have been tried to match
18. if(serch_path(i)) then// Call search_path( ). If succeed, quit
19. break
20. end if
21. //If not found, decrease f. v. l.
22. int d = INF
23. for (int j = 0; j < n; j++) do
24. if (!visT[j]) then
25. d = min(d, slack[j]);
26. end if
27. end for
28. for (int j = 0; j < n; j++) do
29. if (visS[j]) then//Decrease all the f. v. l. of visited vertices in VS
30. exS[j] -= d
31. end if
32. if (visT[j]) then //Increase all the f. v. l. of visited vertices in VT
33. exT[j] + = d
34. else
35. slack[j] -= d
36. end if
37. end for
38. end while
39. end for
40. bool search_path(int VS)//VS represent vertex in VS
41. {
42. visS[VS] = true
43. for(int VT = 0; VT < n; VT ++) do
44. if (visT[VT]) then
45 continue
46. end if
47. int gap = exS[VS] + exT[VT] - sim[VS][VT];
48. if (gap == 0) then
49. visT[VT] = true
50. if (M[VT] == -1 || search_path( M[VT] )) then //VT in VT has no

matching or the matching vertex in VS of VT has other matching
51. M[VT] = VS
52. return true
53. end if
54. else
55. slack[VT] = min(slack[VT], gap)
56. end if
57. end for
58. return false
59. }

face set, so as to exclude the isolated faces and ensure that the
obtained faces have continuity and belong to the same feature.

The criterion for judging whether a group of faces on a
solid model belongs to the same feature: in the B-rep schema
of solid model, if a group of faces belong to the same feature,
there must be continuity between the faces. One necessary
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FIGURE 9. Basic surface information of source feature.

FIGURE 10. Basic edge information of source feature.

FIGURE 11. Basic surface information of target model.

FIGURE 12. Basic edge information of target model.

(but not sufficient) condition is that any one of its faces is
adjacent to at least one other face, that is, in AAG of solid
continuous face group, the degree of any vertex is greater than
or equal to 1.

Use the method of proof to the contrary to prove the
preceding criteria. If face A belongs to a solid and is not
adjacent to other faces in face group, then face A is an isolated

surface on the boundary of this solid. In this case, the solid
model cannot be closed and the solid cannot be generated
in B-rep schema. Therefore, it can be concluded that the
face on a face set is adjacent to at least one face in this
face set.

Therefore, if a face is not adjacent to other optimal match-
ing faces in target model face set T, it does not belong to
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FIGURE 13. Correspondence between the faces of source feature and target model.

FIGURE 14. Correspondence between the faces of source feature and target model after weight reduced.

FIGURE 15. Source model.

this set and is an isolated face, and the optimal matching
is not the most similar local feature of target model. Here,
the detection of isolated face is realized by the method of

FIGURE 16. Target model.

retrieving whether one face contains the edge shared with
other faces in the set. Its flow chart is shown in Fig. 6, and
its pseudo code is shown Algorithm 3.
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FIGURE 17. Basic surface information of source feature.

FIGURE 18. Basic edge information of source feature.

FIGURE 19. Basic surface information of target model.

For the isolated surface in optimal matching, we propose
a method of rematch by reducing the weight between the
isolated face and the face in source feature. Its procedure is
as follows.

1) REDUCE WEIGHT
Reduce the weight between the isolated face in target model
and the surface in source feature. The new weights are

shown below,

ω(S(i),T (isosurf ))
′
= ω(S(i),T (isosurf )) × (1− α) (28)

where, ω′(S(i),T (isosurf )) is the new weight between the iso-
lated face in target model and the faces in source feature.
ω(S(i),T (isosurf )) is the original weight. i is the serial number
of source feature, i = 1, 2 . . . ,m. α is the ratio of weight
reduction each time, and the default value is 10%.
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FIGURE 20. Basic edge information of target model.

2) RECALCULATE THE OPTIMAL MATCHING
After the above weight reduction, ω′(S(i),T (isosurf )) is used
to replace ω(S(i),T (isosurf )) to recalculate the weight matrix
shown in Formula (23), and the optimal matching is recal-
culated according to Kuhn-Munkres algorithm in 5.2.

3) REMOVE SUPPLEMENTARY SURFACE
Remove the matching faces with supplementary faces of
source feature in target model. Face set T is obtained.

4) ADJACENCY JUDGMENT
According to the preceding method in this section, the adja-
cency judgment of the local optimal matching face of target
model is conducted again, and the isolated face is processed
until all the faces are adjacent faces.

According to the above algorithm, the pseudo code of the
optimal matching face adjacency judgment and isolated face
processing flow is as shown Algorithm 4.

D. LOCAL FEATURE SIMILARITY EVALUATION
By judging the adjacency between the matching faces, iso-
lated face which do not belong to the local features are
excluded, and the face set matching source features in tar-
get model is obtained. According to the different matching
weights, the matching face pairs can be divided into three
cases.

1) THE MATCHING WEIGHT IS 1
In this kind of face pair, the matching face is completely
the same as the source feature face in every aspect of shape
and manufacturability, such as type, size, tolerance, surface
roughness, and the similarity between them is 1.

2) THE MATCHING WEIGHT IS 0 < ω < 1
In this kind of face pair, the type of matching face is the
same as the corresponding face in source feature, but there
are differences in the aspect of size or manufacturability.
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FIGURE 21. Database of source feature surface.

Algorithm 3 Face Adjacency Judgment Procedure
1. Input: Optimal matching M
2. Output: judgment if there is isolated face; if yes, the

first isolated face is found
3. Face set T← faces retrieved from M, removing faces ω =0
4. m← face number in set T
5. for (i = 1; i ≤ m; i++) do
6. Face set A← Faces in set T except No.i face
7. Contour set C← Retrieve contours in set A
8. Edge set Ei ← Edges in set C
9. Edge set Ej← Edges of No.i face
10. n← Edge number of No.i face
11. j← 1
12. for (j ≤ n) do
13. ej ← No.j edge of set Ej
14. if (ej ∈ Ei) then
15. break
16. end if
17. end for
18. if (j == n+1) then
19. return No.i face is isolated
20. end if
21. end for
22. return there is no isolated face in set T

3) THE MATCHING WEIGHT IS 0
In this condition, the type of matching face is not the same
as its corresponding face in source feature. According to the
Rule 1, its weight is 0.

Based on the preceding three kinds of face matching, the
average value of the weight between every matching face pair
is used as the similarity between source feature and the local
feature of target model, and the formula is as follows,

SimS,T =
1
m
×

∑m

i=1
(ωSi,Ti) (29)

where, SimS,T is the similarity evaluation value between
source feature and the local feature of target model. ωSi,Ti is
the weight between the No. i pair of matching faces. m is the

FIGURE 22. Database of source feature edge.

number of matching face pairs between the two models after
excluding supplementary faces.

VI. CASE STUDY
To validate the proposed feature recognition and similarity
evaluation algorithm, case studies are performed in collabo-
ration with a machinery enterprise. This enterprise is special-
ized in mechanical product design and manufacturing. After
years of accumulation, a database of product models and pro-
duction processes has been formed. Due to the requirements
of design, processing and assembly, it is often necessary
to retrieve local features similar to the current design, such
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as the appearance and manufacturability of models in the
existingmodel, so as to find similar production processes. It is
necessary to find a model retrieval method, which is utilized
to traverse the existing model in the database to search the
local features similar to the selected features in current source
model. By evaluating the similarity, we can find the model
which reaches the specific similarity threshold. Based on
the preceding application background, the recognition and
evaluation of features are taken as example to verify the
proposed methods in this paper.

A. CASE 1
In this case, the model shown in Fig.7 is taken as source
model, and the stepped shaft feature, shown in the circle of
source model, is taken as source feature. The model shown
in Fig.8 is taken as target model, and the local feature similar
to the source feature are searched from the target model and
their similarity is evaluated.

Select source feature in Creo, and then start feature recog-
nition and similarity evaluation program. The basic infor-
mation of source feature and target model is identified,
as shown in Fig.9-Fig.12. MDAAM of the source feature
are established as shown in supporting materials as Formulas
(S1) - (S6), and MDAAM of the target model are shown in
supporting materials as Formulas (S7) - (S12).

In this example, the source feature has 16 faces and the
target model has 31 faces. So, 15 supplementary faces are
added to the source feature. Weighted complete bipartite
graph is constructed by using the faces of source feature and
target model as independent sets and the weight matrix of the
graph is obtained, shown in Formula (30), as shown at the
bottom of the page.

Kuhn-Munkres algorithm is used to retrieve the optimal
matching in the bipartite graph. After removing supple-
mentary faces, the matching relationship between the faces
of source feature and target model is obtained as shown

WM

=



0.63 0 0 0.81 0.50 0.62 0.62 0.62 0.62 0 0 0 0 0.46 0 0 0 0 0 0 0 0 0 0 0 0 0.67 0.51 0.51 0.51 0.51
0.55 0 0 0.46 0.75 0.88 0.88 0.88 0.88 0 0 0 0 0.85 0 0 0 0 0 0 0 0 0 0 0 0 0.58 0.80 0.80 0.80 0.80
0.55 0 0 0.46 0.75 0.88 0.88 0.88 0.88 0 0 0 0 0.85 0 0 0 0 0 0 0 0 0 0 0 0 0.58 0.80 0.80 0.80 0.80
0.55 0 0 0.46 0.75 0.88 0.88 0.88 0.88 0 0 0 0 0.85 0 0 0 0 0 0 0 0 0 0 0 0 0.58 0.80 0.80 0.80 0.80
0.55 0 0 0.46 0.75 0.88 0.88 0.88 0.88 0 0 0 0 0.85 0 0 0 0 0 0 0 0 0 0 0 0 0.58 0.80 0.80 0.80 0.80
0 0.81 0.81 0 0 0 0 0 0 0.22 0.22 0.22 0.22 0 0.67 0.67 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0 0 0 0 0 0 0

0.78 0 0 0.67 0.46 0.66 0.66 0.66 0.66 0 0 0 0 0.49 0 0 0 0 0 0 0 0 0 0 0 0 0.83 0.53 0.53 0.53 0.53
0 0.81 0.81 0 0 0 0 0 0 0.22 0.22 0.22 0.22 0 0.67 0.67 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0 0 0 0 0 0 0
0 0.27 0.27 0 0 0 0 0 0 0.87 0.87 0.87 0.87 0 0.52 0.52 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0 0 0 0 0 0 0
0 0.27 0.27 0 0 0 0 0 0 0.87 0.87 0.87 0.87 0 0.52 0.52 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0 0 0 0 0 0 0
0 0.27 0.27 0 0 0 0 0 0 0.87 0.87 0.87 0.87 0 0.52 0.52 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0 0 0 0 0 0 0
0 0.27 0.27 0 0 0 0 0 0 0.87 0.87 0.87 0.87 0 0.52 0.52 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0 0 0 0 0 0 0
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.90 0.90 0 0 0 0 0
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(30)
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0


(31)
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FIGURE 23. Database of target model surface.

Algorithm 4 Face Adjacency Judgment and Isolated Face
Processing Algorithm

1. Input: weighted complete bipartite graphG = (VS ,VT ,E) and its
weight matrix WM
retrieved face set T (ω 6= 0) from perfectmatchingMof targetmodel
isolated face e in set T (retrieved in Algorithm 3)

2. Output: perfect matching M without isolated face
3. m← Face number of source feature
4. while ( 1 )
5. for (i = 0; i ≤ m; i++) do
6. ω′(S(i),TS(isosurf )) ← ω(S(i),T (isosurf )) × (1− α)
7. end for
8. call Algorithm 2
9. remove supplementary faces

10. call Algorithm 3
11. if (isolated face e founded) then
12. continue
13. else
14. break
15. end if
16. end while
17. return

in Fig. 13. At the same time, the figure shows the source
feature and its matching local feature found in the target
model.

According to the adjacency judgment, the face with ID 536
in target model is an isolated face, which corresponds to
No.27 column of the weight matrix. Therefore, the weights
of the No.27 column matrix elements shown in Formula (30)
are reduced to obtain a new weight matrix as shown in For-
mula (31), as shown at the bottom of the previous page.

The reduced weight matrix, shown in Formula (31), is used
to perform the optimal matching again. After removing the
supplementary faces, the corresponding relationship between
the faces of source feature and target model in optimal match-
ing is shown in Fig.14. Through adjacency judgment, there is

FIGURE 24. Database of target model edge.

no isolated face in the target model faces set, which meets the
requirements of feature recognition.

According to Formula (29), the similarity between the
source feature and the local feature retrieved from target
model is 0.81, and the feature recognition and similarity
evaluation are finished.

B. CASE 2
In this case, a complex product with multiple heavily inter-
secting features is used to test the proposed method. The
highlighted surfaces in Fig.15 are taken as source feature, and
the model shown in Fig.16 is taken as target model.

The basic model topological information is extracted as
shown in Fig.17-Fig.20, and the database is established
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FIGURE 25. Correspondence between the faces of source feature and target model with isolated face.

FIGURE 26. Correspondence between the faces of source feature and target model without isolated face.

according to the information of source features and target
model faces and edges, as shown in Fig.21-Fig.24. According
to the proposed method of feature recognition, MDAAM
and weight matrix of weighted complete bipartite graph is
constructed, and the optimal matching of bipartite graph is
calculated by KM algorithm.

After removing the supplementary faces, the correspond-
ing relationship between the faces of source feature and target
model in optimal matching is shown in Fig.25. According
to the adjacency judgment, the face with ID 87 in target
model is an isolated face. Reduce its weight and match again.

The corresponding relationship is shown in Fig.26 and there
is no isolated face in the target model faces set, which
meets the requirements of feature recognition. The similarity
between the source feature and the local feature retrieved
from target model is 0.970.

C. CASE 3
In order to verify the performance of the proposed algo-
rithm, it is compared with the method proposed in [13] to
evaluate the similarity of the model. Using the workstation
Intel (R) Xeon (R) CPU E5-2630 V3 @ 2.40GHz as the
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experimental platform, 200 Creo models are selected as test
model library, one of which is selected as the source model,
and the similarity between the other models in the model
library and the source model is calculated by the similarity
evaluation method mentioned above.

In terms of time-consuming, the proposed algorithm
is divided into two parts: model information prepro-
cessing time-consuming and similarity computing time-
consuming. Among them, the preprocessing of model
information includes reading model data, establishing infor-
mation database, and the building of MDAAM, which takes
a large amount of time.

In this paper, we first preprocess the model, and then
reuse it. Due to the lack of information storage, the method
described in [13] needs to re extract the model information
every time the model is used.

Table 5 shows the comparison of the time consumption of
different algorithms. It can be seen that the time consumption
of the proposed algorithm is larger when the model informa-
tion is not preprocessed, but the time consumption is signifi-
cantly reduced after the model preprocessing is completed.

TABLE 5. Comparison of time consumption.

VII. CONCLUSION
In summary, a novel method of feature identification and
similarity evaluation based on MDAAM is proposed. On the
basis of extracting B-rep model information, MBD based
MDAAM is constructed, which contains source feature and
target model. A weighted complete bipartite graph is con-
structed by taking the face sets of source feature and tar-
get model as independent sets and the similarity between
faces as weights. Kuhn-Munkres algorithm is used to cal-
culate the optimal matching between the two independent
set to identify the matching degree between local features
and source features in target model. Finally, the adjacency of
the matching faces is judged and the similarity of matching
faces is evaluated. Taking stepped shaft parts as example,
the recognition of local feature in target model is realized.
Then the similarity between local feature and source feature is
calculated accurately from the aspects of topology, shape and
size, manufacturability, etc., which verifies the effectiveness
of the proposed method.

Position tolerance is a kind of multi-element annotation,
which cannot be read and used directly through the infor-
mation of a face or an edge. In the future, we will focus on
the position tolerance between surfaces. Based on this, the
similarity of process information and its evaluation method
will be further studied.
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