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ABSTRACT OF THE DISSERTATION

Instructor-Centered Design of Tools to Support Teaching Programming and Data Science At
Scale

by

Samuel Ethan Lau
Doctor of Philosophy in Cognitive Science
University of California San Diego, 2023

Professor Philip J. Guo, Chair

Instructors of technical subjects like programming and data science use a wide array of
software tools that enable them to create sophisticated and engaging lessons at scale. Although
there are many such tools available, instructors often find themselves repurposing software
originally designed for other people, like professional software engineers. This mismatch of
intent adds extra logistical complexity to the already-challenging task of designing and delivering

effective learning content.

To address these issues, this dissertation takes an instructor-centered approach. It surfaces

X1V



previously unmet needs through studies of instructors, their goals, and their software tools. The
key findings are that instructors constantly seek to update their learning materials, yet encounter
heavy logistical challenges in doing so because the tools they use to help design their lessons
were not intended for instructional use.

This dissertation also contributes novel interactive systems that directly support teaching
by designing for instructor needs. In particular, this dissertation contributes program visualization
tools that enable instructors to show how code transforms data: TWEAKIT helps learners work
with unfamiliar code snippets, and the Pandas/Tidy Data/SQL Tutors automatically visualize
code that manipulates data tables step-by-step. Together, this dissertation provides the first
evidence that the insights gathered from an instructor-centered approach can lead to tools that

better support the work of instruction.
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Chapter 1

[ ]
Introduction
Tasks Tools Materials
Editing code - )6 Jupyter, VSCode
Executing code P |::| Python, pandas

Diagramming —> un Keynote, Figma — ==

; ) Otter Grader,
Grading ’ lIII Gradescope
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oftaborating 6 ItHub, Dverlea worksheets, exams

Figure 1.1. For instructors of large technical courses, even a single week of class involves many
tasks (left). Each task is completed using a collection of software tools, which instructors must
become familiar with (middle). By working with their tools, instructors produce high-quality
learning materials that deliver lessons at scale (right).

Instructors today have access to a wide array of software tools which they use to create
sophisticated and engaging lessons. Consider Rosa, a hypothetical instructor who teaches data
science at a large public university. During her lectures, she flips back and forth between a
slideshow presentation in PowerPoint and code in a Jupyter notebook. The code she writes in
class uses the Python programming language and a host of packages for data science, including
pandas, plotly, and scikit-learn. To prepare assignments, Rosa and her course staff rely
on a mix of third-party tools for grading, like Otter Grader [61] and Gradescope [232], which

automatically splice out instructor solutions into test cases and check student submissions for

correctness. This workflow is stitched together with custom scripts and Makefiles in a git



repository. Thus, even a single week of a course requires instructors to work with many tools to
produce course materials, as depicted in Figure 1.1.

These tools are powerful and many are freely available; without them, Rosa would be
unable to create lessons that can realistically capture the complex nature of analyzing real-world
datasets for the hundreds of students in her course. This course infrastructure is especially
important to help run large-scale courses in subjects like programming and data science where
demand has skyrocketed in the past decade. To provide high-quality pedagogy to hundreds (even
thousands) of learners, instructors use course infrastructure that helps them collaborate with
course staff, keep course websites up-to-date, catch bugs in assignments before release, distribute
assignments, grade exams, and more. At the same time, working with all of these tools can be
bewildering, even chaotic. Ultimately, for instructors, especially ones who teach programming
and data science, designing a lesson is rarely a process that happens completely in the mind.
Instead, instructors work in tandem with a heterogeneous collection of software tools to
create effective learning materials.

Despite the availability of software tools, instructors still find themselves needing to
repurpose tools that weren’t originally designed for instructional use. For example, the instructors
I collaborate with all use tools like git, Python doctests, and computational notebooks like
Jupyter. These tools were originally designed for professional programmers working on large
software projects or data scientists analyzing complicated datasets, not instructors teaching large
numbers of students. This mismatch of intent causes added complexity: a typical course employs
many custom scripts and infrastructure to work around limitations in existing software tools,
because these tools make incorrect assumptions that the user is a software developer, not an
instructor.

Thus, instructors who want to improve their lessons must not only face the intrinsic
complexity of pedagogical design but also wrestle with extrinsic complexity of software tools
that weren’t designed with instructor needs in mind. Instructors like Rosa already invest dozens

of hours per week designing and updating lectures, assignments, and exams — the essential tasks



of running a course and keeping it relevant. On top of this work, instructors of technical courses
also spend much time managing and customizing course infrastructure cobbled together from an

ad-hoc mix of software tools.

1.1 Purpose and Thesis Statement

The purpose of this dissertation is to answer the question: How can software tools help,
rather than hinder, instructors as they design, update, and deliver learning material for large
courses? One of the barriers to designing tools that can better serve instructional work is that the
work itself is poorly understood. To address this, I take an instructor-centered approach — by
deeply understanding the needs of instructors and the capabilities of existing software tools, we
can chart a path forward for designing tools that directly support the tasks that instructors need
to do.

My thesis is that:

Instructor-centered approaches enable the design of tools that directly
support teaching at scale.

This dissertation is the first work that views instructors as end-users of software tools and
provides the first evidence that this perspective can provide insight for tools that better support

the work of instruction.

1.2 A Note on Human-Centered Design

From the outside looking in, research can seem highly impersonal — by its nature, research
is presented as a logical sequence of deductions from established prior knowledge. As such,
I’d like to take a brief moment here to speak to the reader as a fellow researcher. Much of the
work presented in this dissertation was originally motivated by my personal experiences as a
long-time instructor of programming and data science, where I've spent my fair share of hours

debugging and wrestling with software tools that seemed to hold promise for teaching yet often
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Figure 1.2. This dissertation takes an instructor-centered approach to tool design. Studies of
instructors and their tools (left) contribute unmet needs (middle). To address these needs, this
dissertation offers novel tools (right).

got in the way instead. In search of solutions, I found much research about instruction but very
little about instructors. There are many studies about teaching methods and strategies, but most
research makes the implicit assumption that instructors can trivially implement these findings in
practice. Through this dissertation, I hope to convince you that this assumption no longer holds,
and that we should design tools that remove obstacles in the way of instructors who want to
improve their pedagogy. But even more importantly, I hope to convince you to consider adopting
human-centered design methods in your work. If your work will be used by other people, I
encourage you to start by deeply understanding your users’ goals, desires, and challenges by
immersing yourself as much as possible in your users’ work. Then, develop an understanding of
your users’ existing tools by making explicit the assumptions that the tools make about users.
It’s my hope that by applying human-centered principles, you can gain new insight about how to

better serve your target populations through your work.

1.3 An Overview of this Dissertation

This dissertation makes two primary kinds of contributions, depicted in Figure 1.2. First,
it contributes needs: previously unstudied challenges that instructors encounter when they hit
limitations of their tools. Second, it contributes interactive systems: program visualization tools

that support instructors by addressing the needs of their teaching work.



Chapter 2 reviews related work about understanding instructor needs and about tools
that instructors use for teaching. It makes recommendations for research to better understand
and address challenges that instructors face.

Chapter 3 and Chapter 4 focus on understanding people — in this dissertation, instruc-
tors who teach large-scale programming and data science courses. These two chapters present
novel research in the form of case studies drawn from my and my collaborators’ experiences
teaching. The key finding of this work is that instructors constantly wish to update their course
materials to improve their pedagogy, but must also work around many limitations in the software
tools they use to create and manage their course materials at scale. I frame this finding as a
design opportunity to inspire tools that can better meet instructor needs.

Chapter 5 builds on the work of the previous chapters by understanding computational
notebooks, a prominent group of tools that instructors use for teaching. This chapter contributes
the first definition of computational notebooks and a design space that summarizes 60 notebook
systems across academic and industry. The design space motivates recommendations for how
notebooks can provide better affordances for teaching, for example by enforcing execution order,
allowing for collaboration, and by supporting multiple presentation modalities (e.g. as a script,
or as a slideshow).

Chapter 6 and Chapter 7 contribute novel software tools motivated by one recurring
set of challenges surfaced in Chapters 3-5: instructors wish to create visual representations of
programs to help learners understand how code transforms data. However, current tools includ-
ing computational notebooks don’t directly support this task, leaving instructors to manually
instrument code to display intermediate values and draw explanatory annotations. And, whenever
instructors update their code, they must also update their annotations by hand, adding yet another
logistical challenge to the work of updating course materials. To address this need, Chapters
6-7 apply program visualization techniques to automatically visualize intermediate values in
programs and generate annotations to explain data table operations, even ones that transform

many data values at once.



Chapter 8 concludes by summarizing the findings of this dissertation and presents an

vision for future research to support instructors in their work.



Chapter 2
Related Work

The work of instructors has changed rapidly over the past few decades, especially
for technical subjects like programming and data science where instructors face increasingly
large enrollments. To handle scale, instructors use a variety of software tools in their courses
and collaborate with other instructors and course staff. Data science courses in particular
experience frequent iteration, so this chapter begins by reviewing studies that examine data
science programs and factors that influence their design (Section 2.1). The chapter continues by
providing an overview of tools for managing and teaching large courses (Section 2.2). Lastly,
I draw an analogy between learners and end-user programmers, reviewing characteristic end-
user programming activities that people perform to understand unfamiliar code (Section 2.3).
Throughout the chapter, I point out research opportunities from past work that motivate future

studies and tools.

2.1 The Design of Data Science Programs

Data science as a discipline was established in part because of the need for people who
can combine computing and statistical knowledge for data analyses. This need is acknowledged
by scientific research [142], industry [107], statisticians [108, 98], and computer scientists [77].
To this end, a prominent National Academy of Sciences report calls for undergraduate data

science programs to include topics from both computer science and statistics [99]. However,



developing data science curricula is challenging for instructors who need to decide what topics
to include from these two disciplines.

This challenge of balancing disciplinary focus is reflected in papers on data science
education from the past five years. One theme from this past work on data science curricula
design is that each instructor strikes a different balance between computing and statistics content.
For instance, computer science instructors might add data science topics to existing computing
courses, thus focusing on computing more than statistics. Instructors have taken this approach
in introductory courses for computing majors [105], computing courses for non-majors [70],
and data systems courses [87]. Similarly, statistics instructors include data science topics into
statistics courses that might otherwise not include computing, including introductory courses
[72, 186] and more advanced courses [201, 133]. Finally, instructors have designed brand new
courses that try to focus equally on both computing and statistics [110, 217, 66]. These courses
tend to be listed under a data science department rather than a computer science or statistics
department. As a whole, this set of prior work provides examples of successful course designs. In
contrast, we take a broader view in Chapter 4 by examining how computer science and statistics
instructors approach data science topics differently rather than arguing for a specific course
design.

Beyond single courses, data science degree programs also differ in how they balance
computer science and statistics content. Some programs place more course hours in computing
[116, 216], some programs place more in statistics [223, 218, 75, 67], and other programs have
equal course hours in computer science and statistics [65, 137]. Rather than debating what
the goals of a program should be, Chapter 4 describes the thinking that computer science and

statistics instructors go through when setting learning goals in the first place.



2.2 Tools for Teaching Programming and Data Science
Courses at Scale

Technical courses, like programming and data science courses, seek to give learners
learning experiences that closely match how engineers and data scientists program in practice.
Many of these courses also face the challenge of scale — with hundreds of students, instructors
need tools to automate tasks like managing course content, executing student code, and visualiz-
ing code for teaching. This section reviews the current state of these software tools and how they

motivate the research in subsequent chapters of this dissertation, especially Chapters 3, 5, and 7.

2.2.1 Managing and updating course materials

Large-scale courses motivate instructors to automate as many logistic tasks as possible.
To this end, there is much research into the implementation of specific components of large-scale
courses. For instance, Sharp et al. described the code submission, execution, and autograder
framework used in Harvard’s large intro. programming course and MOOC (CS50) [229]; lead
instructor David Malan also documented its server sandbox environment [188] and the entire
suite of open-source software infrastructure [187] used to manage CS50 logistics. Basu et
al. [71] and Sridhara et al. [235] presented innovations in automated code grading and feedback
systems deployed in UC Berkeley’s intro. programming course. Others have documented how
instructors use GitHub to manage course materials and to enable students to submit coding
assignments [257, 118]. Many such tools are focused on programming-related courses, but some
are topic-agnostic: Gradescope facilitates Al-assisted grading of handwritten assignments and
exam questions [232]. PeerStudio [175] and Talkabout [174] facilitate peer feedback and small-
group discussions, respectively, in large-scale MOOCs with open-ended learning activities. And
ProjectLens helps instructors and students manage group project logistics in HCI MOOC:s [95].
Similarly, we discovered that assignment submission and grading infrastructure were hard to

maintain. But in contrast to these related papers, which each focus on the technical details of



individual software components, we see a research opportunity to understand instructors’ holistic
experiences in maintaining and updating course materials in the face of increasing scale, which
we explore in Chapter 3.

The closest analogues to the above teaching activities come from software engineering
research. Specifically, software maintenance [91] and evolution [125] are classic topics of study
that date back to the birth of computer software in the 1960s. Unlike physical systems, software
does not physically degrade over time, but it does need to be updated in light of changes to the
surrounding environments that it runs upon (e.g., operating systems, software libraries, hardware).
Similarly, course materials do not physically degrade but also need constant updating in light of
changes to their ‘environment’ such as new developments in the field. Also, since our courses
involve lots of programming, our materials include software components that must be routinely
updated, such as incorporating new versions of Python libraries for data science.

Dependencies also make software maintenance more challenging since it is hard to change
one component independently from the dozens or hundreds of code libraries that it depends
upon [103]. We faced similar issues with dependencies amongst different intricately-linked
components of our course materials, which made updates fraught with unexpected surprises.

More broadly, we can also draw an analogy between teaching large-scale courses and
collaborative peer production of online resources, such as groups of writers convening to update
Wikipedia [132] and other Wiki knowledge bases [160], and programmers convening to produce
open-source software [104, 115]. While not as large-scale as some of these projects, the
courses we investigate in Chapter 3 often have a dozen or more staff members collaboratively
updating materials that consist of dozens of lecture slide decks, lab handouts, code examples,
and homework assignments. This collective work is reminiscent of Geiger et al. describing the
“invisible and infrastructural work” involved in keeping open-source software projects running,
such as “uncredited” behind-the-scenes tasks like updating documentation [124]. In our case,
instructors spend large amounts of time on invisible infrastructural work to keep their course

materials maintained and up-to-date.
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Thus, to our knowledge, the work presented in Chapter 3 is the first to describe the
challenges that instructors face in maintaining and updating materials for large-scale technical

courses.

2.2.2 Computational Notebooks

Over the past few years, an increasing number of courses have started to use computa-
tional notebook systems for specifying, writing, and executing code because these systems have
also become a standard tool by professional programmers and data scientists.

Computational notebooks trace their lineage back to the vision of literate programming
that Knuth first articulated in the early 1980s [164]. Knuth envisioned software being written like
literature, with code and expository text interwoven into a single document to facilitate a natural
human reading order. To implement this vision, he created the WEB system to interweave Pascal
code with TeX-formatted exposition. The Mathematica scientific environment extended these
ideas by creating the first computational notebook in 1988 [138], followed by a similar feature in
Maple in 1989 [51]. Because early notebooks were embedded within proprietary environments,
they remained niche products within the scientific community for the next two decades. As
free and open-source web technologies matured in the 2000s, Perez and Granger developed the
IPython Notebook in 2011 [48], which evolved into the popular Jupyter Notebook in 2015 [205].

The notebook systems we analyze in Chapter 5 embody several facets of programming
research: end-user programming, live programming [239], and literate computing. Notebooks
are widely-used environments for exploratory [153] and end-user programming, which Ko et
al. define as coding as a means to an end (e.g., to produce data science insights or research
findings) rather than to create artifacts for broader public use [166]. That said, some notebook
systems have affordances for creating public artifacts such as web dashboards or reproducible
software packages. Also, modern notebooks embody the spirit of literate computing, which is a
generalization of Knuth’s literate programming vision that mixes code with both exposition and

rich outputs such as images, videos, and interactive widgets [121].
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Aside from publishing academic papers on new notebook systems (summarized in
Section 5.3), researchers have also studied how data scientists use notebooks and what obstacles
they face. Rule et al. discovered a pervasive tension between Jupyter notebooks used for
exploration (i.e., prototyping analyses) and explanation (i.e., sharing research results) [222].
Kery et al. found that data scientists often cleaned up exploratory notebooks into explanatory
ones by using ad-hoc methods like alternately expanding and consolidating code cells [156]. A
broader study discovered pain points for notebook users along the entire workflow spectrum
ranging from setup to exploration to sharing [94]; the 60 systems that we analyze in this paper
are often attempts to address specific pain points along that spectrum. Lastly, CSCW researchers
investigated how data science teams collaborate using notebooks and discovered the limitations of
current notebook systems for both asynchronous and synchronous collaboration [244, 195, 258].

To compare and contrast the designs of literate computing systems, a PPIG workshop
paper [121] surveyed 12 literate computing projects, 7 of which were notebooks. Similarly,
Merino et al. surveyed 12 notebooks and 4 other systems as a formative study to inform the
design of their Bacata system, which generates notebook Uls for DSLs [190]. Both of these
analyses were small in scope and did not focus on mapping a design space of technical notebook
features. In comparison to the prior work in this area, the work presented in Chapter 5 is to our
knowledge the first comprehensive design study of dozens of notebook systems across academia

and industry.

2.2.3 Program Visualization Tools

To explain how code works, instructors frequently wish to provide visual representations
of programs. Chapter 7 introduces a set of tools that automatically generate diagrams to explain
how Python, R, and SQL code transform data tables.

The two closest related projects to ours — Data Tweening [158] for SQL and Datama-
tions [212] for R — use animations to show how data tables get reshaped. We took a com-

plementary design approach by rendering static diagrams that can be used in screenshots and
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presentation slides, and we also support a larger set of operators necessary to cover what is taught
in introductory data courses.

Interactive data wrangling systems such as Wrangler [149], its proactive extension [130],
and Unravel [231] show inline visual previews of table reshaping operations. These were
designed to assist working data scientists; in contrast, our tools were made specifically for
teaching, so they also show side-by-side before-and-after comparisons and fine-grained mappings
to Python/R/SQL code.

Our work also extends the line of computing education research on program visualization
tools [233]. These tools, such as Jeliot [194], UUhistle [234], and Python Tutor [128], visualize
the step-by-step run-time state of code written for introductory programming courses. Our tools
are inspired by Python Tutor and extend its reach to introductory data courses. This required us
to design a different set of visualizations focused on annotating table transformations instead of
on variables, objects, pointers, stack frames, and heaps.

Lastly, tools such as QueryVis [182], SQLVis [191], and SQL EXPLAIN [198] can help
users to understand SQL query plans. These tools show the query plan and the schemas of
affected data tables; but they do not show the concrete data that is being transformed, since their
goal is to emphasize a higher level of abstraction. We build upon those ideas by showing both
the query plan and the actual data tables on-demand when the user clicks on nodes in the query
plan tree. Our intuition is that showing actual data can help instructors explain SQL execution

more concretely to students.

2.3 Learning Activities as End-User Programming

In introductory programming and data science courses, instructors present numerous code
examples for learners to understand, reuse, and modify for their own work in their courses and
beyond. Learners who encounter these initially unfamiliar code snippets can be viewed as a kind

of end-user programmer while they progress towards expertise. This section reviews the literature
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that characterizes end-user programming activities, how people reuse code opportunistically,
and how live programming environment can help people understand code examples. The tools

presented in Chapters 6 and 7 draw upon this prior work in particular.

2.3.1 End-user programming

End-user programming typically refers to activities where a person with no formal
programming education writes code to accomplish a task; examples include biologists writing
code to analyze data, or accountants building spreadsheet macros. Prior work has aimed to
understand and support their programming and debugging activities in various domains such
as spreadsheets, CAD [199], web mashups [252], home automation [88] and hobby electronics
[80]; approaches range from visual languages, programming by example [113], mixed-initiative
programming [129], help seeking [159, 243] and natural languages to formal engineering (e.g.,
testing, verification and versioning) to ensure quality [196, 165].

The challenge of defining end-user programmers exclusively as people with no formal
programming education is that it conflates behaviour with expertise—although they are ap-
pear correlated, they are in fact orthogonal. On one hand, expert programmers regularly find
themselves in the position of a non-expert, needing to code in an unfamiliar language, API, or
project. They often need to prioritize working code for a specific short-term aim (e.g., a script
to generate plots for a presentation) over comprehensibility and maintainability. On the other
hand, there are non-expert programmers such as novice spreadsheet users who want to build well
laid-out and well-tested spreadsheets for long-term use by their team. Consequently, end-user
programming is better viewed as an activity that both experts and non-experts engage in, and
end-user programmers can then be defined as people who engage in end-user programming
behaviors [165].

In the formative interviews of Chapter 6, we found that data analysts who tweak code
often do not self-identify as having programming expertise. Those who do may nonetheless lack

expertise in the data scripting language they are trying to reuse—in our case, Python. Of the
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small fraction who do have Python expertise, an even smaller fraction are aware of, let alone
have expertise in, the APIs of specific data manipulation libraries, such as pandas. Thus, code
tweakers are better viewed as end-user programmers than as software developers, even if they

have programming expertise.

2.3.2 Opportunistic code reuse

To help our target end-user population, it is necessary to characterize the kind of end-
user programming activity they are doing when code tweaking. This is a blend of authoring,
debugging, and information seeking that is best captured by the term ‘opportunistic code reuse.’
This is a specific instance of opportunistic programming [85], which is defined by prioritizing
getting things done over code comprehension and maintainability. Opportunistic programmers
reuse snippets of code from prior versions of the same code [236], from others’ code or in
specialized code repositories [219] and from the internet [83]. They piece them together using
glue code and use ad-hoc debugging techniques such as commenting code and print statements
over formal debugging tools.

A closely related, but distinct activity, is exploratory programming [154, 151]. Here
users write code to experiment or prototype with different ideas: the goal is open-ended and
evolves through the process of programming, and the programmer is not attempting to match
a specification. Although exploratory programming can involve opportunistic behaviors, it is
clearly a different phenomenon.

The term ‘tinkering’ also appears in the literature. Burnett et al.’s GenderMag frame-
work [89] uses the word ‘tinkerer’ to refer to an intrinsic personality trait of some end-users
that causes them to be more inclined to program, edit, and customize software. Our data did
not suggest that our users were universally tinkerers—rather, they were usually only motivated
to do the minimum tinkering necessary to get their work done. Terms such as ‘customization’,
‘configuring’, and ‘tailoring’ [114, 148, 240] describe setting parameters of existing programs,

but not direct modification of a program’s source code.
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The problems of opportunistic code reuse can be characterised in terms of Ko’s learning
barriers [168]. In particular, they might face difficulties selecting the right code snippet to reuse
(a selection barrier), understanding how to use a code snippet and adapting it to the task at hand
(a use barrier), putting together different code snippets to seek the desired output (a coordination
barrier), and understanding how the code snippet or the put-together code works (or the functions
or the lines in the code snippet) works (an understanding barrier).

Many prior tools for improving opportunistic code reuse from the internet are aimed at
helping people find relevant code examples easily [83]. Such tools may additionally capture the
source of the reused code, in case it needs to be revisited [135]. Still other tools are suited towards
expert programmers for whom reading code is sufficient for comprehending it; these simply
list candidate snippets that a programmer can evaluate by reading (and users seek additional
information only when they need). However, in the formative studies of Chapter 6, we did not
get the sense that finding relevant code snippets was the biggest bottleneck; rather, the difficulty
was in understanding each snippet and how various snippets may be combined to solve the task
at hand.

Non-experts additionally need help understanding code. Previous work has explored
summaries of code snippets [255], or integrating additional information available on the web
(e.g., examples and explanations) as part of code search results [143], or enriching webpages
containing code snippets with comprehension tools [259]. During reuse, programmers don’t just
look at code, but the context in which the code is used: they look at examples of code use and
adapt the entire usage instance to their task’s context; Rosson calls this “reuse of uses” [219].
Community guidelines on websites such as Stack Overflow recommend that code snippets are
accompanied with examples,! signalling the usefulness of examples in code reuse, even for
experts. Thus, the approach we took in Chapter 6 was to improve the intelligibility of the code
through its output, since we are likely to be able to successfully run the code (as opposed to

code summarization or retrieval of additional information, which would have variable rates of

Thttps://stackoverflow.com/help/minimal-reproducible-example
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success).

Programmers might want to retrace their steps when working in an opportunistic manner,
and thus need support for fine-grained backtracking [256], or runtime event-centric explanations
(e.g., why did or didn’t a method get invoked?) [167]. But existing debugging tools don’t
make it easy to inspect arbitrary statements, especially for non-experts. Although traditional
debugging tools offer sophisticated ways of pausing code execution to inspect values, non-expert
programmers often do not know how to use them. Moreover, in opportunistic programming,
users cannot or do not want to invest effort in learning, instead prioritising finishing the task
at hand in any way possible. Even expert programmers tend to use more ad-hoc methods for
debugging, e.g., print statements and code commenting, rather than using the debugger—which
we postulate is due to the high interaction costs of setting up a debugger and adding breakpoints.
Although rich in feedback, computational notebooks suffer from similar pain points with high
expertise requirements and interactional costs [93, 139, 155]. TWEAKIT addresses this limitation

by allowing users to inspect output simply by placing their cursor in the relevant piece of code.

2.3.3 Live programming

The importance of interactional costs to opportunistic end-user programming cannot be
understated. When code visualizations are always-on, as opposed to manually triggered, users
develop and adopt unique strategies for code comprehension and navigation [183]. Let alone
manual interaction costs—even slow output can be an issue: in data analysis, a consciously
imperceptible response latency can unconsciously act as a significant deterrent for exploration,
reducing the user’s coverage of the data set, as well as the rate at which they make observations
and hypotheses [185].

Live programming environments allow users to edit a program as it runs, or automatically
recompiles and executes the program as the user edits [238]. Such real-time, interactive feedback
can be beneficial support for novice end-user programmers. But as Ko et al. found [168],

sometimes people want to see what the “factory” is producing, and at other times, they want to
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inspect what each machine does and what each machine produced. Live programming is typically
concerned with rendering the output of the entire program, and this is suited to understand what
individual bits do when writing code from scratch; but it is not very well suited for reusing code,
which requires the programmer to hypothesize potential edits, edit the code and then see the live
output to confirm the hypothesis. Some live environments allow developers to inspect what the
compiler evaluated each statement to during live execution [76]. This interaction, like runtime
event-centric explanations, is well suited for debugging, but doesn’t directly address the problem
of understanding what a single statement or method call does, because to do so requires the
ability to compare the system state before and after the statement was executed, not just the
output of the statement. As this was a priority for non-expert end users, we built this into the
comparison feature of TWEAKIT, the tool presented in Chapter 6, which naturally extends the
cursor preview interaction to allow for ad-hoc comparisons between arbitrary different steps
of the program. This design goal also informed the design of the tools presented in Chapter 7,
which display and annotate a full sequence of intermediate values for code expressions.

Live programming environments typically lack granularity, and granular debugging tools
typically lack liveness (in the sense that they incur interaction costs to configure). Thus, the
ability to inspect the output of individual code expressions with little or no interactional cost is a
core novelty in the interaction design of the tools presented in Chapters 6 and 7. Although the

individual ideas are not by themselves new, their combination is.
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Chapter 3

The Challenges of Evolving Technical
Courses at Scale: Four Case Studies of
Updating Large Data Science Courses

Instructors who teach large-scale technical courses, especially on data science and
programming, must do a large amount of logistical work when updating their courses. All of this
behind-the-scenes labor takes time away from the pedagogically-meaningful work of teaching
students. Over the past five years, I and seven other instructor collaborators have created
and updated eight courses for an undergraduate data science program that serves over 2,000
students per year. We present four case studies from our teaching experiences that highlight major
challenges in maintaining and updating technical courses: 1) There were intricate dependencies
between course materials, so making updates to one part of the course would require updating
many other parts. 2) We needed to maintain several variants of course materials such as
assignments. 3) We wrote large amounts of ad-hoc custom software infrastructure to manage
logistics. 4) We could not easily reuse software written by others. Our case studies point to
design ideas for instructor-oriented tools that can reduce the logistical complexities of teaching
at scale, thus letting instructors focus on the substance of teaching rather than on mundane

logistics.

19



3.1 Introduction

Suppose Alli is an instructor teaching an introductory data science course. She first
created this course four years ago, and enrollments have doubled each year. This term, Alli wants
to move the lecture on data tables earlier in the course since last year students were confused
by this concept. Although this seems like a simple change from a pedagogical standpoint, she
runs into major logistical challenges. After moving the lecture, Alli also needs to update many
other pieces of course materials to keep them up-to-date, such as discussion worksheets and
assignments. But, making these updates requires knowledge of multiple custom infrastructure
scripts and third-party software tools that her TA staff uses to generate those course materials. At
the scale of Alli’s course, she must not only ensure good pedagogy but also pay close attention
to variations in hundreds of assignment files, manage autograder software configurations, and
debug programming assignments as the underlying software libraries evolve.

This example scenario highlights the reality that large courses, especially on technical
topics such as programming and data science, require instructors to manage a tremendous amount
of invisible behind-the-scenes logistical work. All of that work takes valuable time and energy
away from what they actually want to do: teach students. For instance, one collaborator said the
following during a discussion of the challenges we faced in maintaining and updating our large

courses:

“I had 14 to 15 hour work days, every day. It was a lot of work, and NOT the fun
kind of work because I didn’t get to interact with students during any of it.”

Over the past five years, I and seven other instructor collaborators on this study have
created and updated a set of eight courses for an undergraduate data science program that serves
over 2,000 students per year. We have witnessed firsthand the tremendous growth in enrollments
to data science and computing majors over the past half-decade [68, 147, 171] — some of our
course enrollments have nearly doubled every year.

To handle such increasing scale, instructors of technical courses like programming and
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data science adopt automated workflows to support large class sizes, such as creating software
infrastructure to automatically distribute and grade assignments [229]. While these innovations
have benefits, they also require lots of work to manage and debug. What logistical challenges
do instructors face when maintaining and updating large technical courses?

This question is important because dealing with logistical challenges takes time away
from the pedagogically-meaningful work that instructors want to do. By understanding the
complexities that instructors face in their daily workflows, we can move toward streamlining the
process so that they can focus on the substantive parts of actually teaching well.

To investigate this question, we present four short case studies drawn from our teaching
experiences over the past five years. Each highlights a specific challenge we faced when updating
technical courses. Table 3.1 summarizes each challenge along with representative examples:
1) There were intricate dependencies between course materials, so making updates to one part of
the course would require updating many other parts; and oftentimes these dependencies were
invisible, which led to inconsistencies that frustrate students. 2) We needed to generate several
variants of course materials, such as versions of assignments with and without solutions, then
keep those consistent with related materials. 3) We wrote large amounts of ad-hoc custom
software infrastructure to manage course logistics such as running student code on servers,
accepting homework submissions, doing both automatic and manual grading, and maintaining
variants of course materials. 4) We could not easily reuse software written by others, such as

off-the-shelf learning management systems or even code written by prior terms’ instructors.

Research contributions: This study is, to our knowledge, the first to characterize the challenges
that instructors face when doing maintenance and update work for large technical courses. We
focused on data science courses in particular since they combine concepts from multiple technical
disciplines — mathematical theory, applied statistics, computer programming, data visualization,
and the social sciences (e.g., the ethical and social context of data use). Thus, we believe that

parts of Table 3.1 can generalize across other types of technical courses. More broadly, we hope
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Table 3.1. From our experiences teaching large data science courses, we discovered four main
sets of challenges when maintaining and updating course content. This logistical complexity
hindered our ability to make pedagogically useful improvements.

Challenge Description Representative Example

Intricate Course material depends on Adding hypothesis testing concepts

dependencies each other; updating a single to a course created a cascade of

between course lecture can cause worksheets unforeseen updates, even for

materials and assignments to become material that was not directly
out-of-date. related to the topic (Section 3.4.1).

Maintaining Even single pieces of course For many assignments, we have an

consistent variants
of course materials

content require careful
management of multiple file
variants and computing
environments.

instructor version, a version
released to students, and student
submissions. However, student
Python versions sometimes differed
from the autograder’s Python
version, causing subtle bugs and
student confusion (Section 3.4.2).

Writing ad-hoc
software
infrastructure to
manage scale

Each course has its own scripts
and software written by course
staff to automate tasks like
autograding. However, every
piece of infrastructure code
requires work to maintain.

One course’s infrastructure, which
started out as a single file of LaTeX
macros, grew to become a
collection of scripts that stitched
together multiple programming
languages (LaTeX, Python, bash)
and software tools (Section 3.4.3).

Cannot easily reuse
software written by
others

Most software development
tools do not fully enable
instructors’ desired workflows,
so instructors still need to write
custom code and pay close
attention to software updates.

When a third-party software tool
released important bug fixes, it also
added backwards-incompatible
changes that broke our existing
course infrastructure

(Section 3.4.4).
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our case studies open up a dialogue about how to support instructors of large university courses,
who are often temporary lecturers, teaching-track professors, and graduate students [237] who
must bear the brunt of this invisible behind-the-scenes labor.

In sum, this study’s contributions are:

* Case studies that highlight four sets of logistical challenges in maintaining and updating

large technical courses.

* A call to develop better practices and domain-specific tools to support instructors in

managing these challenges so that they can focus more of their time on teaching.
3.2 Methods

This study investigates two main research questions:

* Why do instructors need to make updates to large-scale technical courses that are already

well-established?

* What challenges do instructors face when maintaining and updating these large technical

courses?

We addressed these questions by reflecting on our own experiences as data science
instructors and synthesizing them into four short case studies. Each case study presents a
challenge we faced along with a reflection of its broader implications for our research questions.
The main benefit of this case study method is that we can candidly introspect on our own
experiences and discuss them as co-authors in a way that is not as feasible with external

interviews or surveys. (But see Section 3.2.3 for limitations of this method.)

3.2.1 Case Study Participants

For a case study to be effective, its participants must be representative of the general

population that its research questions aim to target. In our case, the 8 co-authors of this study
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Table 3.2. The courses that this study’s authors created for a data science major at a U.S.
university. Students = approximate enrollment per term, TA = number of TAs this term, Terms
= how many terms has this course been taught. Instructors = how many different people have
taught this course.

Course Topic Students TA Terms Instructors
Intro. to Data Science 280 16 16 5
Data Structures 250 5 11 2
Theory for Data Science 1 150 9 14 5
Theory for Data Science II 150 9 13 2
Algorithms for Data Science 150 10 13 3
Applications of Data Science 100 9 12 3
Data Science in Practice 550 10 17 4
Capstone Project 220 6 7 1

collectively helped create the data science major at a large public Ph.D.-granting institution in the
United States. We designed and taught large data science courses for the major, including all six
required lower-division courses, a popular elective course, and a capstone project course. These
courses cover foundational topics in data science, including data manipulation, data structures,
visualization, and statistical modeling. We mostly use widely-adopted Python data science tools
like pandas [189], Jupyter notebooks [206], and scikit-learn [203]. Thus, we believe that
we are well-positioned to reflect on our firsthand experiences to highlight the challenges of
updating technical courses.

Methodologically, our approach follows the precedence set by prior research papers that
are case studies of the authors’ own firsthand experiences. Some notable examples include
lessons learned from simultaneous deployments of a MOOC and residential course [169],
reflecting on five years of Georgia Tech’s online masters program [146], a case study of an HCI
MOOC with group-based design projects [95], and six years of reflections on an internationalized

CS curriculum [210].
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3.2.2 Overview of Courses

Table 3.2 summarizes the eight data science courses that we created and updated over the
past five years. Average course sizes ranged from 150 to 550 students. We hired large teams of
teaching assistants (TAs) to help manage these courses, with three hiring 10 or more TAs each
term. TAs held a wide variety of responsibilities, including hosting discussion sections, holding
office hours, attending staff meetings, updating and releasing assignments, updating the course
website, and grading assignments. We hired both undergraduate and graduate students as TAs,
although the majority were undergraduates who did well in prior offerings of the course [193].

Seven of these courses are required for data science majors at our university, and one
is a popular elective. Typically, each week we presented three hours of lecture and an hour-
long discussion section. Weekly homework assignments consisted of a mix of math, computer
programming, and open-ended narrative write-ups.

Moreover, all these courses were well-established, with the majority having been offered
in at least ten past terms (see “Terms’ column in Table 3.2). There are four quarter-long terms per
year at our university. Most courses had multiple instructors teaching it in the past (‘Instructors’
column); for instance, our intro course had 5 instructors teaching 16 offerings over the past five
years.

These courses are large-scale and complex to manage not only due to high student
enrollments but also because of large staff sizes (often with over 10 TAs), and because they are
taught by many instructors over multiple past offerings. Thus, we feel they are appropriate to use

as the settings for our case studies in this study.

3.2.3 Limitations

The usual limitations of a self-reflective case study apply here. This study’s co-authors all
work at the same large public university in the United States. This left out other settings where

data science is taught, such as bootcamps, MOOCs, and online workshops [171]. On the other
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hand, having multiple instructors within the same data science program captures complementary
perspectives from different instructors of the same courses. For instance, we often rotate between
teaching each other’s courses. During an academic year, an instructor typically teaches between
3-5 courses within the program. We acknowledge the limitations of this self-selected sample,
so to compensate we tried to estimate how often the issues we encountered came up for peers
who taught at other types of universities and reported issues that were more likely to generalize.
In the future, interviewing or surveying our colleagues who work at other institutions can help
reduce these limitations.

Another limitation is that we only teach data science and programming courses, but other
technical courses across STEM fields, such as math and physics, also have large enrollments. We
chose to focus on these fields since data science and intro programming are amongst the fastest-
growing and highest-enrollment courses at major U.S. universities and MOOCs [68, 147, 171].
We also believe that data science courses are good representatives of technical courses since they
combine concepts from multiple STEM domains: our courses in Table 3.2 cover mathematical
theory, applied statistics, computer programming, data visualization, and written narrative
assignments about the social and ethical context of data. Thus, studying these courses could shed
light on problems that courses from other technical domains may encounter at scale. However,
our findings may not generalize to all types of technical topics, especially those that do not

involve as much math or programming (e.g., biology).

3.3 What kinds of updates are needed for large technical
courses?

First we describe the kinds of updates that are typical for large-scale technical courses
such as our data science courses (Table 3.2).
We all taught established courses that have each existed for at least three years. Thus,

every term we all had the option of “replaying” the course verbatim—we could have reused the
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material that already existed without changing any of it. In fact, this material was often written
by ourselves in a prior offering of the course. Yet, all of us shared a common desire to update our
course materials despite the effort required to do so. Here are the three main kinds of updates

and common reasons for making them:

1) Improving lecture materials: The most common reason for updating existing lecture materi-
als was observing students struggle with an important concept from the prior term. In response,
we often trimmed, expanded, and moved topics. For example, at times we allocated more lectures
for basic statistics concepts or decided to move them earlier in the course to give students time to
practice. Larger classes often involve more frequent lecture edits to accommodate more students
with varying levels of prior experience.

We also updated the examples used in lectures to keep up with current trends. For
example, most of us felt students were more engaged when lectures incorporated personal
interests or data related to current news events. Related, since data science and programming
technologies (e.g., software libraries and APIs) change rapidly year-to-year, the code examples

used in lectures must be continually updated or else we risk teaching outdated content.

2) Updating assignments to keep them fresh: In established courses, assignment solutions
inevitably get leaked online after several offerings, which increases the odds of cheating. Ta-
ble 3.2 shows that most of our courses had been taught over ten times before. Many of us felt
that students were negatively impacted by assignment solution leaks, to the point that we avoided
repeating an assignment in consecutive offerings. Thus, assignments must be constantly updated
to help maintain academic integrity.

Another reason for assignment updates is that data science courses often rely on the
latest data or real-time data streams to provide timely and motivating assignments for students.
Some assignments used election data or real-time Twitter feeds, so they had to be updated to

incorporate the latest data changes.

3) Adding more content as enrollments grow: Student demand for our courses has been at
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an all-time high due to more people wanting data science and programming jobs. Most of our
courses in Table 3.2 have doubled or tripled in size over the past few years.

We had to create more content as enrollments increased. First, we needed to write
more internal documentation for our TAs. To ensure that even new TAs (who are mostly
undergraduates) can deliver high-quality instruction, we had to write more detailed TA guides to
provide structure for TA sections and create more detailed grading rubrics. We felt that these
additional teaching materials were required to maintain a consistent student experience at larger
scales. For instance, when our data structures course grew from 60 to 250 students, we made
discussion worksheets so that students could get useful practice no matter which section they
attended.

Larger courses also mean a greater diversity of student backgrounds; in our experience,
this manifested most prominently in the amount of prior computer programming experience that
students had when coming into our courses. When we taught the programming-heavy parts, we
found that many students either found programming too easy or too difficult. To address this wide
variance, we created supplemental course content to help students who had less programming
background. For instance, one of us created a separate problem-solving guide for the data
science theory course. We also created a separate track of content for more advanced students
who wanted additional depth for a particular topic, for instance by inviting guest lecturers or by

adding more lectures that covered recent advances in the field.

3.4 What challenges do instructors face when updating
their courses?

We distilled our collective experiences of updating our course materials over the past few
years into four main challenges, summarized in Table 3.1. For each challenge, we use a small
case study to illustrate a representative example from our experiences. Each case study provides

background context, the difficulties we faced in making that course update, and a reflection on
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Figure 3.1. Even within a single week in a course, instructors must manage multiple pieces of
course content with intricate dependencies (depicted as dotted blue arrows in this figure). In this
example from one of our courses, the discussion Jupyter notebook reinforces topics from lecture.
The worksheet is accompanied by a separate Python script which must stay up-to-date with the
content in the notebook. Lab and homework also depend on the discussion and lecture content.
At a higher level, dependencies exist between subsequent weeks. An instructor who wishes to
update a single lecture must ensure that all the dependent material is also updated across the
entire course. Instructors now do this manually, which is tedious and error-prone.

broader implications. We conclude each one with a list of other kinds of course updates that

resulted in similar challenges.

3.4.1 Challenge 1: Intricate dependencies between course materials

Figure 3.1 shows that in technical courses even a single week can involve many pieces of
course material that must remain consistent with each other. For example, a typical week might
contain two to three lectures. Each lecture has both a set of slides and a Jupyter computational
notebook [206, 176] that the instructor presents to show live code and data examples in class.
Students also attend discussion and lab sections during the week to reinforce lecture content;
those sections each require their own Jupyter notebooks or printed paper handouts. Each
assignment also requires its own Jupyter notebook and supplemental files like datasets.

Due to the intricate dependencies shown in Figure 3.1, if an instructor wants to update
any piece of course content (e.g., to fix a bug or improve an example), they must also update a

batch of related content to keep it all consistent. And although each piece of content depends on
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others, these dependencies are hidden and must be maintained manually by instructors and TAs.
Case Study: Substituting or Moving Course Topics

The first course that all students take in our degree program is an introduction to data sci-
ence. For this intro course, we adapted UC Berkeley’s openly-available Data 8 curriculum [111].
However, Data 8 is a 15-week course, so we had to modify it for our university’s shorter 10-week
academic term. Data 8 is split into three parts: computation (Python), inference (hypothesis
testing), and prediction (machine learning). To prune this course down to ten weeks, we did not
include inference when we first offered our version. However, a year later we updated our course

to make the opposite choice—we removed topics in prediction to teach inference instead.

Why make a change? The motivation for making this change actually came from other
instructors in our data science program. Specifically, one of the more advanced data science
courses teaches students to do end-to-end data analyses, including hypothesis testing. However,
the instructors for that course felt that teaching hypothesis testing from the ground up took too
much time away from their core topics, which made us realize it was important for students to
learn it first in our intro course. Thus, we decided to replace prediction topics with inference
(hypothesis testing) since other courses in the program already covered prediction.

Why did we not include hypothesis testing in the original version of our intro course?
Because it was the very first course we created for our data science program, so these later
courses did not even exist back then. Although we knew the basic high-level descriptions for later
courses, it was not possible to know exactly what would be most important to cover until those
courses were actually taught for the first time and we received student and instructor feedback.
Thus, during the first offering we decided to teach prediction instead of inference because we
felt that a prediction project related to machine learning would be more interesting for students.
But once the subsequent courses were launched, we found that having inference in our intro
course was better for students. This is an example of updating our course in the face of changing

external circumstances such as new downstream courses being created later.
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How did we update our course? We adjusted the lecture schedule to emphasize inference
instead of prediction. As we updated course materials, we repeatedly encountered the challenge of
intricate dependencies: switching each lecture’s topic required updating the discussion worksheet,
lab assignment, and homework for that week. We also realized that we could adjust the first
half of the course to better prepare students for inference. For instance, our old content did not
teach students how to draw random samples from a data table, an important skill for inference.
Thus, we updated content not only for the weeks that were directly focused on inference but also
previous weeks in the course so that students could be better prepared for inference later. This is

an example of an update triggering additional updates of dependencies.

Reflection. This case study illustrates how intricate dependencies exist between materials
within a course. But at a higher level, it also illustrates how dependencies exist between courses.
In our case, an advanced downstream course motivated us to swap out prediction topics for
inference. Once we made this change, other courses in the program also needed to adjust since
their students would have more practice with inference content but less practice with prediction.
For instance, courses that previously assumed that students understood how to fit a classification
model in Python could no longer do so. This poses a big challenge for instructors: Although we
want to make pedagogical updates to improve our courses, it is difficult to predict how much
work these updates will actually take to implement. One update could cause cascading changes
to many other pieces of material, but we do not know which other pieces of material will become

out-of-date until we review them manually.
Other examples.

Here are other times where we encountered the problem of intricate dependencies between

course materials.

» Updating references to past assignments in text (e.g. “In the last assignment, we covered

these topics.”)
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» Changing a core software package for working with data tables in Python.

* Moving graph algorithms from an earlier course to a later course in our data science

program.

* Removing geospatial data from a course to cover natural language models in more depth.

3.4.2 Challenge 2: Maintaining consistent variants of course materials

In the prior section we showed how updating one piece of course content often results
in needing to update many other pieces of content that depend on it. Here we present a related
problem: even maintaining a single piece of content in isolation (without worrying about
dependencies) requires instructors to manage multiple variants of that content. For instance, a
typical assignment in one of our courses has at least three variants: 1) an instructor version that
contains both questions and solutions, 2) a student version that contains only the questions (not
the solutions), 3) each student completes the assignment to produce their own personal variant (a

completed assignment) to submit for grading.
Case Study: Reacting to Unexpected Python API Changes

One of our courses contains lessons on text data, regular expressions, and natural language
models. We give students an assignment where they write Python code to download books
from Project Gutenberg [59] and tokenize the text. However, some students ran into unforeseen
problems after we upgraded the course Python version from 3.6 to 3.7. This led us to update the

assignment.

Why make a change? In the midst of the term we got unexpected reports from students
and TAs about an issue where for some students, their code would run correctly on their personal
computers but not on the autograder server that grades assignments. After looking into this,
we realized that this problem affected only students who had not upgraded to Python 3.7. In
3.7, Python changed the behavior of regular expressions. Before, splitting the string 'ba t'

using r'\sx' would resultin ['ba', 't']. Butin 3.7, the same regular expression produces
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('', 'p', 'a', '', 't', '']. The challenge here was that some students had installed
Python 3.6 from a previous course while others had installed Python 3.7. Our autograder system
used Python 3.7, so students who wrote perfectly correct code for Python 3.6 could still fail the
tests for 3.7.

Unfortunately, we did not catch this subtle issue until we had already released the
assignment. Why not? Our staff-written solution to the assignment did not rely on the specific
regular expression syntax affected by the Python update, so the staff solution still produced the
correct output using either Python version; in contrast, many good student solutions (that were
still correct) used a regular expression that broke in 3.7. Also, the webpage that documented
the changes in Python 3.7 buried this tiny backwards-incompatible change within a long list of
other changes [56]—if it were printed out, this change would be on page 38 within a 42-page

document.

How did we update our course? When we found out about this issue, we wanted to
update the assignment so that the test cases would detect and notify students when they were
using the problematic syntax. To do this, the course staff added test cases to the instructor version
of the assignment and regenerated the blank student version of the assignment. However, we
then ran into the problem that many students had already downloaded and made progress on
the old version of the assignment—some students had even finished the assignment before we
discovered this issue. If a student wished to use the new version of the assignment, they would
have to download a blank copy of the assignment and copy all of their code over. However,
we felt that this was too burdensome for students since there were many pieces of code in this
assignment, and we only needed to update one question.

Instead, we sent an email announcement to students to upgrade to Python 3.7 immediately.
We also instructed our teaching assistants to make sure students in their discussion sections ran
their code using Python 3.7, not 3.6. For future iterations of the course, we emphasized that

students needed to install and use the same Python environment as the autograder.
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Reflection. This case study highlights the challenges of having multiple variants of course
materials. In this example, a single assignment had an instructor file (with both the questions
and the solutions) and a blank student file (with no solutions) that needed to stay consistent with
each other. But each time a student downloaded the assignment and worked on it, they created
yet another file that could become inconsistent with the instructor version. When the course
staff fixed a question in the instructor version, all previously-downloaded student copies of that
assignment (which could be hundreds in a large course) became out of sync.

Another related challenge with variants of course material is that these variants might
be used in different computing environments. In this case study, one version of the assignment
ran on the instructor’s computer and another ran on each student’s computer. And once students
submitted the assignment, their code would run on the autograder server, which had its own
distinct Linux environment. In other words, instructors must not only ensure that variants of
course materials stay consistent but also that the computing environments for these variants stay
consistent as well. One way to cope with this problem is to have all students use a cloud-based
coding environment. Some courses do this, but others give students the flexibility to work locally

on their own computers.
Other examples.

Here are other times when we faced the challenge of maintaining consistent variants of

course materials:

* Changing the dataset used for an assignment often requires rewriting many questions and

accompanying autograder tests, then testing those tests to make sure they are robust.

* Creating alternate versions of programming assignments after noticing that the current

solutions were posted online.

* Updating lecture and assignment code because a package version updated, for example

pandas releasing version 1.0.
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3.4.3 Challenge 3: Writing ad-hoc software infrastructure to manage
scale

Another challenge of teaching large technical courses is that we find ourselves spending
lots of time working as software developers and sometimes as software development managers,
even though our primary job is supposed to be teaching. We have to either write lots of software

infrastructure ourselves or supervise TAs who write the code to manage the complexity of course

logistics. See Figure 3.2 for an example of some software infrastructure that we created.
Case Study: Handling Math and Programming Problems

After students take the introductory courses in our data science program, they then take a
theory course on algorithms. When we first launched this course, students completed a weekly
assignment in LaTeX. To make an assignment, we created a single LaTeX file that contained
all the problems and solutions. Then, we used a library of LaTeX macros to strip out solutions
in the student version of the assignment. This system was relatively simple, since we could
create the student versions of the assignment using a single shell command. However, this course

infrastructure software grew significantly more complex over time as we iterated on the course.

Why make a change? As is typical for new courses, the topics we taught in this course
changed many times over its first few years. For instance, the course initially spent several
weeks on statistical concepts. However, we later decided to move those topics to another course
in the program and focus on algorithm analysis instead. Whenever we added a new topic or
changed the order of existing topics, we also needed to update the course assignments to match
the lecture schedule (as discussed in Section 3.4.1). The process of updating assignments was
prone to introducing syntax errors or pedagogical bugs since we had to manually copy-paste
LaTeX problem descriptions between files.

Also, after several course offerings we accumulated a growing “library” of assignment
problems for every course topic. For instance, we wrote problems on big-O notation for each

offering, so after a few years of running the course we had a number of possible problems to
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Figure 3.2. We wrote custom software infrastructure to manage assignment workflows. (A) In-
structors use custom scripts to strip out solutions and test cases to generate a student-ready
assignment file. (B) Students write and submit assignments to a cloud-hosted computing en-
vironment. (C) Another custom script runs an autograder on student code and splits out the
open-ended responses for manual grading. (D) Grades are collected into a single score and
released to students.

include in an assignment. We wanted a way to choose a few problems from our problem library

for each assignment, but there was no existing tool available to do this task.

How did we update the course? Updating course topics meant that we also had to
update the ad-hoc infrastructure code that we had written earlier to manage assignment creation,
submission, and grading (summarized in Figure 3.2).

First, we refactored our existing assignments by moving every problem to its own file.
We then wrote a script that could concatenate problem files together into a complete assignment.
This script started as a simple set of shell commands but grew more complex as we augmented it
to handle other tasks. For instance, we added a feature to automatically generate a blank LaTeX
starter template for students to write in their solutions so that submissions had a consistent style
to make them easier to grade.

We also wanted to give students programming questions in the course, which required

a series of extensions to the existing infrastructure that managed our lecture and assignment
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materials, which were based on Jupyter notebooks. We wrote scripts that could remove our
solution code from Jupyter notebooks, concatenate notebooks together, bundle both code and
LaTeX files together for students, and generate configuration settings for the course autograder
server. At the time of writing, this course infrastructure consists of an ad-hoc mix of shell scripts,
LaTeX macros, and Makefiles that manage LaTeX files, Jupyter notebooks, and Python scripts

for assignments.

Reflection. Our software infrastructure plays an important role in helping us manage the
scale of our courses—every task that the infrastructure currently handles used to be manual work
for the course staff. For instance, we no longer worry about accidentally leaving solutions in the
student versions of assignments since our scripts handle this automatically. This is especially
useful for helping us manage the many variants of course materials (Section 3.4.2).

However, this software infrastructure itself requires constant maintenance and debug-
ging since it is a complex piece of ad-hoc software created by educators, not professional
software developers. Many courses in our program hire TAs who specifically monitor the course
infrastructure so that problems can be quickly addressed.

This infrastructure can grow complex over time. For instance, Figure 3.2 depicts a typical
part of our infrastructure for generating assignments, handling submissions, and autograding
them on a server. This software not only needs to be written but must also be fine-tuned every
term as assignment details get updated and the underlying run-time environment (e.g., operating

systems, library versions, cloud hosting services) change year-to-year.

Other examples.

We have also used our infrastructure for:

» Extracting free-response questions from student submissions for manual grading.

* Hosting a cloud-based computing environment so that students all use the same Python

and package versions.
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* Handling grading special cases like late submission penalties.

3.4.4 Challenge 4: Cannot easily reuse software written by others

The prior section described how we spend significant amounts of time writing and
maintaining custom software infrastructure for our courses. A reasonable question is: Why don’t
we purchase off-the-shelf software or use freely-available software written by others?

First, some of us do use a generic LMS (learning management system) to keep track of
logistics like student enrollment lists and gradesheets. But such software is best-suited for static
content like posting PDFs of homework assignments. Technical courses like the ones we teach
have lots of dynamic content such as coding assignments that need autograding infrastructure and
different variants of course materials that interleave code, data, and exposition (see Section 3.4.2).
Generic LMS software such as Blackboard, Canvas, or Moodle cannot handle that kind of
dynamic content on their own.

We also use free tools such as GitHub and software development toolchains like the
classic Unix ‘make’ [117] for programmatically compiling different variants of course materials.
However, we still have to write custom code to wrap around these tools since they were not
originally developed with educational use cases in mind. And even though we use tools designed
for educational use like Gradescope [232], we still need custom code since each tool uses
differently formatted data.

In sum, we have found it challenging to reuse instructional software written by others, as

illustrated by the following case study.
Case Study: Handling Software Tool Updates

In several of our courses we rely on an open-source software package for autograding
student code in Jupyter notebooks called Otter Grader [61]. This tool was specifically made for
educational use, so it has several convenient features. For instance, it can automatically generate

test cases from assert statements in Jupyter notebooks. However, using this package comes
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with its own maintenance requirements—when we update this package to use the latest release,

it often requires us to also update our course infrastructure and materials.

Why make a change? Since Otter Grader receives regular bug fixes and updates, we
prefer to use the latest package version when possible. But these updates also come with their
own backwards-incompatible changes. In one notable instance, an old package version could
take over 45 minutes to generate student variants of assignments; the new package version fixed
this bug so it ran much faster. But when we updated to the new version, we found that other parts
of our infrastructure code stopped working since our code depended on old functionality that

was no longer available.

How did we update our course? To make our infrastructure code work again, we needed
to edit files in every single assignment for the course. We also needed to teach the course staff
how to use the changed infrastructure since we updated our existing scripts in the process of
updating to the latest Otter Grader package version.

As another example, we added special markup to every assignment that tells Otter Grader
what parts of the assignment to convert into test cases. However, in an upcoming package version
the markup format will change in a backwards-incompatible way. Thus, when new versions are
released and we update our infrastructure, we expect that we will need to manually go through

every single assignment file and change the markup to match.

Reflection. This case study highlights the challenges of relying on external software tools
when running a course. Even software tools that are specifically designed for instructional use
require manual effort to update. Since we lack a single tool that handles every single instructional
use case, we cobble multiple tools together in our course software infrastructures. For instance,
we use Otter Grader alongside scripts that we wrote ourselves, and student code is graded in
another third-party tool called Gradescope that also needs to be configured and hooked up to our
other software.

In theory, we could have designed a one-size-fits-all infrastructure that works for all
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the courses in our data science program, since presumably programming-based courses involve
similar sorts of workflows comprised of code submission, autograding, and assignment file
variants. But despite these surface-level similarities, in our experience it was still more effective
to develop our own software that could be customized for the needs of each course rather than
reuse another course’s software infrastructure.

In fact, several of us have actually tried to reuse another course’s software, only to
encounter mismatches that were time-consuming to fix—for instance, a course infrastructure
for Jupyter notebooks might not be able to handle LaTeX files. When these moments arose, we
did not want to ask other instructors to spend even more time adding features to their custom
infrastructure since it would unfairly take time away from their course.

Also, making software generally reusable by others requires significant time investment
beyond simply making the software functional—for instance, software without good documen-
tation is hard for others to use. Since our primary jobs are to teach, not to write and maintain
software, our code ends up being highly specific to our course and is not designed for others.

Finally, writing software ourselves makes it much easier to adjust it on-the-fly in response
to surprises that arise throughout the term. Many of us value flexibility in our software since our
courses change frequently. And when the course’s TA staff has expertise in their own software
it is much more feasible to fix bugs quickly, which we value especially during the run-up to

assignment deadlines.
Other examples.

Here are other cases where we encountered difficulties in reusing software written by

others:

* Running into merge conflicts when using the Git version control tool, which then prevent

Jupyter notebooks from loading.

* Needing to write scripts to transfer grades between multiple grading systems, like the
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course autograder, manually-graded exams, and our university’s gradebook.

3.5 Discussion

Our case studies shed light on the fact that running, maintaining, and updating large-scale
technical courses involve a tremendous amount of invisible infrastructural work [124] that is not
directly related to pedagogy. In light of these findings, we now discuss how to design better tools

to support instructors in coping with such complexities.

3.5.1 Instruction at scale lacks the tools that make open-source software
projects successful

To reflect on our findings as a whole, we draw an analogy between instruction at scale and
open-source software development [115]. In both, multiple stakeholders collaborate to produce
a useful product that is shared with a large audience.

Successful open-source projects gain more users and maintainers but must also deal with
a growing code base that fills with technical debt [173]. This progression mirrors our experience
as instructors since our courses are rapidly-growing not only in numbers of students but also in
numbers of TAs and amount of course material that we need to maintain. Open-source software
projects also face the challenges that we as instructors encounter with intricate dependencies,
infrastructure, and distribution of knowledge. Like instruction at scale, large software projects
depend on other libraries that are frequently updated. A single set of source code may generate
multiple output variants, for instance to build executables for different operating systems. They
also rely on ad-hoc infrastructure via custom build scripts and Makefiles. And complex software
contains too many features for one person to track in detail, so project knowledge is distributed
among multiple maintainers.

People who maintain open-source software are all-too-familiar with the problem of
cascading updates due to chains of dependencies [103], which we also faced when updating

our course materials. But instructors lack analogous tools that software projects rely on. For
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instance, package managers [249] enable automatic dependency tracking—a developer might
update a dependency by changing a single metadata file that tracks package versions, running its
test cases, and then using code inspection tools to ensure the project still functions as expected.
However, these off-the-shelf tools do not account for all the different settings where instructors
might use code, like as screenshots embedded within lecture slides or as snippets inserted in
LaTeX or MS Word assignment files. More broadly, instructors lack an way to automatically

track semantic dependencies based on pedagogical concepts.

3.5.2 Toward instructor-centered tool design

We now synthesize our findings into ideas for future tools to address the logistical chal-
lenges of instruction at scale. As a whole, we advocate for instructor-centered tool design:
rather than force instructors to adopt entirely new systems and workflows, tools should acknowl-
edge that courses already have existing workflows, that teaching staff changes frequently from
term to term, and that instructors desire flexibility in handling course updates.

As a representative example, consider the dependency problem again from Section 3.4.1.
For instance, an instructor who removes a lecture slide introducing pivot tables [250] needs to
ensure that no future course content relies on pivot tables. These dependencies extend beyond just
keeping software package versions up-to-date; thus, they are not supported by current package
manager tools. A future tool might address this by explicitly representing the dependencies
between pieces of content in a course. Such a tool could represent dependencies in a fine-grained
way, so that removing a lecture slide on pivot tables would alert the instructor to the specific
homework questions, discussion worksheets, and exam questions that also need updating. This
will make it easier to keep multiple pieces of course content in sync.

However, it is unrealistic to expect that instructors will explicitly set aside time to record
every single content dependency, for the same reasons that they currently do not set aside time to
document their course updates. To take this into account, future tools could embed themselves

directly within instructor workflows without requiring them to switch applications to record
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dependencies. For instance, we noticed that we often open multiple pieces of dependent material
in separate windows to manually ensure that materials remained consistent. A tool for automatic
dependency tracking might observe this activity at the operating-system level [197] and provide
a prompt to allow the instructor to mark these materials as linked together, or even automatically
record the links based on how often two files were opened side-by-side.

Relatedly, instructors do not wish to break out of their workflows in the process of making
course updates and thus do not often use outside tools to document their changes. They also
hesitate to create yet another piece of content with metadata that they must keep up-to-date.
In software development, maintainers often rely on email threads, chat channels (e.g., Slack),
and GitHub issues/commit messages rather than monolithic documentation pages. Can future
tools support similar kinds of lightweight contextual documentation for instructors who work in
multiple applications and diverse file formats? Such a tool could record down useful context that

the instructor provides tacitly [97] as they are working.

3.6 Conclusion

We used four case studies to present some of the complexities of updating large-scale
courses related to data science and programming. These challenges include managing intricate
dependencies between course materials, content variants, software infrastructure, and software
reuse. The main implication of our findings is that large technical courses are like complex
engineering systems with hundreds of ‘moving parts’ that depend on one another in subtle ways.
Similar to how programmers have developed a rigorous methodology of software engineering
over the past few decades, we call for the research community to move toward an analogous
discipline of courseware engineering [162]. This would involve not only better design practices
but also building domain-specific tools to help manage the logistical complexities of maintaining
and updating courses at scale. These efforts will hopefully free up instructor time and energy to

focus on what matters most: teaching students.
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Chapter 4

How Computer Science and Statistics In-
structors Approach Data Science Peda-
gogy Differently: Three Case Studies

Over the past decade, data science courses have been growing more popular across
university campuses. These courses often involve a mix of programming and statistics and
are taught by instructors from diverse fields ranging from computer science to other STEM
disciplines. I and two other instructors collaborated to help launch a data science program at a
large public U.S. university over the past four years. We noticed one central tension within many
such courses: instructors must finely balance how much computing versus statistics to teach in
the limited available time. In this study, we provide a detailed firsthand reflection on how we have
personally balanced these two major topic areas within several offerings of a large introductory
data science course that we taught and wrote an accompanying textbook for; our course has
served several thousand students over the past four years. We present three case studies from
our experiences to illustrate how computer science and statistics instructors approach data
science differently on topics ranging from algorithmic depth to modeling to data acquisition. We
then draw connections to deeper tradeoffs in data science to help guide instructors who design
interdisciplinary courses. We conclude by suggesting ways that instructors can incorporate both

computer science and statistics perspectives to improve data science teaching.
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4.1 Introduction

It is widely acknowledged that both computer science and statistics are fundamental to
data science [98]. The computer science perspective generally focuses on “how”—how to do
data analysis in practical real-world settings. Data scientists write programs using languages
like Python and use software packages like pandas [189] to load, manipulate, and clean data.
Computer science also provides tools to analyze the runtime and memory usage of code. These
tools have led to the development of systems for working with large datasets, including relational
databases and distributed computing (e.g. MapReduce, Hadoop, Spark). Finally, data scientists
rely on algorithms for numeric optimization to fit their models. Without computer science, data
scientists are limited to small datasets and cannot make use of the vast amounts of data being
generated today.

On the other hand, the statistics perspective generally focuses on “why”—for instance,
why an analysis on a relatively small sample can generalize to a larger population. Statistics
provides fundamental tools for inference like hypothesis testing and confidence intervals. These
statistical tools let data scientists say precisely why they have (or don’t have) confidence in the
results of an analysis. And statistical learning gives basis to the models that data scientists use
to make predictions. Without statistics, data scientists can only draw conclusions about their
samples—they can’t use their samples to make inferences or predictions about the unobserved
population.

Domain experts acknowledge that data science courses should demonstrate how both
computer science and statistics can be applied to do useful data analyses [99]. However, data
science instructors then face the practical challenge of providing students with an effective
balance of these two fields, given the limited time available in a quarter- or semester-long course.
In practice, different instructors strike different balances between computing and statistics content.
This tension is reflected in data science programs as a whole as well—some programs have more

of an emphasis on computing, and others have more statistics, as discussed in past panels and
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reports [116, 216, 223, 218, 75, 67, 65, 137].

This study is, to our knowledge, the first to reflect on why and how computer sci-
ence and statistics instructors approach teaching data science differently. The authors of
this study come from both computer science and statistics departments at a large public U.S.
university. We have worked together over the past four years to design curriculum and write a
textbook for an undergraduate data science course that serves over 2,500 students a year. This
paper presents three case studies of where we made critical pedagogical changes along the way.

On the surface, these discussions were about changes to a specific course. However, we
found that our negotiations actually revealed fundamentally different approaches to data science.
Each case study explains how our approaches differed, and how we eventually integrated both
perspectives. In the first case study, we discuss programming abstractions—should our students
implement gradient descent themselves or use a Python package? In the second, we discuss how
to approach statistical modeling for different levels of mathematical maturity. In the third, we
discuss the tension between working with clean scientific data versus messy data in the wild.

We reflect on our case studies as a whole to show how the different approaches of
computer science and statistics also mirror deeper tradeoffs in data science education: the
tradeoff between emphasizing inference and prediction, and the tradeoff between theory and
practice. We conclude by making suggestions for data science instructors who bridge the gap

between the two disciplines. This study’s contributions to computing education are:

* Three case studies from our experiences that highlight the different approaches that

computer science and statistics instructors take to teaching data science.

* A discussion of fundamental tradeoffs for data science pedagogy, and suggestions for other

topics that can benefit from a close coupling of computer science and statistics.
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4.2 Setting: A Large Undergraduate Data Science Course
and Textbook

Three authors of this study helped design and instruct an upper-division undergraduate
data science course at a large public U.S. university; two authors are from computer science and
one is from statistics. This course was launched in Spring 2017. It is now a requirement for both
data science majors and minors at our institution, serving over 2,500 students during the 2020—
2021 academic year. In this course, students learn standard computational tools for working
with data, including relational databases, Python-based programming tools (e.g., pandas [189],
scikit-learn [203]), and algorithmic techniques such as gradient descent. Students also learn
statistical techniques for modeling, including statistical techniques for visualization, regression,
and bias-variance tradeoff. Our course prepares students for real-world analyses by showing how
both computer science and statistics are used throughout data science.

Since our course includes topics from both computer science and statistics, it is co-taught
each term by one instructor from the computer science department and one from the statistics
department. We are not the only instructors involved with the course; other faculty from our
departments have also instructed and made helpful contributions to the curriculum. Although we
do not speak for all the instructors of the course, we have directly instructed in seven out of the
eleven offerings so far. We are also the authors of a textbook used in this course [178].

In the past four years of working together, we have made many changes to the course
and its accompanying textbook. Most of these changes needed discussion amongst this study’s
co-authors before implementing. In the following sections, we share three case studies where
these discussions highlighted how our backgrounds approach data science differently, and how
we reached agreement by acknowledging the perspectives of colleagues in different fields.

Caveats: We acknowledge that other institutions have different arrangements for teaching.
For instance, some courses alternate instructors between computer science and statistics, and data

science programs have students take separate courses from both computer science and statistics.

48



To provide experiences that remain relevant across different teaching arrangements, in this study
we focus on more foundational data science concepts rather than course-specific logistical details.
Although our case studies happened to take place in one course, we expect that they provide
insight for instructors who must strike their own balance between computer science and statistics

content when designing and iterating on their courses.

4.3 Three Case Studies

This section reports on three case studies from our course and textbook design experiences.
For each case study, we summarize what actually happened by presenting a back-and-forth
‘simulated conversation’ between a computer science (COMPSCI) instructor and a statistics
(STAT) instructor. These conversations are meant to capture where each side started from, how
each presented the benefits and tradeoffs of their pedagogical approach, and eventually how we
came to a resolution'. Since our reported conversations are ‘simulated’, they do not directly
quote individuals, although we consulted our old meeting notes where possible. Instead they
are meant to capture the high-level points-of-view that emerged from us jointly reflecting on
actual pedagogical negotiations we had with each other throughout the past four years of working

together.

4.3.1 Do We Need to Delve into Algorithms?

One of the most foundational algorithms in data science is gradient descent, which is
used to fit all kinds of models ranging from simple (e.g., linear regression) to complex (e.g.,
neural networks). The gradient descent algorithm can be taught at multiple levels of abstraction.
But, which level of abstraction is best for teaching data science? Or, do we even need to teach
it at all? We tried several approaches over different iterations of our course and its textbook,

summarized in Figure 4.1.

I'This explanatory approach of a simulated dialogue is inspired by business school case studies that show how
stakeholders discuss and make business decisions [226].
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Figure 4.1. We considered multiple ways to teach students to fit models using Python. Each
approach works at a different level of abstraction, and our internal debate centered around how
much implementation students should do themselves.

Starting Points:

STAT instructor: The main goal of our course is to teach students how to do sound
work with data. It’s key that our students learn the importance of using well-tested and well-
implemented code when they optimize and fit models. The Python scikit-learn package
implements all the models we teach, and our students will likely only use the fit () method
from scikit-learn once they start working on real data problems (Figure 4.1a). Teaching
them how to implement models and gradient descent from scratch (Figure 4.1d) is not necessary
since packages are well-tested and optimized.

ComPSclI instructor: Well, I think numeric optimization is an important topic in data
science. Even students who only use packages like scikit-1learn will still need to understand
gradient descent in order to fully use its API. There are interesting teaching possibilities here that
connect the theory of optimization with its implementation! For example, we can use automatic

differentiation software like the autograd module from pytorch (Figure 4.1b). Or, we could
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have students calculate and implement their own loss functions, then pass those into gradient

descent optimizers like scipy.minimize (Figure 4.1c).

Discussion:

STAT instructor: Teaching students to implement gradient descent seems great for a
specialized course on numeric optimization. But it’s less clear how implementing gradient
descent from scratch helps them understand and draw conclusions from real-world data. How do
you see it fitting into the larger data science picture?

CoMPSCI instructor: Optimization is an important topic in data science because it lets
us determine what models are feasible to use given real-world constraints on time and memory
usage. For instance, neural networks could only be applied to realistic problems, like image
recognition, after we had more powerful computers and better gradient descent algorithms.
Implementing gradient descent lets us teach students about the runtime and memory needed to
fit models. For example, we can have students implement both batch and stochastic gradient
descent, ask them to fit models using both algorithms, and then have them explain why one
might converge faster than the other. It’s important that our students can say, “I can still fit this
model if the training data doubles in size, but I’ll need to change my approach if the training
data is ten times larger.”

STAT: OKk, I agree that runtime is an important tradeoff for data scientists to consider.
Runtime is especially important for large, complex models like neural networks. But, teaching
gradient descent at levels of abstraction lower than scikit-1learn (Figure 4.1a) has drawbacks,
especially if students need to learn other complex Python packages to do so. We’ve seen that
students already find it hard to learn a package specifically for gradient descent—although they
wrote fewer lines of code, each package has specific idioms that they had to learn. That’s a lot of
cognitive overhead! It’s useful to teach students how to work with multiple Python packages, but
we only have so much time in one course.

CoMmPScI: Point taken. Though there’s another aspect to what I mentioned earlier: to
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fully use the scikit-learn API, our students will need to have a deep understanding of gradient
descent. For instance, scikit-1learn models let data scientists change the stopping criteria and
the maximum number of iterations, and they need to experiment with these parameters every
time they try to fit a model. I want our students to identify when they need to change these
parameters and what the tradeoffs are—for example, if their model doesn’t converge, they should
know they can increase the cap on the number of iterations if they’re willing to run for longer.

STAT: I agree that’s important, but can’t we just teach the gradient descent algorithm
using pseudocode to get those concepts across?

CompSct: I think students develop better intuition about gradient descent when they
implement and debug a basic version of it themselves. For example, they can add custom
logging statements into their own implementations to look at their program’s behavior at a
fine-grained level. scikit-learn also implements other optimization algorithms, including
second-order methods like BFGS [184]. Even though we don’t have time in our course to explain
these algorithms in detail, implementing gradient descent from scratch gives students a basic

framework to start understanding when other algorithms can be useful.

Resolution:

Our discussion eventually converged, and we agreed that gradient descent was important
for our students to understand well. Data scientists make many tradeoffs when choosing and
fitting models—they consider how much data they have, whether the model might underfit or
overfit the data, and how accurate and interpretable the model is. At each step in modeling, data
scientists must also think about the computational resources that they have access to. We found
gradient descent to be a natural place to introduce these central considerations in modeling.

Thus, we resolved to take a hybrid approach. We teach students to use scikit-learn
(Figure 4.1a) but also teach them to implement a basic version of gradient descent completely
from scratch in Python (Figure 4.1d). Since our students have some programming background,

we found they could implement basic versions of gradient descent after one lecture’s worth of
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explanation through pseudocode, which we felt was reasonable for our course’s time constraints.
We also used this hybrid approach in our textbook, and took care to point out that the book

contains simple implementations for teaching purposes only, not for production use.

4.3.2 How to Approach Statistical Modeling?

Data scientists use statistical models to draw inferences and make predictions using data.

In this case study, we discuss various approaches for teaching the foundations of modeling.

Starting Points:

STAT: The likelihood principle offers a unifying approach to modeling that extends
to many settings. In a traditional statistics course, we define a simple linear model as ¥ =
0y + 01x + €, where the errors, €, are independent normally distributed with mean 0 and constant
variance. From this perspective, fitting a model means finding the model parameters that
maximize the likelihood of observing the data, i.e. maximum likelihood estimation (MLE)
(Figure 4.2a).

When we work through MLE derivations, we motivate different loss functions. For
instance, the simple linear model described above naturally connects to squared loss (Figure 4.2b).
And, at the end of the derivation, we can get closed-form solutions for model coefficients, which
have meaningful interpretations. For instance, the ‘regression effect’ clearly appears in the
slope of the regression line—the sample correlation scaled by the standard deviations of x and
y (Figure 4.2c). The beauty of the likelihood principle is that it shows how a data-generating
model leads to both loss functions and parameter estimates. We can also use this approach to
make inferences for model parameters.

CompPScr: OK, but my focus is on prediction, not inference—I’m not as concerned
about the exact form of the model and its parameters compared to getting a predictor with high
accuracy. Although the likelihood principle leads to useful interpretations of model parameters,
I often have so many parameters in my models that there isn’t a useful interpretation for the

parameters anyway. An over-parameterized model isn’t a big concern for predictive accuracy
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Figure 4.2. This sketch of a derivation for the simple linear model parameters highlights several
possible pedagogical approaches. Instructors can start with (a) likelihood principle, (b) loss
minimization, or (c) a closed-form solution.
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since we can control over-fitting through regularization. Moreover, since we can fit models using
loss minimization via gradient descent, we don’t need to find closed-form solutions for the MLE.
And, the likelihood principle for widely used models like logistic regression gets complicated

quickly. The advantage of using the MLE in this case is not clear.

Discussion:

CoMPScI: When students go into the world, it’s unlikely that they will need to consider
the likelihood principle when they fit models. Most models we use in this course have closed-
form MLE solutions because they are relatively simple, but more complicated models like neural
networks don’t have nice analytic solutions. When faced with more complex problems, students
might get easily stumped because they can’t cast the problem in terms of likelihood.

STAT: MLE shows explicitly how a data scientist’s assumptions affect how we fit the
model. Important extensions are well-motivated by this approach, such as weighted regression
and the generalized linear model. The likelihood approach I'm proposing will require us to state
model assumptions upfront (Figure 4.2a). And when assumptions are violated, the likelithood
approach can provide a path forward. Without MLE, I’'m concerned the course sends the message
that data scientists can pick any arbitrary model and loss function they want without considering
the assumptions behind them.

ComPScI: I agree that it’s important for students to understand whether a model is
appropriate for their data. However, to understand MLE, students need to draw on knowledge of
random variables, expectation, probability distributions, and calculus. We’ve tried to teach MLE
before, but students felt unprepared, and they fixated on the math rather than the underlying
concepts we really wanted to teach. In hindsight I think we underestimated how hard it is to
develop fluency with probability.

STAT: I agree the technical machinery used with MLE can become a burden for students,
especially when they first see multivariate modeling. But even if we don’t cover MLE in this

course, it’s important to help students build mathematical maturity. The stepping stones to
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MLE—expectation, variance, and bias—are useful when we teach general modeling principles.
For example, in our course we make a distinction between empirical loss (or training set average
error) and expected loss (based on model error). When we teach that a model’s test set error is a

statistical estimator for the expected loss, we reinforce statistical ideas that they can use later.

Resolution:

We converged to agree that the likelihood principle is an important concept in modeling.
However, we could only realistically cover modeling from a loss minimization approach based
on the time constraints of our course and prerequisite student knowledge (Figure 4.2b). Thus
we postponed the likelihood principle and MLE to a more advanced theory course. Then in our
course and its textbook, we included the conceptual stepping stones to the likelihood principle
by teaching model fitting through empirical loss minimization.

We now teach a broad array of loss functions—e.g., squared, absolute, and cross-entropy
loss—but do not show their derivations from a likelihood standpoint. We also encourage students
to consider how prediction errors should be penalized based on domain knowledge. For instance,
if over-medication in surgery can lead to serious health problems, then an asymmetric loss
function that penalizes overestimates more than underestimates is preferable [192]. By taking
the middle ground and focusing on loss and optimization, we give a balanced perspective that

covers both inference for model parameters and prediction of future observations.

4.3.3 How to Approach Real-World Data?

It takes a lot of work to find useful data for teaching, so we had many discussions on

what data to use in our course and textbook.

Starting Points:
STAT: Data analyses begin by asking how the data were collected. One important
distinction is whether or not the data were collected according to a chance mechanism. With

probability sampling, we can teach the notion of representative data. For instance, with a
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simple random sample (SRS) we know that every potential sample has the same chance of being
selected. More broadly, in the real world, alternative probability methods (e.g., stratified, cluster,
systematic sampling) are used in scientific surveys. If we ask students to carry out probability
calculations for small populations, then they can better understand the importance of random
samples.

CoMPScI: These sampling methods are a nice-to-have rather than a necessity. The SRS
is all we need to get the point across to students. I’'m not sure why we need to discuss multiple
random sampling methods when nearly all of the datasets in the course are not collected using
random sampling. For example, we work with datasets of social media posts (e.g., tweets),
housing prices, and emails. All of these are examples of found data: data scientists usually “find”
data that are already available online rather than collecting data themselves. And none of these
are probability samples. This also reflects a current trend in data analysis: Traditional scientists
start with a research question and then collect data specifically to answer that question. Today,
data are more plentiful and accessible, so data scientists often start with available found data and

explore interesting questions that data might be able to answer.

Discussion:

COMPSCI: Probability calculations with various sampling schemes can get complex real
fast, and I don’t see the point of teaching counting arguments and combinatorics. It’s also easy
to spend too much time on fun probability problems with dice and cards. While this develops
intuition for probability, it can get to be too much theory and feels very disconnected from
real-world data analysis problems.

STAT: I agree it’s tempting to teach too many fun probability problems and that counting
arguments have little value in data analysis. But, sampling methods do have important real-
world implications, especially in recent times: for instance, treating margins of error in election
polling as if the data were from a SRS winds up under-estimating the true margin of error [230].

And more importantly, for nonrandom samples it doesn’t make sense to compute p-values or
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confidence intervals—these methods assume random draws from a population, but found data
break that assumption.

CoMPSCI: Yes, ignoring the sample design can lead to major mistakes. There are many
famous examples where ignoring this led to major problems with the analysis, like the wrong call
in the Dewey-Truman election [58]. Still, even the most careful surveys aren’t true probability
samples because of issues like non-response [102]. Should we teach students random samples
when in reality there are many caveats? Few samples are truly random in practice.

STAT: That is indeed the case, but the ideal scenario is worth knowing about and it
gives students a useful comparison point against the data they do have. And, there are statistical
methods for adjusting for, say, non-response [246]. Even if we don’t have time in this course
to talk about specific methods, data scientists should know that these methods exist. More
importantly, data scientists need to be aware of common ways that their samples may not be
representative. That way, when they do assume that their sample is representative, they should
be able to justify it.

CoMPScTI: 1 do think what you are saying is important; our students should acknowledge
when they make these assumptions and point out potential sources of bias for their analyses. But,
I want to return to an earlier point because I think it is an important one. So much of today’s data
are large administrative data, such as digital traces. It doesn’t make sense to ignore these data
sources.

STAT: I agree we need to expand beyond an idealized view. But we also want our students
to avoid “big data hubris” [180]—thinking that having more data automatically leads to sound
analyses. They need to leverage big data where it makes sense. They also need to understand
how to analyze scientifically-collected data. We shouldn’t only teach one or the other, because

they will use both on the job.

Resolution:

Although our starting points were about sampling methods, the discussion quickly went
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to the core of how to treat representative and non-representative data. We decided to reduce the
emphasis on specific sampling methods, but kept the stratified sample as a comparison to the SRS
(simple random sample). The main change we made to the course and textbook was to develop
a framework to help data scientists reason about whether or not their data are representative.
We extended the traditional way of teaching survey sampling to introduce the target population,
access frame, and sample. This framework gives us the tools to discuss accuracy, including
various sources of bias (e.g., coverage, selection, non-response), and has a natural extension
for introducing measurement error. The framework also allows us to situate and link together
different kinds of data, including survey samples, controlled experiments, administrative data,

and instrumental measurements.

4.4 Discussion

In this section, we draw common themes from our three case studies, focusing on the
places where computer science and statistics approach data science differently. These case
studies show how these two academic disciplines developed with distinct goals. The difference
in goals reveals pedagogical tradeoffs that instructors make when designing data science courses.
We discuss these tradeoffs and suggest ways that instructors might acknowledge and incorporate

both perspectives into data science teaching.

4.4.1 Inference and Prediction

A central tradeoff in data science pedagogy is balancing the emphasis on inference with
emphasis on prediction. This is illustrated in the second case study of this chapter (Section 4.3.2).
In our experience, statistics focuses more on inference while computer science focuses more on
prediction. For instance, a data scientist can construct confidence intervals to infer the slope of a
regression line in a model. In contrast, when data scientists focus on prediction, their goal is to
find a model with high predictive accuracy. This tradeoff is analogous to the contrast between

the data modeling and algorithmic modeling cultures in statistics [86]. An overly extreme focus
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on inference might only allow relatively simple models. On the other hand, an overly extreme
focus on prediction might select models without regard for interpretability or robustness.

The experiences from our case studies have led us to the view that teaching both inference
and prediction together helps students appreciate the difference and learn when to emphasize
one over the other. For instance, one well-known economic study uses an inferential view to
determine which social factors (e.g., segregation, income inequality) are significantly correlated
with economic mobility [96]. Another study uses a predictive view to estimate income from
phone call records—the significance of each covariate is less relevant than the model’s overall
predictive ability [78]. We recommend that data science instructors bridge the gap between
traditional computer science and statistics views by including both predictive and inferential

views for statistical modeling.

4.4.2 Theory and Practice

Both computer science and statistics contribute methods and theory for data science. For
instance, computer science teaches practical software tools and theoretical analysis of runtimes.
Statistics teaches practical modeling techniques and bias-variance theory that applies across
models. When we first launched our data science course, each of our lessons tended to focus
heavily on either theory or practice. This divide sparked pedagogical discussions amongst this
study’s co-authors as we co-developed our course and textbook. For instance, in our third case
study (Section 4.3.3) we debated how much to emphasize the theory for random sampling versus
the practical reality of using found data in-the-wild. We moved individual lessons towards a
closer balance of both theory and practice as we discussed and iterated on our course. We expect
that other instructors can anticipate similar discussions based on the fact that theory and practice
both have clear roles in data science—for instance, a lesson that strictly focuses on one may be

improved by incorporating a bit more of the other perspective.
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4.4.3 Both Perspectives in Data Science Pedagogy

In our view, integrating both computer science and statistics perspectives improves our
curricula. Although our three case studies cover three specific examples, we constantly discuss
how we might better balance these two disciplines across multiple courses.

For example, data scientists often work with tabular data using the concept of a dataframe.
The dataframe was originally designed by statisticians for exploratory data analysis but also
serves as a computational data structure. Instructors can contrast the dataframe with its database
analog, the relation (e.g. [208]).

Relatedly, there is a distinction between the term data type as used in programming versus
in statistics. For instance, survey responses can be recorded using numbers (e.g., 0 for “no”, 1
for “yes”, and 2 for “maybe”) or as strings. A statistician would describe this data abstractly as
categorical, and would not compute the average even when stored as numbers. Instructors can
discuss how computer science and statistics view data types differently.

As another example, in data visualization, statisticians and psychologists have established
principles for scale, color, and shape [241], but a scatter plot with too many data points presents
challenges with over-plotting [106]. Here, instructors can discuss tradeoffs between techniques

like sampling and smoothing [213].

4.5 Conclusion

This study shares three case studies from our time spent working closely together on a data
science course and textbook. The recurring themes we present highlight the different approaches
that computer science and statistics take in teaching data science. These differences are captured
in tradeoffs between explaining the “how” and “why” of each concept and reflect ongoing
debates amongst experts in the field. We advise data science instructors to seek interdisciplinary
views but also understand that it’s difficult to please everyone—rather than searching for an

immediately “perfect” balance of computing and statistics, instructors can instead welcome
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different points of view and improve their courses over time.

Chapter 4, in full, is a reprint of the material as it appears in the proceedings of the ACM
Technical Symposium on Computer Science Education (SIGCSE) as How Computer Science
and Statistics Instructors Approach Data Science Pedagogy Differently: Three Case Studies.
Sam Lau, Deborah Nolan, Joseph Gonzalez, Philip Guo. 2022. The dissertation author was the

primary investigator and author of this paper.
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Chapter 5

The Design Space of Computational
Notebooks: An Analysis of 60 Systems in
Academia and Industry

Computational notebooks such as Jupyter are now used by millions of data scientists,
machine learning engineers, and computational researchers to do exploratory and end-user
programming. In recent years, dozens of different notebook systems have been developed across
academia and industry. However, we still lack an understanding of how their individual designs
relate to one another and what their tradeoffs are. To provide a holistic view of this rapidly-
emerging landscape, we performed, to our knowledge, the first comprehensive design analysis
of dozens of notebook systems. We analyzed 60 notebooks (16 academic papers, 29 industry
products, and 15 experimental/R&D projects) and formulated a design space that succinctly
captures variations in system features. Our design space covers 10 dimensions that include
diverse ways of importing data, editing code and prose, running code, and publishing notebook
outputs. We conclude by suggesting ways for researchers to push future projects beyond the

current bounds of this space.

5.1 Introduction

Over the past decade, computational notebooks such as Jupyter [205] have become popu-

lar programming environments for data scientists, machine learning engineers, computational
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researchers, and business analysts [242]. As modern embodiments of Knuth’s literate program-
ming vision [164], notebooks enable programmers to rapidly prototype and share explorations
by interweaving expository prose, executable code, and rich program outputs (e.g., data tables,
images, and interactive widgets). In addition, modern notebook systems are situated within
complex end-to-end workflows that involve data ingest, computing environments, collaboration,
and distribution.

Computational notebooks embody several themes that are of interest to the VL/HCC com-
munity: end-user programming [166], exploratory programming [153], live programming [239],
and literate computing [121]. Both academic researchers [94, 156, 222, 244] and industry
practitioners [127, 20] have studied how people use notebooks in their work. These findings
have informed the design of new systems that reduce common user frustrations: For instance,
Verdant [150, 152] helps users manage the abundance of code and output versions created within
notebooks, and Stitch Fix’s Nodebook [34] eliminates out-of-order cell execution to improve
reproducibility of results.

At present, dozens of such notebook systems have been developed in both academia and
industry, but most are one-off-designs meant to address a specific user need or, for academic
projects, to prototype a novel user interaction technique. Despite this recent proliferation of
notebook systems and the gradual maturing of this field, we still lack a systematic understand-
ing of how these dozens of individual designs relate to one another and what their tradeoffs
are. To provide this holistic overview, we developed the first comprehensive design space of
computational notebooks by analyzing dozens of notebook systems across academia and industry.

In HCI research, a design space succinctly captures multiple dimensions of variation
in possible system features within a given domain; each individual system covers a specific
range in its design space. Researchers have mapped out design spaces for systems in domains
such as end-user programming [136, 84], information visualization [228, 144], and tangible user
interfaces [120]. In this study, we extend this analysis technique to the domain of computational

notebooks.
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notebooks can use different languages
(e.g. Azure Notebooks)

Notebook-level
complete notebook files

(e.g. Kaggle Notebooks) (e.g. Nextjournal)

Asynchronous
annotations, comment threads
(e.g. Janus)

Forced in-order
always appears to rerun notebook from start
(e.g. Nodebook)

Auto-rerun
executes whenever cell is edited
(e.g. DSjs)

Local
separate non-browser process
(e.g. SoS Notebook)

Remote single-process
process on remote machine
(e.g. Deepnote)

Multimedia
image, video, HTML
(e.g. Gigantum)

Dynamic dashboards
web page with dynamic data updates
(e.g. Carbide)

Notebook with dependencies
notebook files, data, and packages

Streaming data

handles live data updates
(e.g. Eve)

IDE-like

developer tools alongside notebook
(e.g. JupyterlLab)

Polyglot
multiple langauges in single notebook
(e.g. BeakerX)

Cell-level
individual cells versioned
(e.g. Verdant)

Synchronous
real-time collaboration tools
(e.g. Codestrates)

Reactive
always reruns dependent cells
(e.g. Observable)

Live code+data
executes for any cell or data change
(e.g. Tempe)

Remote multi-process
=1 process on remote machines
(e.g. Databricks)

Interactive
Ul element that changes cell output
(e.g. Wrex)

Deployable software artifacts

reusable script, software package
(e.g. nbdev)

Figure 5.1. The design space of computational notebooks, which we formulated by analyzing
the features of 60 notebook projects across academia and industry. As Table 5.1 shows, each
individual project can occupy multiple points along each dimension of this design space.

65



Figure 5.1 shows the design space we created by analyzing the features of 60 notebook
systems (16 academic papers, 29 industry products, and 15 experimental/R&D projects). We
grouped our 10 design space dimensions into four major stages of a data science workflow:
importing data into notebooks, editing code and prose (editor style, supported programming
languages, versioning, collaboration), running code to generate outputs (cell execution order,
liveness [239], execution environment, and cell outputs), and publishing notebook outputs.

We found that industry products often prioritize widespread adoption, so their designs do
not deviate much from that of the widely-used Jupyter Notebook format. In contrast, academic
and R&D projects can afford to experiment more with different kinds of cell execution orders,
live programming, and interactive outputs. That said, most designs are still restricted by people’s
current data science workflows, which involve interfacing with desktop computers using key-
boards and mice. To innovate beyond this frontier, we suggest supplementing future notebook
systems with non-desktop computing devices such as mobile and ubiquitous computing devices.
Another way to push beyond current designs is to focus on user groups other than professional
data scientists, such as educators, artists, or those in low-resource computing environments.

In sum, this study’s contributions are:

* A definition of “computational notebook™ (Section 5.2A)

* The first comprehensive design analysis of computational notebooks, identifying 60

notebook systems across three categories: academic, product, and experimental/R&D.

* A design space that summarizes notebook features, and ideas for how researchers can

innovate beyond its bounds.

5.2 Methods

We performed a qualitative analysis of 60 computational notebook systems across

academia and industry.
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5.2.1 Defining the Term ‘“Computational Notebook”

Our first task was to define “computational notebook™ to determine what projects to
include in our study. On one hand, we did not want to restrict ourselves to only variants of Jupyter
Notebooks, which is now the most popular format [205]. On the other hand, we did not want to
expand our definition too much to include projects that were too distant. Based on prior studies of
notebook use [222, 220, 156, 94, 195, 258, 244] and our own experiences as notebook researchers,
we define a computational notebook as a system that supports literate programming [164]
using a text-based programming language (e.g., Python, R, JavaScript, or a DSL [190]) while
interweaving expository text and program outputs into a single document.

This definition excludes “non-computational” notebooks such as electronic lab note-
books [131] used by scientists to track their daily work, general notetaking tools such as OneNote
and Evernote, and modern notetaking apps with spreadsheet-like computational capabilities (e.g.,
Airtable [1], Coda [6], Notion [36]). It also excludes projects like Distill.pub [28] and Explorable
Explanations [13], which provide widgets for users to interactively tune parameters but which do
not support writing text-based programming languages in the notebook.

Since many notebooks are implemented as Jupyter extensions, it can be hard to tell
what counts as a standalone system. In general, we counted academic contributions that are
published papers and industry contributions that are marketed as either standalone products
(both open-source and proprietary) or substantive R&D efforts. We excluded smaller exten-
sions like postprocessing scripts that only transform notebook outputs (e.g., nbinteract [179],

ThebeLab [49], Voila [50]).

5.2.2 Finding Notebook Systems Across Academia and Industry

We sought to be comprehensive in finding all publicly-known notebook systems that fit
our definition. For academic projects, we performed a literature search starting with research

papers at venues including VL/HCC, CHI, UIST, and CSCW, and then branched outward via bib-
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liography crawls and Google Scholar searches for notebook-related terms (e.g., “computational
notebook”, “literate programming”). For industry projects, we consulted with data scientist
colleagues, performed web searches for relevant terms, watched talk videos at practitioner
conferences such as JupyterCon [21], and searched through discussion forums and blogs. We
iterated on our list by showing drafts to other notebook researchers and practitioners, including

core members of the Jupyter project team [55], to receive additional suggestions to include.

5.2.3 Data Overview and Analysis

We found 60 total systems (circa Feb 2020), summarized in Table 5.1. For each, multiple
members of our research team independently enumerated its features by reading relevant papers
and user guides/documentation, watching demo and talk videos, and trying out notebooks that
were publicly available. We focused our qualitative content analysis purely on technical features
rather than business-oriented features such as pricing, licensing models, or target markets. The
research team met multiple times to merge our notes, categorize them together into themes using
an inductive analysis approach [101], and iterate until we could not find additional features. To
formulate a design space from these features, we followed a similar methodology as Segel and
Heer [228], who made a design space of narrative visualizations from content analysis of 58
visualization webpages. Specifically, we sought to distill generalizable concepts from specific
notebook features and find what concepts multiple notebooks shared in common. For instance,
whether a notebook supports Python or R is an implementation detail, but the fact that a single or
multiple languages can coexist within a notebook is a more generalizable design concept. We
made several iterations as a team before finalizing our 10 dimensions, which are grounded in the
phases of a data science workflow. We originally considered a larger number of more specific

dimensions (e.g., notebook distribution) but merged them into four main workflow phases.
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5.2.4 Study Design Limitations

Although we sought to be comprehensive, there is no guarantee that we found all relevant
computational notebook systems; we do not have access to internal company projects nor to
unpublished academic projects. As the first study of this scope, though, we believe our set of 60
is sufficient for surveying trends and forming the basis for future analyses.

Our goal was to use these 60 systems to map out a design space, so we do not describe
all features of each one. Since we organized findings around the 10 design space dimensions
rather than describing each notebook, we omit specific feature details such as the programming
languages supported by each. Also, there is subjectivity in how we selected our dimensions, so
other researchers may have picked different dimensions.

Since Jupyter is now the most popular platform, systems built on top of it are overrep-
resented in our data, accounting for around half of our 60 projects. That said, we included
other ecosystems such as R, Mathematica, and Spark; we also found experimental and academic

research projects that built their own bespoke notebook interfaces separate from Jupyter.

5.3 Results Overview: Sources of Notebooks

We identified three sources of notebooks, summarized in Table 5.1: academic, product,

and experimental/R&D.

Academic: The first source includes 16 research projects that have been published as academic
papers. Most of these are from university labs, but MessyNotebooks [140], Tempe [119, 109],
and Wrex [112] are from Microsoft Research.

Each academic project usually makes one distinct and precise innovation. Some are
implemented as Jupyter extensions: Wrex [112] adds programming-by-example to Jupyter by
enabling users to interact with data tables and having the system synthesize data wrangling code;
Callisto [245] adds inline chat and deictic references to facilitate anchored discussions around

notebook cells; Janus [221] adds cell folding and annotations; Verdant [150, 152] adds automated
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cell-level micro-versioning and development history visualizations; MessyNotebooks [140]
generates slices of notebook cells that produce a given output; Bacata [190] synthesizes Jupyter
Uls for DSLs; Dataflow [170] and SoS [204] notebooks track provenance for reproducibility.
Many academic projects are not tied to Jupyter since their goal is to demonstrate
novel ideas, not necessarily to gain wide adoption. Three such systems are built atop the
Webstrates [161] platform: Codestrates [215, 81], Vistrates [69], and Labbook [202]. Also,
PolyJuS [200], Tempe [119, 109], and Torii [141] implement their own custom Uls, Idyll [100]
provides a literate programming [164] markup format, and DS.js [259] turns existing data-rich

webpages into computational notebooks.

Product: In contrast to precisely-targeted innovations of academic research, notebook products
are monolithic solutions aimed at broad adoption. We define product broadly to mean any system
intended to serve a sizable user population; by this definition, products can be free or paid,
open-source or closed-source, and maintained by for-profit companies or non-profits. Many
of these are built on top of Jupyter. Note that since Jupyter is a platform (and accompanying
nonprofit organization) rather than a specific product, in Table 5.1 we separately show the two
official products maintained by this organization: the original Jupyter Notebook UI and the newer
JupyterLab IDE [163, 205]; for these two, we count only their features from default installations
without any extensions.

Many products are companies hosting Jupyter in the cloud to provide “Jupyter-as-a-
service.” They add features such as access to large-scale datastores, fast compute engines, real-
time collaboration, or integration with other cloud services. General-purpose systems include
Binder [3], Databricks [8], Gigantum [14], IBM Watson Studio [18], Kaggle Notebooks [23],
Microsoft Azure Notebooks [31], and Mode [32]. Some are specialized for collaboration: Google
Colab [15], Datalore [9], Deepnote [10], and Kyso [25]. Others have a domain-specific focus,
such as CoCalc [5] (mathematics), Kogence [24] (supercomputing), Quantopian [40] (finance),

and CodeOcean [7] and Nextjournal [35] (reproducibility).
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Besides systems built atop Jupyter Notebooks, there are several other major ecosystems:
RStudio [42] provides an open-source IDE for R where users can write RMarkdown Note-
books [41] and make interactive dashboards with the Shiny framework [44]. Mathematica (now
renamed to Wolfram) has maintained their own proprietary notebook format since 1988 [52, 138];
Maple [29] and MATLAB [30] have similar embedded notebooks. Spark Notebooks [45] and
Zeppelin [54] provide notebook interfaces to access the Apache Spark big data ecosystem using
Scala and SQL. Spyder [46] provides a MATLAB-style IDE for Python with notebook support.
Finally, startups such as Observable [38], RunKit [43], and Streamlit [47] have created their own

notebook-based environments for rapid prototyping of data-driven web apps.

Experimental / R&D: This final source contains 15 systems that fall in between academic and
product types. They differ from academic research in that they are not formally evaluated or
published as papers, and they differ from industry products in that they are less polished. Note
that the line between experimental/R&D and industry products may be blurry. One distinction is
that experimental/R&D projects do not feel as “standalone” as products do, and their websites
are often just a GitHub code repository with some technical documentation.

Nonprofits have created experimental systems such as lodide [19] from Mozilla,
nbdev [33] from fast.ai, Livebook [27] from Ink & Switch, and the nteract notebook UI [37] and
Papermill [227, 242] production scheduler from NumFOCUS. Independent creators have started
projects such as Carbide [4], Leisure [26], and Eve (a startup that was in R&D phase) [12].

Some companies also release their R&D projects as open-source software: Stitch Fix
altered Jupyter with forced in-order cell execution in their Nodebook [34] system. Stripe shared
their reproducible production notebook workflows [122]. Finance firm Two Sigma extended
Jupyter with polyglot JVM and Spark support in BeakerX [2], which is similar to Netflix’s
Polynote [39] project. Another finance firm, Capital Fund Management, released Jupytext [22]
to provide a Markdown-like text editing experience for notebooks. Several companies also

developed plug-ins to integrate notebooks into traditional IDEs, such as Hydrogen [17] for the
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Atom IDE and Microsoft’s Jupyter mode for Visual Studio Code [53].

5.4 The Design Space of Computational Notebooks

Table 5.1 summarizes how all 60 notebooks we analyzed fit into our design space from
Figure 5.1. We grouped our 10 design space dimensions by their typical order in a computational
workflow: importing data into notebooks, editing code and prose, running code to generate cell
outputs, and publishing notebook outputs. Note that our design space covers more than just the
core UI of the notebook itself; it captures the entire end-to-end system that the notebook resides

within.
5.4.1 Importing Data into Notebooks

1) Data Sources: The baseline is accessing only local files, which means that it is up to the user
to manage their data sets and import them using a programming language and libraries (e.g., the
Python CSV reader module). Default Jupyter Notebooks and most non-cloud variants fall into
this category.

Cloud storage means that the system exposes data sets stored in a cloud service as though
they were local files. For example, Google Colab [15] lets users mount a Google Drive folder
and then access its files in the notebook.

Large data means that the system has built-in support for accessing data that is too large
to fit into RAM; these datasets cannot be fully imported into a running notebook session. For
instance, Databricks [8] and Spark Notebooks [45] allow users to write SQL queries within
notebook cells to access selected slices of terabyte-scale data within a session.

Finally, streaming data means the notebook allows users to both connect to real-time

streaming data sources and automatically update its computed outputs as new data arrives.

5.4.2 Editing Code and Prose

Four design space dimensions relate to editing interfaces:
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Table 5.1. How the 60 notebook systems in

dimensions (rows) we illustrated in Figure 5.1.

Data Sources
Local files

Cloud storage
Large data
Streaming data
Editor Style
Text editing
Cell editing
IDE-like

Importing Data

Languages
Single

Multiple
Polyglot
Versioning

No built-in
Notebook-level
+ dependencies
Cell-level
Collaboration
No built-in
Asynchronous
Synchronous
Order

Any order
Forced in-order

Editing Code and Prose

Reactive
Liveness
Manual
Auto-rerun

Live code+data
Environment
In-browser
Local

Remote single-

Running Code

Remote multi-

Cell Outputs

Text

Multimedia
Interactive
Notebook Outputs
Static reports
Dashboards
Software artifacts

Publishing

Academic

g

uct

our study (columns) fit into the design space

Experimental / R&D

Codestrates
Labbook
Vistrates

® Jupyter Notebook

@ JupyterLab

® Binder

® MessyNotebooks

® Toii
® SoS Notebook

@ Callisto
® \Verdant
® Bacata
® Wrex

® DSjs

® PolyJuS
® Dataflow

Tempe
® oyl
® Janus

Amazon Sagemaker
® Maple

Google Colab
Kaggle Notebooks
CodeOcean
Azure Notebooks
Quantopian
Kogence
Nextjournal
IBM Watson
Mathematica
Gigantum
Databricks

® Spark Notebooks

® Apache Zeppelin

® Spyder

Observable

® Streamilit

Mode
® Matlab Live
Datalore
® RunKit

® RStudio

Stripe Workflows

Papermil
® nteract
lodide

® Hydrogen
® VSCode Jupyter
® |Leisure

® Jupytext
® Carbide
Eve

® Nodebook

® BeakerX

® nbdev
® Polynote

® Livebook
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2) Editor Style: At one end, systems like lodide [19] and Streamlit [47] let users write code
and prose in an enhanced text editor; those systems compile text into interactive notebook-like
webpages. In the middle, most notebooks provide a more structured cell-based editor where users
can independently edit, run, and rearrange cells within a notebook file. At the other extreme are
fully-featured IDEs (e.g., JupyterLab, RStudio) that embed notebooks alongside data inspectors,
debuggers, terminals, and other developer tools. Codestrates [215] is the most unique since it
allows users to write JavaScript to customize its own UI; although it starts as a basic cell-based

editor, it can be reprogrammed into an IDE.

3) Programming Languages: The baseline here is support for coding in a single language (e.g.,
JavaScript for Codestrates [215], a JavaScript variant for Observable [38], a Datalog-like DSL
for Eve [12]). Next is support for multiple languages, but each notebook file can only run a
single language; default Jupyter works this way. Polyglot notebooks such as Polynote [39] and
PolyJuS [200] enable users to natively mix multiple language within the same notebook, which
is useful when the most convenient libraries for different stages of a data analysis are in different

languages (e.g., web scrapers in Perl, machine learning in Python, statistics in R).

4) Versioning: Studies found that notebooks are often used for exploratory workflows [153]
involving lots of trial-and-error [222, 156, 94] and that users struggle to keep track of many
versions of analysis code and outputs. The baseline here is no built-in support, which means
that it is up to users to track their own versions by, say, committing notebooks to Git. Next is
notebook-level versioning, where the system automatically saves versions of entire notebook files
so users do not need to learn about version control. Next is notebook+dependency versioning,
where systems like Nextjournal [35] save not only raw notebook files but also accompanying
data sets and environment dependencies (e.g., 3rd-party libraries and packages). This enables
notebooks to be reliably re-run to reproduce the same results, which is important for replicability
of scientific results. At the most extreme is cell-level versioning, where each code and output cell

can be separately auto-versioned. For instance, Verdant keeps track of individual cell edits at the
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code AST level so that “each syntactically meaningful span of text in the code can be recorded

with its own versions” [150].

5) Collaboration: Studies also found that notebooks are often used in collaborative data science
workflows [244, 195, 258]. The baseline here is no built-in collaboration support, so users must
coordinate via a mix of third-party tools (e.g., workplace chat with Slack, code review and issue
commenting with GitHub’s web UI). Next is built-in support for asynchronous collaboration,
most commonly via annotations and comment threads next to notebook cells. Finally, some
support synchronous collaboration by embedding real-time chat and allowing multiple users
to concurrently edit the same notebook cells, akin to Google Docs. (Note that Google Colab
was originally designed for synchronous collaboration but its real-time sync API is currently

down [16].)
5.4.3 Running Code to Generate Cell Outputs

We identified four design space dimensions related to code execution: order, liveness,

environment, and cell outputs.

6) Execution Order: Notebooks contain a series of code cells, each of which can be run
independently to produce outputs. Most allow cell execution in any order, which means users can
run cells out of order and multiple times as they iterate. However, both academic studies [222,
156, 94] and industry reports [127, 20] show that any-order execution is a major source of
frustration for notebook users; specifically, it is hard to tell which exact series of cell executions
led to the notebook’s current state or how to reproduce that state. A recommended best practice
is for users to clean up their cells and run them all in-order to create a final shareable notebook.

To reduce these frustrations, some notebooks implement forced in-order execution. This
means when the user clicks “Run” on a particular cell, the notebook will reset its global state
and then run all cells from the top until that cell. (That is the user’s mental model, but in reality

these systems such as Nodebook [34] track dataflow dependencies so that not all cells need to be
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re-run each time.) This design eliminates the problems of out-of-order cell execution, of cells
being run multiple times and altering global state in unexpected ways, and of cells being deleted
after being run but their outputs still remaining in the notebook’s global state. But the tradeoff is
lack of flexibility, since some users appreciate rapid prototyping by running cells in any order.
As a middle ground, systems like MessyNotebooks retroactively turn an existing notebook into a
forced in-order one by backward-slicing only the cells that lead to a certain desired output [140].

Finally, some notebooks implement a reactive execution model, much like spreadsheets
do. In a reactive model, running a cell triggers the notebook to automatically re-run all other
cells that depend on values defined or altered in that cell. This model gives users the flexibility
to write their code in any notebook cell regardless of order, but run-time value dependencies are
automatically tracked by the notebook so there is still a predictable (albeit non-linear) execution

order.

7) Execution Liveness: Most notebooks run a cell only when the user clicks “Run” or uses
a keyboard shortcut. Some have simple forms of live execution where a cell is automatically
re-run whenever the user momentarily pauses editing or moves their cursor to another cell; this
type of liveness (level-3 in Tanimoto’s taxonomy [239]) provides immediate visual feedback,
which can speed up the iteration and debugging cycles. Systems like Tempe implement a more
sophisticated form of level-4 liveness [109] by updating the output live not only after the user
edits a cell but also in real time when the data stream that the cell accesses has new data arrive in
it.

8) Execution Environment: Notebook systems also vary in where they execute code. JavaScript-
based notebooks such as Codestrates [215] and Observable [38] run code directly in the user’s
browser, which is a convenient way to eliminate complex installation and setup issues; lodide [19]
compiles a Python environment to WebAssembly to run directly in the browser. Next, most
desktop Jupyter variants run code locally on the user’s computer in a separate non-browser

process that communicates with the notebook’s browser-based Ul. Cloud-hosted Jupyter systems
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run notebook code in a single process on a remote machine with access to more computational
power and GPUs than the user’s machine. Finally, systems like Databricks [8] and Kogence [24]
automatically set up notebooks to run in parallel and distributed computing environments

involving multiple remote machines at once.

9) Cell Outputs: When each cell is executed, it produces output directly underneath or beside
it. This output can range from plain text (akin to a terminal or REPL) to multimedia (e.g., data
tables, images, sound clips, videos) all the way to interactive widgets. These widgets allow users
to set parameter values and re-run cells in order to quickly prototype variants of data analyses.
Note that the systems in Table 5.1 that are built atop Jupyter support all types of outputs since
Jupyter comes bundled with an interactive widget library. Finally, some research systems go even
further by allowing interactive widgets to alter the code in the accompanying cell: Carbide [4]
exposes sliders whose values are synchronized with numeric literals in code cells, and Wrex
allows users to do programming-by-example [112] by entering example values in output tables
and having the system automatically synthesize Python data wrangling code to insert into nearby

code cells.

5.4.4 Publishing and Updating Notebook Outputs

Notebooks are often used for personal exploration and end-user programming work-
flows [153, 222], but users sometimes intend to share notebooks with others. They do so by
publishing it in various formats, which have different levels of support for updating in response

to post-publication feedback.

10) Notebook Outputs: The baseline here is for notebooks to generate static reports that are
read-only documents. For instance, Jupyter Notebooks can be exported as static HTML files,
but those might contain JavaScript-powered interactive visualizations (e.g., using D3 [82] or
Vega [225]). Next, some can be exported as dynamic dashboards that (unlike static HTML)

automatically update and recompute cell outputs as new streaming data arrives. Both static and
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dynamic formats facilitate common explanation use cases [222] for notebooks.

Lastly, some have stretched notebooks beyond data science use cases to turn them into
deployable software artifacts. For instance, nbdev [33] exports notebooks as self-contained
Python libraries that can be imported into other software projects; IBM Watson Studio [18]
deploys notebooks as machine learning models with live monitoring; Codestrates [215] and

Eve [12] allow users to create standalone web applications.

5.5 Discussion

High-Level Trends: Industry products are geared toward scalability and adoption, so their
designs tend to be standard Jupyter Notebooks integrated into a cloud platform (e.g., for data
sources, automatic versioning, execution environments, and distribution). Although one could
in theory emulate these features by installing open-source software and manually provisioning
cloud resources, these products provide a level of convenience that fosters widespread adoption.

In contrast, academic and R&D projects are more experimental, adopting less conven-
tional designs for execution order, liveness, and interactive outputs. They also contain properties
that are hard to fully capture in our design space: For instance, Codestrates [215] and systems
built on it emphasize malleability where the entire notebook programming interface can be
adjusted on-the-fly by editing its code. Systems like DS.js [259], Idyll [100], and Torii [141]
target educational use cases rather than being for professional data scientists, so their interfaces

differ from conventional programming-oriented notebooks.

Design Tradeoffs: Each dimension in Figure 5.1 has associated tradeoffs. 1) Data sources:
moving to the cloud may sacrifice privacy and impose more friction for working with legally-
protected data (e.g., COPPA, HIPAA), 2,3) Editor style and languages: IDE-like interfaces and
polyglot notebooks make the UI more complex for novices to learn, 4) Versioning: finer-grained
versioning again requires greater UI complexity to let users organize and sift through versions,

5) Collaboration: integrated collaboration may not always be better since users may prefer to
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use their own organization’s external tools (e.g., Slack), 6) Execution order: in-order is simplest
but lacks flexibility; reactive can be hard for novices since it is not clear which cells execute
when a particular one is edited (hidden dependencies in Green’s cognitive dimensions [126]),
7) Liveness: again it may not be clear what code executes if the user does not initiate those
actions, 8) Environment: remote execution is higher-performance than local but can be harder to
debug, 9,10) Cell/notebook outputs: the more interactive, the less of a closeness-of-mapping (in
Green’s cognitive dimensions [126]) there is between code and outputs.

There are also design tradeoffs across dimensions: For instance, an in-browser JavaScript
notebook may have a hard time supporting polyglot programming (though not impossible as
more languages now compile to WebAssembly); and notebooks that rely on remote multi-process
execution may be hard to package up as portable/versioned software artifacts, since they often
depend on the specifics of their execution environment (e.g., supercomputer infrastructure from

Kogence [24]).

Notebook Toolkits: As a thought experiment, what about a “kitchen-sink™ approach where a
hypothetical system covers the entire design space of Figure 5.1 by providing all these features
as options? While that might seem appealing since it would foster customization, from a usability
perspective its interface would get overly complex with too many modes. And from a software
engineering perspective it would be hard to get such a monolithic system working robustly.
Perhaps the most practical path along this direction is to take a toolkit approach like D3 [82]
by turning each dimension of Figure 5.1 into a well-scoped software module and then allowing
developers to compose them together using a “grammar of notebook systems” akin to the
grammar of graphics implemented by the Vega [225] ecosystem. That way, software developers

can easily build bespoke notebooks for their intended user group.

Charting the Future of Computational Notebook Research: Our study provides a map of
the current state of the notebook world, as summarized in Table 5.1. In the short term, industry

products will continue to fill in more points along our design space. Meanwhile, researchers in
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both academia and industry can expand the boundaries of this map into uncharted territory. What
are possible ways forward? Here are a few directions:

There are still many opportunities for needs-based research of the sort embodied by
some of the academic projects in Table 5.1. The HCI approach of understanding the needs
of a user group, building a novel notebook system to address those needs, and evaluating it
on that user group will continue to yield research innovations. To stretch the bounds of our
current design space, we encourage researchers to broaden out to target user groups beyond
professional data scientists, such as educators, artists, designers, journalists, digital humanities
scholars, young children, older adults, people with accessibility needs, or those in low-resource
computing environments.

Though important, we believe that needs-based research will mostly continue to fill
in our design space but not expand much beyond it. That is because people’s needs are still
tied to their existing workflows; for computational notebooks that means using keyboards to
write textual code on desktop or laptop computers. Thus, one way to go beyond the current
design space is to think about the abundance of non-desktop computing devices available to us
in our daily lives and how we could use those for data-oriented work. For the price of a laptop
computer we can now buy several low-cost tablet- and phone-sized devices. Weiser’s ubiquitous
computing vision is already here since we have plentiful access to pads (e.g., iPads) and tabs
(e.g., phones/watches) [247] but are not yet taking full advantage of them for programming.
Practically, we do not envision these devices replacing keyboard+mouse+monitors but rather
supplementing them with auxiliary displays, dynamic magic lenses [74] (e.g., hovering a phone
over a monitor to peek into code or data), and touch and voice-based inputs. Beyond pads and
tabs, what about other ubicomp devices such as wearables, smart glasses, augmented/mixed-
reality interfaces, portable projectors with 3D depth cameras, and large-scale tabletop and wall
displays? Specifically, Table 5.1 shows that there is not much variation in cell outputs; a way
to innovate along this dimension is by adopting different sorts of displays beyond ordinary

computer screens. Similarly, many systems do not support synchronous collaboration, and when
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they do, it is often simple forms of multi-user text editing; once again ubiquitous computing
techniques can point the way toward more expressive forms of synchronous collaboration.

The above was a technology-centric approach (start with novel devices and prototype
outward), so a complementary approach is to be task-centric. What do people actually want to
do with notebooks? Examples include deriving business insights, conducting scientific research,
scholarly communication, collaboration, education, and personal creative expression. What
future interfaces that mix code, data, and multimedia might aid these tasks, regardless of whether
they “look”™ like the cell-based notebooks of today? We encourage researchers not to have their
thinking restricted by current notebook formats simply due to the zeitgeist of recent academic
publication trends. One metric for success here is how different a new project looks from all the
systems in Table 5.1.

A more radical way to expand beyond current notebook designs is to ban the term
“computational notebook™ altogether and generalize it into interfaces for literate computing (i.e.,
literate programming + interactive media) [121]. One could argue that Figure 5.1 is actually a
design space of literate computing, of which notebooks are a subset. This approach may mean
reviving classic lines of work embodied by Smalltalk, Boxer, and HyperCard [121], which Bret
Victor et al. are doing at Dynamicland [11]. One challenge of such ambitiously generalizable
research is to balance expressiveness with usability/learnability in order to avoid the Turing

tar-pit, “in which everything is possible but nothing of interest is easy” [207].

5.6 Conclusion

We identified three main sources of computational notebooks (academic, industry prod-
ucts, and experimental/R&D) and presented the first comprehensive study of 60 notebook
projects, which resulted in a ten-dimensional design space that spans their technical features. In
closing, we encourage researchers to stretch the bounds of this space by pursuing project ideas

that go beyond fulfilling current user needs.
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Chapter 5, in full, is a reprint of the material as it appears in the proceedings of the IEEE
Symposium on Visual Languages and Human-Centric Computing (VL/HCC) as The Design
Space of Computational Notebooks: An Analysis of 60 Systems in Academia and Industry. Sam
Lau, Ian Drosos, Julia M. Markel, Philip J. Guo. 2020. The dissertation author was the primary

investigator and author of this paper.
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Chapter 6

TweaklIt: Supporting End-User Program-
mers Who Transmogrify Code

End-user programmers opportunistically copy-and-paste code snippets from colleagues
or the web to accomplish their tasks. Unfortunately, these snippets often don’t work verbatim, so
these people—who are non-specialists in the programming language—make guesses and tweak
the code to understand and apply it successfully. To support their desired workflow and facilitate
tweaking and understanding, we built a prototype tool, TWEAKIT, that provides users with a
familiar live interaction to help them understand, introspect, and reify how different code snippets
would transform their data. Through a usability study with 14 data analysts, participants found
the tool to be useful to understand the function of otherwise unfamiliar code, to increase their
confidence about what the code does, to identify relevant parts of code specific to their task,
and to proactively explore and evaluate code. Overall, our participants were enthusiastic about

incorporating TWEAKIT in their own day-to-day work.

6.1 Introduction

Data analysts across a variety of diverse disciplines—chemists, molecular biologists,
material scientists, and cognitive psychologists—routinely find themselves in situations where
they must intersect their specialization with programming to accomplish their day-to-day work.

These data analysts are end-user programmers who conduct data analyses but don’t see
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Figure 6.1. TWEAKIT is a system that enables end-user programmers to collect, understand, and
tweak Python code within a spreadsheet environment. (Left) Users collect Python code snippets
and insert these snippets into the scratchpad. (Middle) Users can select Python expressions and
TWEAKIT previews the outputs directly in the spreadsheet. (Right) Users can compare two

outputs; after users are satisfied with their program they can save the current selection as a table
in the spreadsheet.

themselves as professional software developers. They often have little-to-no background in
computer science at all; for them, code is rightfully just one of many tools in their toolbox
that helps them to transform and analyze their data, explore hypotheses, and evaluate their
findings. Through our formative interviews, we found that their coding workflow consists less
about actually writing code and more about transmogrifying it: in a typical workflow, our data
analysts opportunistically cobbled together various snippets of code from colleagues or online
sites like Stack Overflow, tweaking these snippets with trial-and-error incantations, and applying
educating guesses and makeshift heuristics about what lines of code to permute along their
journey. Through a combination of grit, superstition, and serendipity, a “working” code snippet
eventually emerged (well, sometimes).

Essentially, our data analysts reflect the “paradox of the active user” [90], where users
are motivated to get their immediate task done and bypass conceptual resources—such as
programming tutorials—in favor of directly applying and manipulating the objects of study to
their work. Consistent with prior work on this “stable but suboptimal preference* [123], our
analysts preferred actions with fast and incremental visual feedback like pasting and tweaking
code. For better or worse, guess-and-check remained their interaction mode of choice. Rather

than asking users to change how they behave, how can we design tools that support the highly
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goal-oriented coding workflows they prefer?

This paper aims to address the needs of end-user programmers who transmogrify and
tweak code through two contributions. The first contribution is the design and implementation of
a prototype tool called TWEAKIT to support data analysts as they guess their way to working
programs. In contrast to end-user programming tools that abstract code behind user interfaces,
TWEAKIT allows analysts to work directly with code in their existing data workflows by situating
code alongside spreadsheets. By applying a live interaction to a familiar affordance, TWEAKIT
enables analysts to preview and compare code outputs without pausing their code-tweaking
work.

Our second contribution is a set of insights gained from a first-use usability study of
TWEAKIT with 14 data analysts. We found that analysts valued TWEAKIT’s support for their
preferred guess-and-check coding workflow. As analysts tweaked code, they relied on live
output previews to narrow the search space of possible edits and used preview comparison as
lightweight explanations for what code did. TWEAKIT’s affordances encouraged code exploration
and increased confidence without decreasing participant effectiveness and efficiency. As a whole,
analysts reported many day-to-day tasks that they felt could be better addressed using code and

were enthusiastic about support for code tweaking within their existing workflows.

6.2 Example Usage Scenario

Interaction with TWEAKIT is summarised in Figure 6.2. Robin is an expert molecular
biologist working with viral RNA. After conducting her experiments, she opens her data using
Excel—her preferred spreadsheet application—and explores the data using a combination of
operations in the graphical user interface and spreadsheet formulas. After performing basic data
cleaning, she has a column of RNA sequences stored as strings consisting of characters like A,
U, G, and C. Robin needs to calculate the RNA complement of each sequence by replacing each

letter with another. For example, every A should get converted into a U. Since her software does
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Figure 6.2. TWEAKIT supports data analysts who guess their way towards working code. (A)
Users open a code editing pane directly within their spreadsheet application. (B) Users can click
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not support this calculation via a simple formula, Robin performs a web search. She finds two
Python examples, one using the Python str.translate method and one using the complement
method from the Biopython package.

Robin begins working with these two example snippets using TWEAKIT. To get started,
she clicks a button in her spreadsheet application to open a scratchpad for code directly inside
her application. Robin pastes both examples into the scratchpad ). On pasting, TWEAKIT
automatically corrects minor syntax errors like missing quotes and parentheses at the start or end
of the code. TWEAKIT also detects that Robin doesn’t have the Biopython package installed
and automatically installs this package so that the snippets run without error immediately after
pasting.

Next, Robin uses TWEAKIT’s live output preview feature to understand what the example
snippets do. Instead of looking up the documentation for each function call in the snippets, Robin

can immediately see what each function does by clicking it in the code scratchpad—TWEAKIT
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detects and highlights the complete code expression that surrounds the current cursor location @
@. TWEAKIT captures the output of this expression, then overlays this output as a provisional
table directly in the spreadsheet @ @. This allows Robin to preview every expression by clicking

through the example code €.

B
1 i, j = "AUGC", "UACG"
2 thl = str.maketrans(i, j)
3 my_str = "GUAC"
A .t te(tbl)
: LN,
5] rGUA_C___-! from Bio.S! port Seqg
7 —— I my_dna = Seq("CCCCCGATAG")
8 e my_dna. complement ()
g
10
11
B
1 i, j = "AUGC", "UACG"
2 tbl = str.maketrans(i, j)
3 my_str = "GUAC"
4 my_str.translate(tbl)
5
6 [CAUG | Q@m Seq
7 - T my—afia = 9 CCCCGATAG")
8 my_dna. complement ()
9
10

-
=

Robin uses TWEAKIT’s output comparison feature to understand how the two example
snippets differ. As Robin clicks through the example code, TWEAKIT displays both current and
previous selected expression outputs in the spreadsheet @. To directly compare the outputs of
the two snippets, she clicks on the str.translate call, then clicks on the complement call.
She sees that both examples produce the correct result for RNA sequences that use the characters
ACGU. Robin also wants to check that the character R is converted to Y. She edits the code, adding
R characters to the examples’ RNA sequences. Robin compares the outputs of both snippets and
finds that the BioPython example produces the correct output YYC @ but the str.translate

example does not @; so, she deletes the str.translate example. Robin treats the live output
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previews as explanations, using a combination of editing and comparing to deduce what the code

does.
B c
1 i, j = "AUGC", "UACG"
% tbl = str.maketrans(i, j)
3 my_str = "RRG"
4 my_str.translate(tbl)
5
(5] [Y:Y(Z:::] RRC from Bio.Seq import |11
7 my_dna = Seq("RRG")
8 0 e my_dna. complement ()
: i
10 [l
1 S

Finally, Robin uses TWEAKIT to apply the code to her spreadsheet data. When Robin
selects cells in her spreadsheet application, TWEAKIT initializes Python variables that store
the selected data @). Robin selects cell A3, then edits the Python snippet to use the TWEAKIT
variable A €@. When she previews the last expression of this code, she finds that it correctly
calculates the RNA complement for cell A3 @. To apply this code on all her sequences, she
selects all the data in column A of the spreadsheet €. TWEAKIT automatically detects that the
Python code needs to be run once per cell and computes all of Robin’s desired RNA complements.
To save this result into the spreadsheet, Robin clicks the “Save Output Into Sheet” button .
Having completed this task, Robin can now proceed to further analyze her data through the

spreadsheet.
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Without TWEAKIT, Robin lacks a built-in method to use example code within her spread-
sheet application. She would have to figure out how to export her data out of her spreadsheet,
import the data into Python, paste the example script into the Python interpreter, edit the script to
operate correctly on her data, then import the data back into her spreadsheet. Instead, TWEAKIT
enables Robin to use example Python code as a single step within her desired workflow, and
makes the code concrete through live output previews and comparisons so that Robin can figure

out what edits to make.

6.3 Formative Interviews and Design Goals

We conducted interviews with 10 data analysts from a broad range of industries: finance,
biotechnology, software, real estate, medical devices, environmental engineering, and IT services.
All participants used formulas in a spreadsheet application like Microsoft Excel daily. None of
the participants were expected to use programming for their work, and most participants (7/10)
considered themselves beginners at programming. In our interviews, we focused on tasks that

analysts found difficult to complete using their spreadsheet application, the workarounds they
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used to complete their tasks, and their desires for improving their workflows. We transcribed
the interviews, then used thematic analysis to develop and organize themes. These data analysts
(F1-F10) provided several insights that guided the design goals for TWEAKIT.

All ten analysts regularly encountered data manipulation tasks that they felt lay beyond the
capabilities of their spreadsheet application. Under constant pressure to meet deadlines, analysts
felt the need to “just get it done somehow” (F1, F5). Thus, analysts edited data and formulas
manually (F1, F3, F4, F5, F7, F8, F10). They felt this was “inefficient” (F2, F4), “annoying”
(F3, F5), and “time-consuming” (F1, F7), especially for recurring tasks like generating a weekly
report. To find better solutions for these tasks, all participants used web search, which often
produced simple code examples that leveraged software packages. However, participants did not
know how to begin using these code examples for their data since their spreadsheet application
did not provide a visible method for doing so. F5 lamented that she spent “hours” cleaning data
every week when “I know that in Python it’s just three lines of code, but I just don’t know where
to start [putting the code in my spreadsheet].” F2 had experience using Python and used Python
examples to automate his data tasks, but reported that “my coworkers all want to use [my script]
but I definitely don’t want to help them install [Python and its packages].” This feedback led to

our first design goal:

D1. Code tweaking tools should enable users to paste and run code with as little additional

setup as possible.

Without a method to use code examples directly within their spreadsheet, analysts turned
to standalone coding tools like VBA macros (F1, F7, F9, F10), Jupyter notebooks (F2), SQL
(F5), and JMP (F6, F8). However, analysts experienced disruptions in workflow using these tools,
reporting that tools forced them to remember how to use a “completely different user interface
[than Excel’s]” (F2, F6, F8). Analysts faced friction importing data, running the tool, then
exporting data every time “one little thing changes” in the sheet (F3, F8). Workflow disruptions

occurred even when using VBA macros, a built-in scripting system in Excel. F1 explained that
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“the VBA editor takes up your whole screen with code [...] when I’'m working with VBA, I can’t

think in Excel anymore.” These observations led to our second design goal:

D2. Code tweaking tools should embed themselves within workflows that are already familiar

to users.

Code snippets from the Web presented challenges for reuse. Analysts reported that
although code examples were readily available online, these examples “never do exactly what I
want” (F3, F9) and “don’t work out of the box” (F2). Even if an example performed the right
calculation on toy data, analysts still had to edit the code to operate on their spreadsheet data.
Analysts attempted a variety of code tweaks. For example, they edited column names (F2, F3,
F5), changed arguments to function calls (F6, F8, F9), and duplicated lines (F3, F8, F9). Analysts
described this process as “trial-and-error” (F3), “guess-and-check” (F2), and “fiddling” with the
code (F5).

Although analysts were sometimes able to tweak code successfully, they found it chal-
lenging to understand unfamiliar code. F3 explained that “I never took a VBA class, [...] so it’s
hard to know what [code] does what [change].” F1 added that “it’s scary to work with [code]
because it can mess up my data without me even realizing it.” To overcome this challenge,
analysts wished to introspect code examples. F2 explained that “a blob of code is like a black
box [...] I have to break it into pieces to figure it out.” F9 developed a technique to send VBA
output to an spreadsheet cell, explaining that “it’s time-consuming, but I can at least narrow
down which [parts of code] aren’t right.”

Overall, analysts expressed a desire to tweak code but faced barriers in understanding un-
familiar code examples and feared making irreversible mistakes to their data. These observations

led to our third design goal:

D3. Code tweaking tools should reify unfamiliar code by showing how changes in code cause

changes in data.
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6.4 System Design and Implementation

TWEAKIT is implemented as an extension to Microsoft Excel using the Office JavaScript
API. We modified a prototype version of Microsoft Excel implemented in TypeScript for ease of
integration and to allow user study participants to open a URL rather than install software on
their personal computers. !

Opening the TWEAKIT sidebar initializes a Python interpreter on the server that executes
Python code for the remainder of the open browser session. When a user pastes in Python
code into the scratchpad, TWEAKIT parses the Python code for package import statements
and attempts to install packages if not already installed by running pip install with the
package’s name in the code. TWEAKIT also attempts to automatically import packages based on
a hard-coded list of canonical package abbreviations (e.g. np for the numpy package). Finally,
TWEAKIT checks for unmatched parentheses and quotation marks in pasted code and attempts
to fix these errors by prepending or appending the missing marks to the code. If the code still
produces an error after these attempted fixes, TWEAKIT falls back to leaving the code in its
originally pasted form. While these heuristics are relatively simple, they are nevertheless useful
and handle a variety of common situations.

To implement output previewing, TWEAKIT parses the abstract syntax tree (AST) of the

Python code and keeps track of where each expression is located in the code. TweaklIt uses the

AST to find expressions to evaluate. For example, if a line contains
df .query() . groupby () .mean()

and a user clicks on the groupby () subexpression, Tweaklt uses the AST to know to run
query (), display the output of groupby (), but not run mean () (Figure 6.3). TweakIt’s AST

parser skips control flow statements like if/else and for loops, so these statements do not

I'The Office J avaScript API is available to the public and allows extensions to read data, write data, and draw
shapes in an Excel sheet. While the online version of Excel used for the TWEAKIT prototype is not publicly
available, future extensions like TWEAKIT could be implemented in pure JavaScript/Typescript, using the Office JS
API in the publicly available Excel for the Web.
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generate output previews in the spreadsheet. This might be addressed by incorporating additional

program visualization techniques like Projection Boxes [181].

[ df.query('tip > 1').groupby('time').mean() J

o N\

{ df.query('tip > 1').groupby('time') } ( .mean() J

v N

{ df.query('tip > 1') J [ .groupby('time") ]

4 N

[ df J [ .query('tip > 1'") J

Figure 6.3. TWEAKIT uses the code’s abstract syntax tree (AST) to decide which expression to
execute. In this example, a user has clicked on the groupby () call. TWEAKIT finds the closest
parent that is a complete expression in the AST, highlights the expression in the code editor, and
displays the result of the expression in the spreadsheet.

When the user moves the cursor by clicking or typing, TWEAKIT finds the closest parent
expression in the code AST that contains the new current cursor location, runs all the lines above
the expression to reinitialize the program state, then runs the highlighted expression. TWEAKIT
then displays the output of the Python interpreter in the Excel grid through its TypeScript API,
with special cases to render Python collections and DataFrames as columns and tables. This
implementation executes lines multiple times to generate intermediate values so code with side
effects like disk I/0O might be run multiple times unnecessarily. This limitation can be addressed
by caching previous results to avoid recalculations.

To determine where to place the output in the grid, TWEAKIT applies another simple
heuristic: it looks for the closest blank column to the right of the current Excel selection and
places the output in that location. When the user highlights a different expression, TWEAKIT
displays the new code output, then displays the old code output to the right. Finally, when the
user selects cells in Excel, TWEAKIT extracts the data into a Python DataFrame named df so that

the user’s code can reference the df variable. TWEAKIT also initializes variables for each column
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of the Excel selection; if the user selection spans columns B and C in the sheet, TWEAKIT
initializes Python variables named B and C to contain the selected data in those columns. To
execute code, TWEAKIT greedily runs the Python code on the entire column of data as a pandas
Series object. If an error occurs, TWEAKIT will then to run the Python code once for every value
in in the column. If the code still errors, Tweaklt doesn’t place any output into the sheet and
instead displays the error message beneath the code. For simple cases, this heuristic allows the

same code to work for both single cell and multiple cell selections.

6.5 In-lab Comparative First-Use Study

Our user study sought to understand how non-professional programmers used live output
previews to edit and reuse existing code snippets.

Participants. We used purposive sampling to recruit data analysts through the UserTest-
ing platform? and email. We looked for people who used Excel on a daily basis, were not
professional programmers, yet still used programming as part of their work. While formative
study participants were not required to have any programming background, in the user study
we screened for participants that used programs in their data workflows. In pilot studies, we
found that participants with no programming experience did not successfully edit code examples
within the study’s time limits.

Our final group of participants consisted of 14 data analysts across 7 industries. Of these,
seven self-reported having little or no experience in programming with non-Python languages,
and the remainder reported having a lot of experience. 13 reported having little or no Python
experience, and one reported having a lot of Python experience.

Tasks. We designed six tasks that are representative of real-world code tweaking be-
haviour. All six tasks were based on actual tasks that participants in our formative interviews
reported needing to do. Each task consisted of: a) a short textual description of the objective

of the task, b) input data to be processed in some way, c) the exact desired output data, and

Zhttps://www.usertesting.com/
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d) a collection of Python code snippets taken verbatim from Stack Overflow searches with
keywords from the task description. Participants selected, combined, and modified code snippets
to produce a script that transformed the input data to the desired output. This was intended to
be representative of a real-world scenario where a data analyst with a spreadsheet task looks to
Stack Overflow for code that may help them with their task—not all snippets are relevant and the
solution usually requires the combination and modification of multiple snippets.

Participants were allowed to search the web for documentation, reference material, and
additional code snippets. Participants were allowed to author their own code from scratch—they
were not required to use the snippets, but in every instance of a successful task in our study
participants used the snippets they were given. Participants were not allowed to manually edit
the input data or their output data to complete the transformation, nor were they allowed to
use spreadsheet formulas: to be a valid solution, the script needed to perform the entire data
transformation in a self-contained manner.

Protocol. We conducted a remote lab study in 3 phases: training, tasks, and survey. In
the training phase (approximately 15 minutes), the experimenter guided the participant through a
sample data manipulation task using both TWEAKIT and a baseline system that had a button see
the output of the entire snippet rather than TWEAKIT’s live previews. The task phase was divided
into two blocks of 20 minutes each: in one block only the baseline system was available, and in
the other only TWEAKIT was available. In each block participants were given 3 tasks and asked
to complete as many as they could within 20 minutes. Although participants could work on tasks
in any order, most chose to attempt the tasks in the order presented by the interface. Participants
were asked to think aloud during tasks. The experimenter answered questions about the task goal
and intervened to help participant recover from bugs in the system implementation, but did not
intervene otherwise. The order of conditions and the assignment of tasks to conditions were both
balanced: half of the participants used TWEAKIT first and the other half used the baseline first;
each of the six tasks were assigned an equal number of times to both TWEAKIT and the baseline

over the course of the study. After each 20-minute block, participants completed a survey about
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how the tool helped them understand the code. After both blocks were completed, participants
completed an additional closing survey, and the experimenter conducted a brief interview on
their experience using the two systems. On average, the study took one hour and fifteen minutes

to complete.

6.6 Quantitative Results
6.6.1 Code reuse tasks

In total, participants in the baseline condition completed 15/42 tasks. Participants
achieved similar completion rates in the TWEAKIT condition: they completed 13/42 tasks.
This difference was not identified to be statistically significant using Fisher’s exact test. The
low task completion rate can be explained by the difficulty of tasks—the only participant who
had experience using the pandas package (P11) completed three out of the six tasks given.
Four participants (P8, P9, P12, P14) did not complete any tasks at all because they repeatedly
encountered bugs arising from unfamiliarity with the APIs used in the code snippet.

Participants completed tasks in similar amounts of time in both baseline and TWEAKIT
conditions. Baseline participants completed tasks using a mean of 14.1 minutes (¢ = 5.24 min)
per task and TWEAKIT participants completed tasks using a mean of 13.7 minutes (¢ = 5.31
min) per task. These differences were not identified to be statistically significant using a t-test
(t(13) = 0.23,p = .79). However, we include this analysis of time taken only as additional
description of the difficulty of our tasks; owing to the variable effects of a think-aloud protocol

on timing, we do not draw any conclusions on the direct effect of condition on task time.

6.6.2 Usage of TWEAKIT’s affordances

Participants used TWEAKIT to view a mean of 226 code outputs (o = 92.1). In contrast,
participants in the baseline condition viewed a mean of 27.6 code outputs (o = 15.0). This

difference was significant using a t-test (¢(13) = 7.87, p < .001).
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Participants found TWEAKIT’s affordances useful—11/14 reported previewing output
as “very useful” and 10/14 reported side-by-side comparison of outputs as “very useful”. 9/14
participants responded that TWEAKIT was more useful than the baseline system for understanding

code, which was statistically significant using a x test (x?(2,n = 14) = 6.14, p < .05).

6.7 Qualitative Results

An overview of the themes in our study is given in Table 6.1. The following sections

elaborate.

6.7.1 Guess-and-check as a desired workflow

All participants made heavy use of guesswork to complete their tasks. Analysts made
edits to code by guessing at what kinds of edits might bring them closer to their goal, then
checking their results by examining code output. They described their process as “try-and-test”
(P11), “shooting from the hip” (P3), and “playing around” with the code (P6, P9). Participants
appeared to prefer this workflow for pragmatic reasons. They felt that their workflow wasn’t
“proper coding” (P6) and that “there’s definitely more efficient code [for this task]” (P10), but “if
it works, who cares?” (P5). Some analysts mentioned their workflow for these tasks differed
from a workflow they learned from programming courses, which stressed a top-down approach
of breaking down a task into subgoals, writing pseudocode, then implementing the pseudocode

(P10, P11). As one participant stated, “it doesn’t matter what I want to do if I can’t find the code

to do it” (P12). The desire to guess their way to a solution was a defining trait of our participants.

6.7.2 Strategies for understanding unfamiliar code

However, participants’ reliance on guess-and-check presented unique challenges for
working with code examples. Using the metaphor of finding a path through a maze, participants
encountered many forking paths and dead ends because of the large search space of possible

code edits. Participants described code examples as “overwhelming” (P8) and they “didn’t
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Table 6.1. Summary of qualitative participant feedback, organized by themes.

Theme Description Representative Examples Participants
Guess-and- Participants were “I know it’s not ‘proper P1-P14
check as a pragmatic—they sought coding’, but it works so I'm
desired working results via happy.”
workflow guess-and-check over  “I’m sure there are better ways
clean code. of doing this, but let’s move
on.”
Strategies for To narrow the search “I’m reading this code to look P1, P3, P4, P6,
understanding space of possible edits,  for pieces I can use, but P8, P9, P10,
unfamiliar code participants wanted to  nothing is sticking out to me.” P11, P13, P14
read, execute, and edit ~ “Is there a way to just see this
small pieces of code. specific thing?”
Using live Participants preferred “Being able to click on single  P1, P2, P3, P4,
previews and live previews and lines and see the result in P5, P6, P7, P9,
comparisons as  comparisons over real-time is a lot more helpful P10, P11, P12,
explanations reading code, treating than just seeing the result [...] P13, P14
code outputs as an you need to know the process.”
explanation for what “Being able to compare two
the code did. outputs let me figure it out.”
Increasing Participants tied “I wasn’t even able to get P1, P2, P3, P4,
confidence confidence in their close [with the baseline], but P35, P6, PS8, P9,
through ability to use code with  with TWEAKIT I got a better P10, P11, P13,
exploration their ability to grasp of the code.” P14
introspect and explore  “Without TWEAKIT, I didn’t
code outputs. know where to even begin [...]
I was making random guesses
and things sometimes worked
but I didn’t know why.”
Challenges in Despite forming useful ~ “I know what I want to do but P1-P14
editing code plans, participants I keep breaking the code.”
struggled to make “I’m so close, I just don’t know
correct code edits. how to make the code do what
I want.”
Enthusiasm for  Participants expressed “With Excel, it’s a lot of work P1, P3, P5, P6,
using code in enthusiasm to leverage  to do this task but Python does P9, P10, P11,
day-to-day code for their personal it instantly.” P13, P14
work data tasks. “I just know Python is really

powerful. There’s a lot more
you can do with Python
compared to Excel.”
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know where to start” (P3, P14). To narrow down their options, analysts adopted a variety of
strategies centered around understanding small pieces of code at a time. In the absence of live
output previews (baseline condition), participants focused on visual attributes of the code—most
commonly, they read the code and looked for function names that appeared relevant to their
task (P1-P6, P8-P11, P14). One participant even used the syntax highlighting as suggestions for
what parts of the code to edit: “the colors [from syntax highlighting] are speaking to me” (P8).
Only a few participants used web search to search for function documentation; one explained
that “I usually can’t understand [the documentation] because I’m not used to [the jargon]” (P12).
Instead, participants explained that they picked lines out of the example snippet using “a hunch”
(P14), “intuition” (P7), and “a random guess, to be honest” (P5).

Without the live previews, all participants were shown how to run the example snippet
yet still seemed to perceive code reading as more useful than running snippets. When probed
further, participants explained that the output of an entire snippet did not seem to guide them
towards what pieces of the code were most useful: “you need to know the process rather than the
outcome” (P3). Some participants specifically manipulated the code to see the results of smaller
code pieces. For example, one participant deleted the entire example snippet and incrementally
added back lines one by one to see the output of each line (P9), which generated nearly identical
outputs to TWEAKIT’s live previews for each line. Another participant mentioned that “I know
in python you can print variables but that seems like extra work™ (P1). As a whole, participants
wrestled with the perceived complexity of coding by adopting ad-hoc strategies to understand

individual expressions and lines of code.

6.7.3 Using live previews and comparisons as explanations

When available, participants favored using live output and comparison over other strate-
gies to understand code. They described the ability to quickly see outputs of individual ex-
pressions as “much easier” (P1, P13), “so convenient” (P4), and “super, super helpful” (P9).

Participants also valued the “instantaneous” (P2) and “real-time” (P3) nature of the interactions,
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explaining that the live previews reduced friction and encouraged them to examine more lines of
code.

Participants treated live output previews and comparisons as explanations of what the
code did. To make use of output previews, participants explicitly looked for visual similarities
and differences between the output and the code (P1-P7, P9-P14). For example, P7 explained
that “the code finally clicked when I saw the value ABCD in the code and then I saw that the
table columns were also labeled A, B, C, and D.” One participant described the previews as “a
synopsis” (P4). Another mentioned that the previews allowed them to “analyze and digest” the
code (P11). P3 looked up documentation for function calls in the baseline condition but not
in TWEAKIT, explaining that “honestly using Google didn’t cross my mind, because if there
was something in line 6 I didn’t know, I could just click on line 5 and compare the outputs.”
To analysts, live output previews and comparisons made code tweaking easier by making code
concrete—instead of guessing at an expression’s utility from reading function names, they could

directly examine its output.

6.7.4 Increasing confidence through exploration

Participants felt that their understanding of code increased as they previewed and com-
pared code outputs, even though most participants did not complete more tasks using TWEAKIT
than using the baseline system. P9 completed one task in each condition yet stated that “I began
to understand [the code] better throughout the 20 minutes with TWEAKIT whereas with [the
baseline] I just felt more and more confused as time went on”. P10 completed one fewer task
using TWEAKIT but still felt that “without TWEAKIT, I was blind [...] I couldn’t understand
any of the [example] code even though I got something to work.” Analysts also expressed that
having the ability to compare previews would increase their confidence in future coding tasks.
P2 explained that comparing previews assured him that he would be able to “figure out” code in
the future and wished for more time to complete the tasks in the user study because “I was just

starting to understand it”. In general, participants felt that live output previews enabled them to
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explore and understand more code, which increased their confidence to reuse code.

Analysts also used live previews to validate hypotheses they formed while making
guess-and-check edits to the code. P2 and P12 mentioned that previews allowed them to check
incremental changes and backtrack quickly if needed. P6 described previews as “a safety blanket”
that encouraged him to try out edits without fear that he would introduce data errors. Although
TWEAKIT was not intended to have learning outcomes, analysts described the live previews as
“a great teaching tool” (P11) and that ““it helped me learn Python” (P10). Overall, participants

appeared to find preview comparison useful for refining their mental models of their programs.

6.7.5 Challenges in editing code

Although participants valued live previews for understanding code, all participants still
encountered challenges with making correct code edits. Participants formed useful plans but
struggled with implementation. Most commonly, analysts were unaware of package-specific
syntax. For example, P12 tried to use df [’file’, ’size’] to select two columns in pandas
rather than the proper df [[’file’, ’size’]]. In this regard, live previews were useful for
catching bugs but not for helping analysts find valid edits. Participants also reported live previews
as visually “distracting” or “disruptive” when they repeatedly encountered errors (P1, P14). In

many instances this barrier completely halted participant progress.

6.7.6 Enthusiasm for using code in day-to-day work

Participants were enthusiastic about leveraging code for tasks they found tedious to
complete in their spreadsheet applications. Consistent with our formative interviews, analysts
shared that they edit data and formulas manually for bespoke tasks they found formulas ill-suited
to address. For example, one analyst wanted to repeat a formula except for every fifth cell of a
spreadsheet column (P13). Two other analysts mentioned that tasks in the user study were similar
to tasks they performed manually in Excel but found easier using the code in the task (P10,

P14). Other analysts explained that code worked better for larger datasets (P5), helped to avoid
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common spreadsheet mistakes like skipping a cell (P9), offered versatility through packages
(P14), made analyses easier to repeat (P7), and made getting help easier through websites like
Stack Overflow (P11). Analysts “couldn’t wait” for a future where they could reap the benefits of

code directly in their spreadsheets without needing to invest time taking programming courses.

6.8 Discussion
6.8.1 Supporting the workflows of data analysts

For our data analysts, code is one of many tools in the toolbox to get the job done; they
would rather complete a task than learn about packages to generate plots in Python. To this end,
our analysts used their familiar spreadsheet applications as much as possible and only sought code
when they reached tasks they felt were highly difficult to complete with their spreadsheets alone.
Although analysts might generally see value in learning programming concepts more deeply,
they encounter programs in the context of working on a specific task, and thus demonstrate the
“paradox of the active user” [90]—they prefer actions that appear to make short-term progress on
their immediate task even when developing conceptual knowledge might bring more long-term
benefits. This suggests that tools to support data analysts in opportunistic code reuse should
embed themselves within existing workflows and allow analysts to easily see the effects of code
on their data.

One theme from our investigation is that analysts encounter bespoke tasks that the
designers of their tools did not anticipate. For example, one of our analysts dealt with input data
that would change the order of its columns every week, so he found and tweaked a script to
extract the data he needed regardless of its position in the input sheet. The near-infinite variance
in analysts’ task requirements suggests that creating a one-size-fits-all graphical application for
data processing is unlikely, as such an application would require the tool designer to correctly
predict every possible task a user might need. For this reason, allowing analysts to leverage

the versatility of code remains central to our tool design. The variety of tasks that analysts face
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suggests that future tools to help analysts make use of code should reify code rather than hide it

behind an interface.

6.8.2 Potential use cases in professional work

Although this paper focuses on data analysts who are not professional programmers, we
postulate that TWEAKIT’s affordances for live previewing and output comparison could benefit
professionals as well since programming experts also engage in opportunistic code reuse [85]. To
understand whether this hypothesis resonated with professionals, we conducted an informal focus
group with product managers (n = 2) and software engineers (n = 3). They were enthusiastic
about using live output comparisons for code reuse and thought these affordances would also
help data scientists understand and maintain code written by colleagues. The engineers explained
that they also pasted and tweaked code when they worked with unfamiliar software packages,
and members of the group shared mockups they had independently created for implementing
live output previews in other integrated development environments and computational notebooks.
They also pointed out limitations in the TWEAKIT prototype for real-world use. For example,
it was not easy to use TWEAKIT to compare the outputs of two large data tables since the user
had to scroll up and down to spot differences. To address this, they suggested displaying data
visualizations instead of data tables as a code preview. The discussion from the focus group and
the existence of other preview-oriented debugging tools for experts like OzCode? support the

idea that enabling live output comparisons can benefit both novice and expert programmers.

6.8.3 Limitations of TWEAKIT’s affordances for code reuse

Our investigation surfaced characteristics of opportunistic code reuse that TWEAKIT did
not address for data analysts. For example, when code produced an error, TWEAKIT displayed
the error message from the Python interpreter verbatim. Our analysts often could not decipher

these error messages since the messages assumed an understanding of programming concepts

3https://oz-code.com/blog/net-c-tips/the-complete-ling-debugging-guide
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and vocabulary—for example, what the Key in KeyError means. Although TWEAKIT attempts
to correct some errors that arise when code is pasted, future tools might run code on a best-
effort basis, similar to languages like Perl and JavaScript, or provide a novice-friendly verbal
explanation for errors like Elm.

Our investigation also revealed that analysts sit in a valley of struggle, sometimes manu-
ally editing data for days, weeks, and even months before deciding to find and modify a code
example. How might we make coding a more desirable pathway for data analysts? One approach
is to use program-by-example and program synthesis techniques to generate code examples as
part of analysts’ workflow [113, 157], then use TWEAKIT’s affordances to help analysts tweak
and apply these examples elsewhere in their work. Another approach is to bring live output
previews directly into the browser when code examples arise from Web search, complementing

previous tools [259].

6.8.4 Emergent findings during TWEAKIT design

As we designed TWEAKIT, we added and removed features throughout the prototyping
process. One version of TWEAKIT contained a lightweight code versioning feature that enabled
users to revert code to an older version and compare outputs between two versions of code.
However, in our pilot studies this feature was rarely used and participants did not find this more
useful than using the familiar undo functionality in their browser. Another version of TWEAKIT
displayed an underline for the first code expression in the snippet that errored. Although we
hoped that this feature could help users notice parts of code that needed editing, we found that
highlighting errors could also mislead users when a mistake in an early line of code caused an
error later on in the code. In our user study, participants P1 and P2 had access to both versioning
and error highlighting features before we removed them for the remaining participants, and we
did not include observations pertaining to these features in our qualitative analysis.

Analysts incidentally valued TWEAKIT as providing a safe environment for coding.

Analysts perceived coding using TWEAKIT as low risk because they could preview data changes
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before committing them to their spreadsheets, unlike running a script in VBA that immediately
mutated their spreadsheet. Although we did not specifically design TWEAKIT to address this
concern, this emergent finding supports the idea that programming tools for data analysts should
allow them to edit and execute code without fear of making accidental and irreversible changes
to their data.

As a whole, TweaklIt makes a familiar live interaction for code introspection useful
for data analysts who are not professional programmers. It accomplishes this by embedding
itself within existing workflows, placing code outputs directly in the spreadsheet, and applying

heuristics to execute code written for a single data value on multiple data values.

6.9 Conclusion

Our formative study uncovered challenges that data analysts face when attempting to
opportunistically reuse code. To address this gap, we designed TWEAKIT, a prototype tool
to enable analysts to reify the effects of code on their data through live output previews and
comparisons. Our user study found that analysts valued TWEAKIT and felt that its affordances
empowered them to explore and understand unfamiliar code. Overall, analysts were enthusiastic
to use TWEAKIT to transmogrify code.

Chapter 6, in full, is a reprint of the material as it appears in the proceedings of the ACM
Conference on Human Factors in Computing Systems (CHI) as TweakIt: Supporting End-User
Programmers Who Transmogrify Code. Sam Lau, Sruti Srinivasa Ragavan, Ken Milne, Titus
Barik, Advait Sarkar. 2021. The dissertation author was the primary investigator and author of

this paper.

105



Chapter 7

Teaching Data Science by Visualizing Data
Table Transformations: Pandas Tutor for

Python, Tidy Data Tutor for R, and SQL
Tutor

Data science instructors often find it hard to explain to students how a piece of code
written in Python, R, or SQL executes in order to transform tabular data. They currently resort
to hand-drawing diagrams or making presentation slides to illustrate the semantics of operations
such as filtering, sorting, reshaping, pivoting, grouping, and joining. These diagrams are time-
consuming to create and do not synchronize with real code or data that students are learning
about. In this paper we show that a step-by-step visual representation of tabular data transforms
can help instructors to explain these operations. To do so, we created a table visualization
library that illustrates the row-, column-, and cell-wise relationships between an operation’s
input and output tables. On top of this library we built a trio of free web-based visualization tools
— Pandas Tutor for Python, Tidy Data Tutor for R tidyverse, and SQL Tutor — that automatically
run user code and produce diagrams of how Python/R/SQL transforms data tables step-by-step
from input to output. Since launching in Dec 2021, over 61,000 people from over 160 countries
have visited our website to try out these tools. For this project, I contributed the design and
implementation of Pandas Tutor, while my research collaborators built the Tidy Data and SQL

Tutors.
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dogs (dogs[dogs[ 'size' ]=='medium'].sort_values('type')

( ) .groupby('type').median())
a breed type size longevity (h )
0 Golden Retriever sporting medium 12.04 longevity
1 Beagle hound small 12.30 type
2 German Shepherd herding large 9.73 .
non-sporting 9.000

3 Bulldog non-sporting medium 6.29

5 X sporting 12.040
4 Boxer working medium 8.81
5 Great Dane working large 6.96 working 10.695
6 Boston Terrier non-sporting medium 10.92
7 Siberian Husky working medium 12.58
8 Pomeranian toy small 9.67
9 French Bulldog non-sporting medium 9.00

Figure 7.1. It can be hard for data science instructors to explain how code transforms data tables.
Here (a) the user loads a table of dogs data and then (b) runs a line of Python pandas code to
transform it into an aggregate output table. It is not clear how the output table (b) was derived
from the input (a).

7.1 Introduction

The past two decades have seen a sea change in the data ecosystem, and there is more
demand than ever for people who have the capabilities to transform and analyze data. As such,
there is a growing diversity of data-oriented roles in the workforce — such as data scientists,
engineers, analysts, and enthusiasts — as well as the number of people that identify with these
roles [60]. In many universities, enrollments in introductory data classes have also ballooned
due to interest from across disciplines [147]. For instance, at Columbia University, W4111
Introduction to Databases was the 6th largest class on campus in Fall 2021; at UC San Diego,
COGS108 Data Science in Practice is one of the largest in our department.

Alongside this demand, there is a growing ecosystem of tools centered around dataframe
programming APIs [209] in Python and R (e.g., pandas [63], tidyverse [64]), as well as the
longstanding SQL ecosystem. At their core, these different languages and APIs all share the
same underlying set of relational constructs (e.g., select, project, join, union, aggregation). Yet
as data science instructors, we repeatedly encounter two major challenges when teaching data

manipulation using one or combinations of these popular tools:
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1) Individual code statements can be hard to understand. Dataframe APIs encourage pro-
gramming idioms that perform multiple operations in a single dense statement [231]. For instance,
say that Alice is teaching an introductory course and writes this Python pandas statement to

analyze a dataset about dogs (Figure 7.1a):

dogs[dogs['size']=='medium'] .sort_values('type')

.groupby ('type') .median()

When she runs that code, it produces the output table in Figure 7.1b. Yet students may find it
hard to understand how the input table was transformed into the output, because the statement
actually performs four operations: filtering, sorting, grouping by a column, and aggregating
within-group medians. Note that Alice could tediously break up her code into four separate lines
and try to explain the intermediate outputs of each. But that still leaves the problem that grouping
and aggregation are individually hard to explain. This problem is not limited to Python. The

same concept might be presented in R using the tidyverse [64] API or as a SQL query:

dogs %>% filter(size == "medium") %>% # R tidyverse pipeline
arrange (type) %>% group_by(type) %>%

summarize(longevity = median(longevity))

SELECT median(longevity) FROM dogs WHERE size = 'medium'

ORDER BY size GROUP BY type # SQL query

We note that SQL introduces additional challenges: its syntax is the reverse (but not quite) of the
execution order, and an optimizer opaquely translates the SQL statement into a tree of physical
operations. Understanding the conceptual and physical evaluation of a SQL query is a notorious
stumbling block for many students.

Instructors like Alice must now resort to hand-drawing ad-hoc diagrams or making
presentation slides to illustrate how these statements work, which can be tedious and time-

consuming.
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2) It is hard to understand how data science tools differ. Data science courses introduce
multiple programming languages and tools (e.g., both pandas and SQL) as each is well-suited for
different use cases. Students may expect that a pandas and SQL statement should be semantically
equivalent, but be surprised that they are not. How can we allow them to see these subtle semantic

differences?

In this study we show that a language-independent step-by-step visual representation of
data transforms can address these pedagogical challenges. To do so, we created a JavaScript-
based table visualization library that illustrates the row-, column-, and cell-wise relationships
between an operation’s input and output tables. On top of this library we built a trio of freely-
available web tools — Pandas Tutor for Python [177], Tidy Data Tutor for R [172], and SQL
Tutor [254] — that automatically produce diagrams of how Python/R/SQL code transforms data
tables step-by-step from input to output.

As a concrete example, Figure 7.2 shows one of our tools, Pandas Tutor, running the code
from Figure 7.1. The user visits pandastutor.com and writes their Python code. Then Pandas
Tutor automatically produces a diagram for each of the four transformation steps: a) the filter
shows the correspondence between input rows that were retained by the filter predicate, and
draws a box around the attributes used in the predicate; b) sort renders arrows to map input rows
to their new positions in the output and draws a box around the sorting attribute; c) groupby
draws a box around the grouping attribute and color-encodes rows in each group; d) aggregation
shows how rows in each group map to individual output statistics.

Compared to Figure 7.1, the step-by-step diagram created by Pandas Tutor in Figure 7.2
makes it much easier for an instructor to explain to students what is going on behind the scenes
to transform the input table to the final output table. Our other two tools — Tidy Data Tutor for
R and SQL Tutor — work the same way. To our knowledge, these tools are the first to render
step-by-step diagrams of data table transformations that appear across multiple languages used

in teaching introductory data courses.
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pandastutor.com

c

17
18 dogs[dogs['size']=="medium'].sort_values('type').groupby('type').median()

@ pandastutor.com

[dogs[ 'size']=='medium']

a) breed type size | longevity breed type size | longevity
0  Golden Retriever sporting | medium 1204 — >0 Golden Retriever sporting | medium 12.04
1 Beagle hound small 12.30 A Bulldog i orr:i:n— medium 6.29
2 German Shepherd herding large 9.73 P 9

Hon- 4 Boxer working | medium 8.81
3 Bulldog sporting | Medium 6.29 Hon-
P 9 6 Boston Terrier sportin medium 10.92
4 Boxer working | medium 8.81 P 9
5 Great Dane working large 6.96 7 Siberian Husky working | medium 12.58
non- .
6 Boston Terrier non~ | edium 10.92 o French Bulldog sporting medium 9
sporting
7 Siberian Husky working | medium 12.58
8 Pomeranian toy small 9.67
9 French Bulldog non- 1 1 edium 9
sporting
.sort_values('type')

b) breed type size longevity breed type size longevity
0 Golden Retriever sporting | medium 12.04 3 Bulldog sporr:ionr;- medium 6.29
3 Bulldog s or?icl)wn- medium 6.29 non-

P 9 6 Boston Terrier sportin medium 10.92
4 Boxer working | medium 8.81 P 9
non- .
6 Boston Terrier non=l hedium 10.92 o French Bulldog sporting medium o
sporting
; Siberian Husky working | medium 1258 0 Golden Retriever sporting | medium 12.04
. 4 Boxer working | medium 8.81
b French Bulldog sporting medium 9 7 Siberian Husky working | medium 12.58
.groupby ('type')

C) breed type size longevity breed type size longevity

3 Bulldog non-l edium  6.29 3 Bulldog non edium  6.29
sporting sporting

6 Boston Terrier o~ edium 10.92 6 Boston Terrier noN= - edium 10.92
sporting sporting

9 French Bulldog non-l - edium 9 9 French Bulldog non= - edium 9
sporting sporting

0 Golden Retriever sporting | medium 12.04 0 Golden Retriever sporting medium 12.04

4 Boxer working | medium 8.81 4 Boxer working medium 8.81

7 Siberian Husky working | medium 12.58 7 Siberian Husky working medium 12.58

.median()

d) breed type size longevity longevity
3 Bulldog non-sporting medium 6.29 type
6 Boston Terrier non-sporting medium 10.92 % non-sporting 9
9 French Bulldog non-sporting medium 9 /" sporting 12.04
0 Golden Retriever sporting medium 12.04 working 10.70
4 Boxer working medium 8.81
7 Siberian Husky working medium 12.58

Figure 7.2. Pandas Tutor is a web application that automatically visualizes how Python pandas
code transforms data tables step-by-step. This screenshot shows the example from Figure 7.1:
a) filtering, b) sorting, ¢) grouping, d) aggregating. We also created analogous visualization tools
for R and SQL.
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7.2 System Design and Implementation

Pandas Tutor, Tidy Data Tutor, and SQL Tutor are web-based tools that take the user’s
code and data as inputs (data can be passed in via a .csv file), runs the code on that data, and
produces a set of before-and-after table transformation diagrams (see Figure 7.2).

Each tool has a language-specific backend that takes Python, R, or SQL code and adds
precise run-time provenance/lineage tracking to it. For instance, Pandas Tutor uses LibCST [145]
to rewrite and instrument calls to Python pandas filtering functions like Figure 7.2a to track
the column(s) being filtered on and the rows that were selected. This instrumentation approach
means that we must manually' add support for each function to track. While doing so may be
impractical for supporting, say, the entire pandas or tidyverse libraries with hundreds of API
functions, in practice we found that supporting around a dozen functions for each language was
sufficient for teaching basic concepts in data science courses.

SQL Tutor’s backend uses a Python-based educational DBMS called Databass [253] that
is instrumented to track record-level lineage on a per-operator basis based on techniques from
Smoke [211]. We run Databass in a web browser using Pyodide [57] to translate to WASM
(WebAssembly). It supports SPJA queries, including nested subqueries. In practice, any DBMS
that can export its query plan and per-operator lineage info can be used as SQL Tutor’s backend.

Each tool’s backend runs the user’s instrumented code and records the before and after
states of the table that is being transformed in each step along with tracked provenance about
affected rows/columns/cells. That is why a single line of code like Figure 7.2 can produce four
diagrams, since it contains four transformation steps in a pipeline (filtering, sorting, grouping,
aggregating). This information then gets sent to the web-based frontend, which uses our core

visualization library (see next sections) to display it on-screen.

"We did consider automatically inferring provenance at the Python/R interpreter level. But false positives may
produce inaccurate diagrams, which we did not want to risk.
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7.2.1 Design of Core Table Visualization Library

All of our tools use a common core table visualization library that we wrote in JavaScript.

Our main design principles were:

* Show input-output correspondences — Our library renders tables along with annotations
such as bounding boxes, color highlights, and arrows between rows, columns, and cells
(possibly across multiple tables). These annotations are critical for teaching how input
and output data correspond, as shown by Figure 7.2. To avoid visual overload, users can

mouse hover and click to selectively show/hide annotations.

* Screenshot-friendly — We wanted our visualizations to look polished enough so that users
can take high-quality screenshots that they can put in presentation slides or lecture notes.
We drew aesthetic inspiration from good hand-drawn diagrams that we saw online and
from studying how expert instructors created their slides. Unlike related work such as
Data Tweening [158] and Datamations [212] we choose not to use animations and instead

render only static diagrams.

* Compact — What happens when users pass in tables that are too large to fit on the screen?
In that case, our library uses heuristics to show the most relevant 12 rows by 8 columns —
prioritizing those that are being operated on, truncating long strings, and sampling a few
rows from each group (when grouping is used). Users can un-hide cells and long strings

by dragging on hidden portions to reveal more data as needed.

* Embeddable and shareable — A JavaScript library makes it easy to embed visualizations
on any webpage and to share as URLs. It also allowed us to embed Pandas Tutor into
Jupyter Notebooks for Python and Tidy Data Tutor into RStudio for R since those data

science IDEs are also built in JavaScript.
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7.2.2 Supported Data Transformation Operators

On top of this core visualization library we implemented a set of interactive diagrams to
teach common data transformations. In our experience, these have been sufficient to express the
range of operators taught in introductory data science and databases courses. For each of these
diagram types, we implemented API hooks into our Python/R/SQL backends so that when users
run code in those languages, our tools call the visualization library to render the appropriate

diagrams. Here are all of the supported diagram types:

Selecting and filtering: Our tools visualize how operators select individual rows/columns out
of a table and optionally filter based on boolean conditions. In Python pandas, this is done via
the bracket operator and other operators like.get (), .1loc[], and .iloc[]. In R tidyverse, it is
done via the select (), filter (), and mutate () functions; and in SQL via the SELECT and
WHERE clauses.

Figure 7.2a visualizes filtering rows based on a boolean condition (medium-sized dogs).
Here is a more complex example of a line of pandas code that selects columns from a dataframe
df filtered on the values of a specific row —df .loc[:, df.loc[’two’] <= 20]

This kind of idiomatic pandas code with brackets, colons, .1oc [], and boolean conditions
can be very hard for beginners to understand. Running it in Pandas Tutor clarifies what it does
by showing how the a and b columns are selected because their values in the row labeled two

(highlighted with a rectangle) are <= 20.

— N T

a b c d a b
one 1 2 3 4 one 1 2
two 10 20 30 40 two 10 20
three 100 200 300 400 three 100 200
four 1000 2000 3000 4000 four 1000 2000
five 10000 20000 30000 40000 five 10000 20000
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Sorting: Figure 7.2b shows how rows are sorted using the pandas sort_values() function.
Similar diagrams are rendered for sorting using arrange () in R tidyverse and ORDER BY in

SQL.

Grouping: Figure 7.2¢ shows the pandas . groupby () function creating three groups of rows,
each with a unique color. Similar diagrams are rendered for group_by () in R tidyverse and
GROUP BY in SQL. These diagrams use palettes from ColorBrewer [134] with 10 colors, which
is usually enough for the small examples used in teaching. A warning appears if the user’s code

creates more than 10 groups.

Group-wise operations: After grouping, operations can be applied to all rows within each
group. For instance, Figure 7.2 shows the pandas .median () function applied to numeric values
within each group. R tidyverse has functions such as summarize (), arrange (), and filter ()
that are group-aware and thus run within each group. And SQL has different SELECT parameters

to accompany GROUP BY.

Reshaping: An important precursor to data analysis is wrangling [149] (or tidying [248]) raw
datasets into a form that is amenable to analysis. This may involve reshaping tables to rearrange
the orientations of their rows or columns. In our experience, table reshaping operations can be
hard for students to understand because data suddenly moves around in non-intuitive ways.
Our tools use a combination of colors, highlights, and arrows to show how each reshaping
operation works. For instance, here the pandas .stack() function ‘rotates’ cells around the

kids label (called an ‘index’) and turns it from a column index to a row index:

longevity longevity price price longevity price
[ kids high low high low

size kids

medium | high 10.96 822.67
small high 12.30 288
ow 12.60 1057

size
medium 10.96 NaN 822.67 NaN
small 12.30 12.60 288 1057

small

Here is how the .pivot () function rotates a table from a ‘long’ to ‘wide’ format by

turning size from a row to a column index:
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.pivot(index="'kids', columns='size')

size kids | longevity price longevity longevity price  price
size medium small  medium small\
822.67

0 | medium || high 10.96

kids
1| small) high | e I high 1096 12.30 82267 288
2 small|| low 12.60 1057 o e 12.60 Nan 1057

R tidyverse does reshaping via pivot_longer (), pivot_wider ().

What is especially challenging about teaching reshaping operators is that they can turn
metadata in indices (e.g., row or column labels) into regular cell data and vice versa; also,
multiple nested layers of indices (called hierarchical indexing [62] in pandas) may get created or
destroyed in the process. Our tools visualize all of these intricate interactions between metadata

and table cell data.

Pivot tables: The pandas .pivot_table() function aggregates data into a pivot table, an
operation inspired by spreadsheets.

Here is how Pandas Tutor visualizes an example pivot table call where the kids row
index pivots into being a column index and the values in the longevity column aggregate into

a 2x2 cross-tab:
.pivot table(index='size', columns='kids', values='longevity')

size kidmkhjs high low]

0 | medium|| low 8 size

1 small || high 12 medium 12 8
2 small || high 13 small 12.50 Nan
3 | medium || high 14

4 | medium || high 10

Similar to reshapings, pivot tables can be hard to understand since passing in different

values can result in very different outputs.

Joining two tables: All the above operators transform a single table, but our tools also show

joins between two tables. In pandas this occurs via the . join() and .merge () functions, in
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R tidyverse via the inner_join(), left_join(), right_join(), and full_join() functions,
and in SQL via variants of the JOIN clause.

Here Pandas Tutor visualizes a call to .merge () to left-join two tables via the 1ikes and
breed columns. The two input tables appear side-by-side while the output table appears below
them. The columns to join on are surrounded with rectangles, and each row’s color matches the

row in the other table that it is being joined with:

.merge(dogs, left on='likes', right on='breed', how='left')

name likes breed price
0 Sam Samoyed 0 Beagle| 288

1 Sam | Dachshund Samoyed | 1162

-

2 Tina Beagle 2 | ColdenRetriever| 958

3 Tina | Dachshund 3 | ¥erkshireTerrier| 1057

4 Tina Boxer 4 Dachshund| 423
name likes breed | price

0 Sam Samoyed Samoyed | 1162
1 Sam | Dachshund || Dachshund | 423

2 Tina Beagle Beagle | 288
3 Tina | Dachshund | Dachshund | 423
4 Tina Boxer NaN | NaN

Since this is a left join, all rows in the left table make it to the output (bottom), but the
Golden Retriever and Yorkshire Terrier rows in the right table do not make it since they have no
matches in the left table. The user can tweak the code to change the columns to join on or to
switch to a right join, inner join, or full outer join; then the visualization will update to illustrate

the differences.

7.2.3 Visualizing SQL Query Plans

Python pandas and R tidyverse code statements execute in a linear sequence (i.e., a

pipeline), so the corresponding visualizations can also be linear (e.g., Figure 7.2). However, SQL
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Query Plan [erev | [next | HashJoin id: 1558

HashJoin ON r.sid,s.sid

SELECT s.sid, sum(s.age)
FROM sailors as s,

sid bid day sid name rating age
reserves as r = N O
WHERE s.sid = r.sid o 1/ 102 12 ——po0 | 1| Eugene 7 22
GROUP BY s.sid 11100 277/ 1|2 wis 2 3
HAVIN t(1 2
RFCatiy = 2| 10108 127 2| 3| Ken 8 2
a| 2[102 13 s < U
a| 2(103 14 -
Project Saan
Filter
sid bid day sid name rating age
GroupBy o 1 102 12 1 Eugene 7 22
. 1 1 101 12 1 Eugene 7 22
H_as,hJQm 2 1 103 12 1 Eugene 7822
' N 3 ¥20 1020 137 ¢ fuis 2 i3
Scan— ~Scan .
a 2 103 14 2 Luis 2 39

HashJoin
warning: duplicate column labels,

Figure 7.3. SQL Tutor visualizes a SQL statement’s query plan (left) and lets the user step
through its execution and interactively examine each operator’s input and output tables along
with their row, column, and cell-level dependencies (right).
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HashJoin id: 1861
HashJoin ON d2.x,data.b

>
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ore 1  — —#15 15(0|1 0 d 32 abc
5| 0| 1 04
— 16 16 (1|0 0 abc 34 c
SubQuerySource 19 19141 0 b 40 cde

Figure 7.4. SQL Tutor visualizing a many-to-many join when the user hovers over a record in
the right relation.

engines compile a single statement into a tree of physical operations, so this linear visualization
1s no longer sufficient. Thus, one challenge of learning SQL is that its declarative nature obscures
the correspondence between the order of clauses in its syntax and the operators in the actual
execution. In addition, the optimizer chooses from a large space of physical plans. To address
this challenge, SQL Tutor [254] visualizes the step-by-step execution of a physical query plan.

Figure 7.3 shows its user interface. In contrast to Pandas or R statements, which form a
linear sequence of operations, a physical query plan for a SQL statement forms a hierarchical
structure. Thus, SQL Tutor explicitly shows the query plan tree on the left. To zoom into each
step, users can click on an operator or step through via a depth-first tree traversal by clicking the
previous/next buttons.

The right side of Figure 7.3 lists the operator name, internal id, and the operator’s

configuration (e.g., HashJoin ON r.sid, s.sid). The diagrams are nearly identical to those
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for pandas and R since all tools use the same visualization library. For instance, this example
joins the sailors (left) and reserves (right) relations on sid. The user is hovering over the first
‘reserves’ record, which filters the visualization annotations to the sailors that join with this
record. The arrows show the sailor rows that join with Eugene, and use the same colors as their
corresponding output records in the bottom table. Vertical bounding boxes denote the join keys
in both relations.

For many-to-many joins, all matching records on both sides are highlighted. For instance,
Figure 7.4 shows that the user has highlighted the first record on the right relation; the tool then
colors all join candidates in the left relation and draw arrows from those candidates to their

additional matches in the right relation.

7.3 Deployment and Preliminary Impact

We deployed pandastutor.com and tidydatatutor. com publicly in December 2021
and spread the word to fellow instructors via our professional and social networks. As a
preliminary indicator of impact, Google Analytics shows that around 45,000 unique users visited
pandastutor.com and 16,000 visited tidydatatutor.com between Dec 2021 and the end of
Apr 2023 (17 months). These visitors came from over 160 countries spanning most of the world
(see Figure 7.5). SQL Tutor is also available on the web [254], but we have not publicized it as
widely since it is still under development.

Although these website visitor numbers from around the world are personally exciting to
us, we acknowledge that they are not a substitute for conducting a formal evaluation to study
what instructors do with these tools and whether it helps their students to learn better. As some
early steps here, we collected the following anecdotes from our personal experiences teaching
with these tools:

I (Sam Lau) used Pandas Tutor extensively while teaching DSC 10: Principles of Data

Science at UC San Diego during Summer 2022. I observed that integrating Pandas Tutor
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COUNTRY USERS

United States 20K
China 3.6K
Russia 3.5K
United Kingdom 3.4K
India 3.3K
Germany 2.8K
Spain 2K

Figure 7.5. Google Analytics data showing the approximate number of people per country who
visited the Pandas Tutor and Tidy Data Tutor websites from Dec 2021 to April 2023.

within Jupyter Notebooks was essential for student adoption since the course materials were
all presented within Jupyter. I made custom stylistic adjustments such as font sizes and color
contrast to make the visualizations more legible when presenting on a projector or via remote
screen-share. Student feedback was positive, and I observed students using the tool during class
to visualize more complex functions like groupby and merge. Other instructors of DSC 10 and
also DSC 80: Practice and Application of Data Science at UC San Diego are now starting to use
Pandas Tutor in class.

One limitation I encountered was the fact that Pandas Tutor cannot handle datasets larger
than a few megabytes. While this is not a problem for demonstrating small in-class examples,
homework assignments often involve larger datasets (e.g., tens to hundreds of MB) so students
could not use Pandas Tutor to debug their homework code. Optimizing performance on larger
datasets is one avenue for future work. (Tidy Data Tutor has the same limitation.)

More broadly, the Pandas Tutor and Tidy Data Tutor websites include a sign-up form to
join a private instructor mailing list to receive updates on tool development. So far, over 90 data
science instructors have joined the list and some wrote a note on their form about their interest in

trying these tools in their classes. We hope to follow up with them to see whether they have used
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it.

Eugene Wu, a research collaborator who designed SQL Tutor, released an early version
of the tool in his section of Columbia University’s Introduction to Databases course in Fall 2022.
Students in the course used it to visualize over 300 queries, with spikes that coincided with
exams. One limitation of the current implementation is its reliance on a custom and incomplete
SQL parser. Our plan is to replace this with an instrumented version of DuckDB [214] that
captures the lineage needed to visualize the query execution. DuckDB is increasingly used in
industry and data courses due to its easy-to-install nature, ability to run in the browser thanks to
WASM compilation, and fairly complete feature set. Once we make this transition, SQL Tutor

will be released and disseminated more widely.

7.4 Conclusion

Data science instructors find it challenging to explain to beginners how exactly Python,
R, and SQL code transforms tabular data. To help overcome this challenge, we created a set
of freely-available web-based tools that visualize data table transformations step-by-step in
three popular languages: Pandas Tutor for Python [177], Tidy Data Tutor for R [172], and SQL
Tutor [254]. We are now working on integrating these tools more deeply into data science
courses.

Chapter 7, in full, is a reprint of the material as it appears in the proceedings of the
International Workshop on Data Systems Education (DataEd) as Teaching Data Science by
Visualizing Data Table Transformations: Pandas Tutor for Python, Tidy Data Tutor for R, and
SQL Tutor. Sam Lau, Sean Kross, Eugene Wu, Philip J. Guo 2023. The dissertation author was

a primary investigator and author of this paper.
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Chapter 8

Conclusion

This concluding chapter serves as a synthesis of the entire dissertation, starting by
reflecting on the work presented in light of my thesis statement. Then, it presents a research

agenda and vision for the future.

8.1 Summary of Findings

My thesis is that instructor-centered approaches enable the design of tools that directly
support teaching at scale. To this end, the first portion of this dissertation begins by understanding
instructors’ goals and desires as they perform their teaching work, and by understanding the
strengths and weaknesses of the tools they use to execute on their goals. One recurring challenge
that emerged from this needfinding is that instructors often wish to present visual representations
of code, yet must currently create these diagrams manually. To address this need, the second
portion of this dissertation presents software tools that apply program analysis and visualization
techniques to automatically create interactive, visual representations of programs as they execute.

In particular, this thesis makes two claims:

C1. Instructor-centered approaches can reveal previously unmet needs of instructors as they

collaborate with their software tools.

C2. Using instructor needs as design goals enables tools that directly support teaching.
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Next, I present the evidence from this dissertation that supports each of these claims.
Claim 1: Instructor-centered approaches can reveal previously unmet needs of instructors as
they collaborate with their software tools.

The studies in this dissertation provide examples of instructor-centered approaches
that subsequently highlight previously unmet needs. Chapter 3 highlights four challenges
that instructors face when updating large technical courses: intricate dependencies, variants
of materials, ad-hoc software infrastructure, and difficulty reusing third-party software. For
example, one course’s infrastructure grew from a single file of LaTeX macros to a sprawling
collection of scripts that stitched together multiple programming languages (LaTeX, Python, and
bash) and software tools. As a whole, this study finds that instructors not only face challenges in
creating teaching plans but also in executing on their plans.

Instructors have the option to reuse existing course materials rather than make large-
scale updates, which would result in less workload. However, our studies show that instructors
rarely choose to do this. Chapter 4 provides one explanation: instructors often teach courses in
collaboration with other instructors with different backgrounds and perspectives. Data science
courses are particularly interdisciplinary, which motivates instructors to discuss and iterate on
course materials in order to improve the quality of teaching. The insight of Chapter 4 is that
instructors consistently seek to update their course materials, despite the work required to do so.
This finding presents a design opportunity: if tools could better support instructors by minimizing
the logistical burdens presented in Chapter 3, instructors could more easily iterate and improve
their course materials.

To better understand the tools that instructors use, Chapter 5 surveys computational
notebooks, a set of tools that have become particularly prominent in teaching programming and
data science in recent years — when I started my PhD in 2018, notebook systems were generally
considered a novelty. At the time of this writing five years later, notebook systems have become
a standard tool for doing and teaching data science, machine learning, and programming. This

study defines computational notebooks for the first time in the research literature, and presents a
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design space to characterize 60 different notebook systems. In the context of instruction, this
survey highlights design opportunities for notebook systems that can be better suited for teaching,
for example by enforcing execution order, allowing for collaboration, and by supporting multiple
presentation modalities (e.g. as a script, or as a slideshow).

Claim 2: Using instructor needs as design goals enables tools that directly support teaching.

Chapter 6 contributes the design and implementation of TWEAKIT, a tool that supports
end-user programmers as they reuse code examples. In the context of teaching, learners are
presented with many code examples across their course materials and need to understand and
modify these examples for their work. One inspiration for TWEAKIT was observing that
instructors often help students understand complicated code snippets by showing students the
outputs of small pieces of these snippets at a time. However, instructors of large technical
courses lack the ability to help every individual learner understand their code examples. From
this perspective, the live previews that TWEAKIT provides its users can be seen as replicating
part of what an expert instructor would seek to do while explaining code to a learner. TWEAKIT
was shown to encourage exploration and increase confidence for Python novices, making it
promising for classroom use.

Chapter 7 contributes Pandas Tutor, a tool that automatically draws diagrams to explain
pandas code commonly used in data science courses. The tool was directly inspired by observing
that instructors spend significant amounts of time creating and editing diagrams for their learning
materials. However, the diagramming tools require instructors to create diagrams by hand since
the tools lack the ability to link diagrams with code or data. Pandas Tutor enables instructors to
rapidly create diagrams directly from their code snippets without any manual drawing, which
supports teaching by enabling instructors to spend more time finding good examples to show in

class rather than editing pixels in a diagramming tool.
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8.2 Future Research Plans

By continuing to pursue my research interests, I can not only advance state-of-the-art
tools for program visualization but also directly help students. The continued use of Pandas Tutor
provides evidence that people find the tool provides usable and useful program visualizations.
Future in-lab and in-classroom evaluations of Pandas Tutor could make these statements more
precise — for example, do instructors who use Pandas Tutor experiment or present more example
diagrams for teaching? Does Pandas Tutor help learners debug code more quickly and effectively?
Answering these questions can not only improve the design of Pandas Tutor to make it more
useful for instructors but also provide broad recommendations for using program visualization
tools in teaching programming and data science.

Animated and interactive content hold promise for instruction not only because of
potential benefits for learning [73, 79] but also because displaying high-resolution content with
real-time interactivity is now feasible from an engineering standpoint. However, instructors
rarely create animated or interactive content for teaching because their software tools present
usability challenges even for professional programmers. Program visualization techniques, like
the ones implemented in Pandas Tutor, provide a possible path forward. If static diagrams can
be generated directly from code that instructors already write, it might also be feasible to layer
interactions and animations on top of diagrams by leveraging usable programming techniques
like programming-by-demonstration [92].

At a high level, tools like Pandas Tutor are capable of generating a subset of visualiza-
tions from a larger design space of all possible program visualizations. What are the primary
dimensions of this design space? And is it possible to distill these dimensions into a succinct
grammar of program visualizations? I see an analogy to the field of data visualization, where
a grammar of data visualizations [251] enables software tools that provide more usable ways
to design and implement interactive visualizations [224]. If such a grammar also existed for

program visualizations, we could perform experiments to produce general guidelines for any
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program visualization, not just the ones that Pandas Tutor is currently capable of producing.
Having a grammar of program visualizations would enable the research community to work

towards a science of program visualizations.

8.3 Concluding Remarks

I envision a future where instructors can fluently create, revise, and present their course
materials in collaboration with their software tools. The work of this dissertation provides a path
towards this goal, through instructor-centered needfinding studies that uncover instructor needs
and novel tool designs that address these needs. I believe we are in the early stages of applying
instructor-centered design towards the challenges of teaching programming and data science
courses. I also believe that solving these challenges will provide great benefits for instructors,
by enabling instructors to spend more time on pedagogy rather than course logistics and by
providing instructors new ways of presenting ideas visually. By continuing the work that this

dissertation starts, I seek to make this vision a reality for instructors and learners everywhere.
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