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CAN IJ)' BE FORMLLLY P'EPRESENTED?
D.S. Brdée

Any attempt to arrive at a formal scilantics
for natural language must at least provide a
mapping of the function words into the chosen
formal representation. One of the function words
that has given considerable problens to logi-
cians is 7f. Even tcday there is a debate con-
cerning vhether or not 1f is equivalcnt to
material implication, D , in the propozitional
logic; see for instance the journal Analysis.
It has long been recognised that equating Tf
with D lcads to difficulties. 1 will look at
two proposals to cope with this within the
confines of traditional propositional logic:
one is an older logician's approach, Reichen-
bach's (1947) conncclive intcerpretation; the
other is a recent proposal for a 'natural'
logic put forward by the psychologislt Braine
(1978) . As neither is satisfactory 1 will next
look at two approcaches involving modal. logic:
the well known 'strict implication' of Lewis
and Langford (1932) and an improvement due to
Stalnaker (1968), both of which are also
unsatisfactory. 1his will bring me to a consi-
deraticn of the 'possible worlds' logic vhich
appears to be particularly suitable for condi-
tional propositions. Regrettably, it once
again turns out that a secona proposal Ly
Stalnaker (1975), namely that zf p,q may
reasonably be inferrcd from | or q and vice-
versa, is not proven., At this point one iy
tempted to abandon the attempt to capture the
natural use of Zf in a formalism and to agree
with CGrice's highly convincing notion that the
difference between 7f and matecrial implication
can be accounted for by certain conversational
implicatures to which all discourse is bound.
However, T find that a rather siuple
interprctation of 7 in the first order
predicate calculus, suvpplemented with a
conventlion to differcntiate ascerted from pre-
supposed propositions, appears to meet ail the
standard objections. '

The well known prollems that arise by
equating 7f p,q with p D q are:

a. Affirvmation throujh denial of the antceden
is pcermissable for D, i.e.
p-p>q, but not for 7f, e.qg.
A: If God exist«s we are firce tn do vhat we
vant.
B: How do you come to tha! conclusion?
A: Ly knowing ihat Goo docrn't cxiat.
b. Affrvealion Lheoe v crreriion of the
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rioting in i sleoeis,

How do you know?
Because there arce always strect riots
here at this time of year.

> w

c. Denying material implication permits only

one true state, i.e.

~(p>q) »p &g, but denying a conditional

may be something else, e.g.

A: It's not so that if God exists we are
free to do what we want.

B: Are you claiming that God exists and we
aren't free to do what we want?

Similar problems arise when or is equated with
Vv, a situation which led Reichenbach (1947) to
propose that a 'connective' interpretation be
given to Vv in ovder to make it equivalent to
or. This interprctation requires that all
possibilitics must remain opcen. Applying this
idca to D would require that it must not be
possible to do away with ony of the three
residual statements for the truth of pogq, i.e.
(p&q) , (P&q) and (Pp&q), in order for O to be
equated with Zf. Now both derying thc antece-
dent, p, and asserting the consequent, ¢, rule
out two of these three and so no 7 stutement
may be used. Moreover, denying an tf p,q may
be denying that all threce residual statements
are open. So Reichenbach's proposal copes with
the thrce well known problems. However, it is
open to criticism as it fajls to distinguish
the relative importance of the three residual
statements for an 7f statement:

d. Homogeneity: ps&q - p>q but not if p,q as
secn in an example of Conditional Perfection
(Geis & zZwicky, 1971)

A: If you mow the lawn, I'll give you 5
dollars.

B: (Returning after a minute) May I have
the 5 dollars now?

A: But you can't have mowed the lawn al-
ready!

B: I haven't, but you said therc wac a
possibility of my getting the 5 dollars
anyway (17 and q) .

It is not only logicians who have tried to
adapt propositional logic so that D can be
equated with Zf, psychologists also are
interested. For example let us consider a
recent attenpt by Braine (1978) to set up a
'natural' logic based on 1€ 'natural scheomata'
which he claims are available for reasoning.
These include forx example modus ponens bul not
modus tollens, wvhich is thaus not available as

ot A , ~
F 1] . P

X Uive g nt bt only
follow: from several steps. Rraine eguates 2f
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with /, which is equivalent to an inference in
his system. But it can be shown that / suffers
from all three of the traditional problems of
D, see Figure 1. Note in particular the ease
with which the truth of the conscquent q, can
be used to derive p/q. I believe that we should
roncInde fram hath the _'Inri cianat AanAd 1'\§yl'hn) o=
gists' attempls to adapl propositional logic so
that Zf can be equated with D that this is
not the way to go.

Figqura |
Frvele that Braine e seitem of Natural Loy cuffers from tha i Glowil proklems
AM'itiation from p Alfirmatinn frum q x-uT.x to pn.-i
SE| frem |ty Jgives JE Jfrom brqluun ted l'r;;u 'Iw yives -
R P < = [ PO L —
M NiL| R Bl NIG (g c NI16[P (p/q)
A2 NS ipeq) »2: N N ?|q
LY RI% PIF (pa) L3P P (paq) /q c2 niclq

<) |2 ® 6lp/y

ce |15 | N 1| (p/Q)ar(p/q)
P NIG|P LLH NI€|q <5 |24 2/ ({p/q)aF ./
3 N Fpeq) e 4 | m18|p/q c6 |t | w g
S RN TR LY ®G6: 4,5 / (/)
h? |6 N B|g c? NIG|p
| 4,,7] (paF (paq) )/ c8 |7 A /g

9 N 1] (p/q) &F(p/q)
AlO NIC|Fipaq) cio|7,9 B/ ((p/q)ar (p/
9,10 [ni8(p/q citfro | n7p
A2 e, et Fipag}/ (p/g)

(SRR TR NN Y (]
(RN B P PTR PRy ez 1 (p/9)/ (pAq)

K1 to N20 aro Braine’s natural schemas, most of which are cbviocua: N16 §s 'Asauming'.

Attempts to equate 7f with a modal operator
have also met with difficulties. For instance
the well known proposal that Zf might be
equivalent to strict implication put forward
by Lewis and Langford (1932) partially over-
comes all four of the problems of material
implication. Strict imwplication is defined as
asserting the impossibility of paq, i.e. 0 (p¢
Strict implication is thus a stronger concept
than material implication; the latter can be
deduced from the former, ilowever, it still
suffers from strongexr versions of the two
problems of affirmation as ~0p-4~°(pﬁ) and

oq » 9G- "®(pq) but it is not so that from
either the impossibility of the antecedent or
from the necessitly of the conscquent that a
conditional 7f statement may be deduced, as
can be seen by appropriately modifying the
examples given for the affirmation problems
above. At one point Stalnakcr (1968) attemptoc
to improve on the Lewis and Langford proposal
by cquating 7f p,aq vith p>7; his corier, >,
cntailed malcrial dimprication and is cutailed
by strict implication, i.e. p>¢-=p>q and
~0(pq)» 0 (p>q)»p>q. Unfortunately this
leaves it open to the same criticism as strict
implication, for instance the impossibility of
the antecedent is sufficient for the corner,
i.e. 0p> 0o (p D q) - p>q. Modal logic has not
offered us a formal representation of ij} al-
though it has come closer than simple
propositional logic.

174

It is then with high expectations that we
turn to the logic of 'possible worlds' which
seems designed to cope with conditionals. In
brief this postulates a universe of possible
worlds arranged in an ordered series of sets
such that each set contains all the worlds of
the previous set and some more worlds besides.
The initial set contains one world, which is
usually interpreted as our world as it is.
Worlds added in going from one set, K, to the

‘next set, K+1, are further removed from our

world than all worlds in set K. These scts are
the contexts in which sentences are intcrpreted.
For a conditional scntence the appropriate
context is the first set which contains a world
in which the proposition underlying the
antecedent is true. A nice consequence of this
is that 7f is no longer a transitive relation
as can be seen by examining Figure 2. Even 'if
B goes to the party, A will go' and 'if C goes,
B will go' it does not follow that 'if C goes,
A will go'; A may well want to go to meet B but
not in the unlikely circumstances of C's going
as well.

Figure 2

Possible worlds representation of ti, p, q 1s not transitive

B going

‘s Laing'

& Dol

i e
gning Lo the party, A's goind'

s

Suppoce: 'Tf B's goina Lo “he perty, A
g oy ’ L B i .
«

But not: 'If C'
Figure 3

A formal version of Stalnaker's proof
To Proove: 'P or Q therefore i¢f P, Q' is a reasonable infereace

Proof: Suppose 'P or ¢' is appropriate in K.

§2: Suppose 'P or Q' is accepted in K.

s3: So PRQ is appropriate in K,

S4: So P is appropriate in K.

€53 If X is aopropriote and Y is accepted in K, 'tf X, Y'

is accepted in K.

56 So '"y P, then i “» Q'is accepted in K,
§7: So 'iLJ ¥, then Q' is accepted in K.
s8: So 'P or Q therefcre if P, Q' is a reascnable infcrence.



It is within this formalism that Stalnaker
(1975) set out to show that, although if p,q
may not be truth functionally cquivalent to p
or q the onc is a recasonable inference from the
other and vice-versa. A reasonable infercnce
occurs when for all contexts, K, in which the
premise is appropriate and acceptable the
conclusion is also. A proposition, P, is
appropriate in K if there exists at least one
world in K in which P holds; P is acceptable if
it holds in all worlds in K. A formal version of
Stalnaker's proof that '~P or Q thcrefore if
P,0"' is a reasonable inference is reproduced in
Figure 3. Unfortunately it is flawed as it
assumes what it is setting out to prove, namely
that 7f P,Q is equivalent to P2Q in step 5. The
result is not surprising as even the 'impossible
worlds' formalism of ©f accepts any appropriate
conditional in which the consequent is
necessarily true, the second of the traditional
problems of affirmation.

Those of you who never believed in the logical
basis of natural lanqguage will by now be
thinking 'I told you o' and those convinced in
the formal programm will be busy finding a ncw
formalism. Perhaps we should follow a middle
road, for example the path marked out by Grice
(1967) in his William James lectures. He virtual-
ly divided the problem into two parts: retain
a simple formal represcniation for natural
language connectives, including ¢f, and account
for deviations betlween the formalism and the
normal usage by postulating a set of Indirect
Conditions, TC. Then 7f = D 4 IC. The IC's arc
the coneadlchle part of the meaning of 77, e.q.
part of the 1C is that the speaker doesn't know
the truth values of either the antecedent nor
the consequent but these are canccllable as in

I know where Smith is and what he is

doing; all I'll say is that if he's in

London he's attending the meeting.
Although they are cancellable they are not
detachable, 1.e. 1t 1sn't possible to fina
another formulation which is equivalent to
1f-1C, e.g. both

Either Smith isn't in London or he's

attending the mecting.

It isn't the casc that Smith's in London

and not attending the meeting.
contain the same IC. Such IC's Grice called
Conversational Implicatures, CI's, which hold
for conversation in gencral not only for f.
His first Cl is the maxim of quantity: a
speaker does not say less than he knows. Thus
a speaker will not usc 7f p,q when he ynows D
‘or q for certain, which avoids the two
affirmation problems. Nis thirxd CI is more
specific: ¢f p,q has an implicature 'supposing
p, then g'. This CI is alro present with p or q.
It enables the problems of denial and homo-
geneity to be avoided. However, it doesn't have
the generality that one would like fyom a CI.
Would it be too uncharitable to say that it
ducks the issue?

With a certain trepidation I would like to
propose a formalism for ©f p,q in the first
order predicate calculus

Fl: Vu(P(w) 20Q(w)) & [3(x,y) (P(x)&~0(y))]
in which the proposition P is the proposition
derived from p in the context K, and P(w) is
true if P is the case in world w. The universal,
V, and existential, 3, operators operate over
all worlds in the context set K, following the
'possible worlds' formalism. The necessity for
differentiating p and P is not only that the
proposition underlying a sentence depends on the
context in which that sentence is interpreted,
but also because the protasis and apodosis of
a conditional are not nccescarily equivalent to
sentences, they somectimes cannot stand alone,
e.qg.

If anyone has a malignant cancer of the

backbone, they'll be dead within 6 months.

If Alexander was afraid, I didn't notice

it.
As Ryle (1950) pointed out Zf sentenccs contain
statement indents, not statements. They can be
used for making inferences, but are not in
themselves inferences.

This formalism avoic: the three traditional
prublens ol cgtc iy ¢ with D. Lat W be our
vorld. Then ncither ~P(W) nor Q(W) is sufficicnt
to affirm 7f p,q unless W is the only world in
K. Nor can it be confirmed by P nor by q as
these two extremes are ruled out by the 'pre-
supposition' of 7f, given in Fl between square
brackets. The problem of denial is also avoided,
as denying 7f denies the assertion Yw(P(w)2Q(w))
which is equivalent to Jw(P(w) & ~Q(w)), but the
world that satisfies this denial is not
necessarily our world. However, this formalism
fails to avoid the homogeneity problem: there
is no difference between a world for which PQ
is truc and one for which §Q is true. This
problem can be avoided if we are prcpared to
use strict implication rather than material
implication. We then define ©Zf p,q to be
represented by

F2: Vw(P(w)=2Q(w)) & [I(x,y) (P(x) & ~Q(y))]

in which the same conventions hold as above,
and - is strict implication. Specifically strict
implication has a known truth value only when
the antecedent is true. Thys P-Q is true for
PO and false for PJ, which avoids the homo-
gcneity problem. It remains to be seen if there
are other problems which this formalism is not
capable of handling.

At first glance this formulation for Zf
seems to cope with problems that arise for
'other' interprctations of 7f than the standard.
Most notorious of these is the counterfactual
in which the premise is claimed to be false of
the actual world, but from a falsc proposition
anything follows! As Lewis (1973) has chown the
'possible worlds' approach,which I have here
adapted, can cope with counterfactuals. There
is no claim in F2 that P(W) is false (or true),
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1f Paul had stuck to his plan, he’'d
(still) have been famous.
(Examples are adapted from the Brown corpus of
American English, Kulera and Francis, 1967).
F2 also copes with factuals in which both P (W)
and Q(W) hold, e.g.
If Wilhelm Reich js the Moses who has led
them out of the Egypt of sexual slavery,
Dylan Thomas is the poct who offers them
the Dionysian dealecctic of justification
for their indulgence in liqguor.
As P(W) 1is true Q(W) must hold. But contrary to
the pocsible worlds formulation, the context,
K, must not be confined to W as then ~3w(~Q(w)).
Nor is there any problem with Austin's (1961)
stipulative use of [, e.q.
Teve aroe core hiseuits on the table, if
you wanit sowms.
ac again the truth status of Q(W) is not
necessarily open but may be true. And 1 think
it will handle cases of doubtful presupposition
as in
It made him conspicuous to the enemy, if
it was the enemy.
Here the interpretation of q is problematic
unless I ds teuwe, but sinee 2 woog strict
implication this does not matter.

I do not claim that the use of F2 for ¢f can
decide which of these 'interpretations' is
actually the case. Rather that decisicn
should not rest upon Zf, but must be made
using other aspects of the sentence, e.g. what
the listener knows that the spealker knows. This
is particularly the case for the usc of 7f
within the scope of performative verb, e.g.

He promised vengence on V.L. if ever the
chance came his way.
What I do say is that F2 permits these different
.interpretations, with the exception of the
performative.
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