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ABSTRACT OF THE DISSERTATION 

Integrating multi-omics data to decipher the cross talk between human tissues in obesity-

related disorders 

by 

Zong Miao 

Doctor of Philosophy in Bioinformatics 

University of California, Los Angeles, 2020 

Professor Päivi Pajukanta, Chair 

 

 Obesity and obesity-related diseases have become an increasing burden to the health 

systems worldwide. Since the obesity-related diseases, such as type 2 diabetes (T2D), non-

alcoholic fatty liver disease (NAFLD), and cardiovascular disease, share many risk factors and 

affect multiple human tissues, the complexity of these diseases has prevented disentangling the 

underlying causal effects. To investigate the cross talk between various tissues and obesity-

related complex diseases, we comprehensively analyzed single nucleus RNA sequence (sn-RNA-

seq) data, bulk RNA-seq data in multiple tissue types, as well as genotype data in several 

independent cohorts. First, in Chapter III we utilized the adipose sn-RNA-seq data as a reference 

to estimate the cell-type composition in human subcutaneous adipose tissue. Using body mass 

index (BMI), adipose mitochondrial (MT) gene expression, and the estimated cell-type 

proportions as predictors, we explained ~40% of variance in systemic insulin resistance and 

accurately estimated insulin resistance in human cohorts with adipose RNA-seq data. Our 

analysis discovered the important role of adipose transcriptional activity and MT activity in the 
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development of systemic insulin resistance. Moreover, in Chapter IV we developed another 

prediction model that utilized BMI, waist circumference, age, sex, and serum lipid, liver enzyme, 

and glucose levels to accurately predict non-alcoholic fatty liver (NAFLD) in the UK Biobank 

(UKB) cohort. The novel NAFLD score (NAFLDS) model achieved a high accuracy (AUC = 0.9) 

and outperformed the existing fatty liver index (FLI) in predicting the NAFLD status in UKB. 

Using NAFLDS as the surrogate of the NAFLD status, we utilized cis expression quantitative 

trait loci (cis-eQTLs) in liver and coronary arteries to refine the instrumental variables (IV) for 

our Mendelian randomization (MR) analyses and demonstrated a one-way causal effect of 

NAFLD on CAD (beta = 0.024, p-value = 9.4e-6).  

While analyzing the RNA-seq cohorts, we found that allele-specific expression (ASE) 

analysis is a powerful tool that improves the accuracy and power in identifying cis gene 

regulation in RNA-seq cohorts. However, the reference alignment bias remains a major obstacle 

in ASE analysis. The existing methods are either inaccurate or relatively slow, which makes it 

impractical to accurately estimate ASE events in larger cohorts. To address this issue, we 

developed ASElux that uses personal genotype data as the reference to fast and accurately align 

the ASE reads to both alleles. By applying ASElux into the GTEx lung samples, we showed that 

ASElux is at least ~5X faster than any existing method, while achieving a top accuracy.  

In summary, we developed a novel method ASElux to resolve the reference alignment bias in 

the ASE analysis. Furthermore, we comprehensively combined multi-omics data from adipose, 

liver, and coronary artery tissues and established two causal effects regarding the obesity related 

diseases (obesity -> insulin resistance/pre-diabetes and NAFLD -> CAD).  
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This thesis focuses on integrating multi-omics data from different human tissue types to 

investigate the cross talk between cardiometabolic tissues in the obesity-related complex diseases. 

During the past decades, the prevalence of obesity has constantly increased. Obesity has become 

a serious health problem and an increasing burden to the healthcare systems worldwide1,2,3,4. On 

average, the obese individuals’ medical cost is 30% higher than the normal weight individuals’ 

medical cost2. Moreover, the childhood obesity rates are also increasing fast globally5. Obese 

individuals have an increased risk of T2D, stroke, NAFLD, cardiovascular disease, hypertension, 

and several cancers2,6,7,8. Moreover, obesity is not just associated with these complex diseases 

because a high BMI has been shown to be a causal risk factor for T2D, NAFLD, and CAD in the 

previous studies9,10,11. Thus, obesity has become a greater health problem than smoking and 

drinking, and it is linked to multiple severe chronic medical conditions and a reduced quality of 

life2. 

With the rapid development of RNA-sequencing technology, the key tissues for obesity-

related diseases, such as liver and adipose, have been sequenced to investigate their 

transcriptomes. For example, the GTEx V8 has collected 17,382 RNA-seq samples from 49 

different tissue types12,13. Among these samples, 581 subcutaneous adipose samples and 208 

liver samples were sequenced. Tissue-enriched expression quantitative traits loci (eQTLs) can 

provide a systematic understanding of how DNA variants affect gene expression in diverse sets 

of human tissues13. Moreover, some RNA-seq cohorts that are specifically designed for 

investigating obesity-related diseases not only collect RNA-seq samples from the relevant tissues, 

but also collect refined cardiometabolic phenotypes to decipher how the key tissues affect 

cardiometabolic diseases. The METabolic Syndrome In Men (METSIM) study contains ~10k 

middle aged Finnish men to investigate the risk factors (genetic and non-genetic) associated with 
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T2D and cardiovascular disease14. Combining the comprehensive cardiometabolic phenotype 

data, such as fasting serum glucose, Matsuda index, and serum lipid levels with RNA-seq and 

genetic data provides a great opportunity to disentangle these complex diseases and pin point the 

main risk factors associated with cardiometabolic disorders.  

While analyzing RNA-seq data, a cis-eQTL analysis is a common method to identify causal 

variants that regulate local gene expression. However the power of cis-eQTL analysis is often 

constrained by the relatively small sample sizes. One way to improve the power in cis-eQTL 

analysis is to utilize the personal genetic data and identify the allele-specific gene expression 

(ASE)15. Since ASE detects imbalanced expression and may indicate a cis-regulation of the 

target gene, combining ASE and cis-eQTL data can improve the power and accuracy in detecting 

cis-regulation of the target genes16,17,18,19,20. However, the preference to align reads to the 

reference allele (i.e. reference bias) introduces a bias in ASE analysis in identifying the ASE 

sites. Several tools have been developed to address this problem. For example, GSNAP builds an 

allele-aware reference to align reads equally to two alleles21. In 2015, Geijn et al. reported a new 

tool called WASP to exclude the potential biased reads using a simulation-based method15. 

However, GSNAP and WASP are both computationally intensive and require a relatively long 

time to process the data. The extra long processing time is prohibitive for large cohorts, such as 

GTEx and METSIM. Thus, the lack of an ideal tool to detect ASE in large cohorts remains an 

obstacle for the use of ASE in cis-eQTL analysis. In Chapter II, we developed a novel tool, 

ASElux, that uses personal genetic variants as the reference to fast and accurately align the reads 

to both alleles. Using ASElux to count the allelic reads in RNA-seq data is at least 4X faster than 

with any of the existing methods while keeping the top accuracy, which makes it an ideal tool to 

investigate ASE in large RNA-seq cohorts. 
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T2D is a complex disease that can be diagnosed by high fasting glucose levels or the A1C 

test22. Among the different subtypes of diabetes, T2D is the most common one, and it is 

postulated to be caused by the loss of insulin secretion on the background of insulin resistance22. 

During the development of T2D, insulin secretion initially increases to compensate the insulin 

resistance and the disease occurs when β cell compensation fails23. Duret et al. have also shown 

that insulin resistance is a consistent feature of T2D risk in early onset populations, while insulin 

secretion is not as prevalent as insulin resistance24. This suggests the essential role of insulin 

resistance in the development of prediabetes and early stage of T2D. Randle et al. reported the 

“glucose fatty acid circle” that shows a substrate competition between fat and glucose 

oxidation25. This central concept that explains the development of insulin resistance has been 

verified in several previous studies26,27,28,29. Although muscle is a key tissue that is shown to be 

associated with insulin resistance30,31,32,33, the adipose tissue mass has also been suggested to be 

significantly associated with insulin resistance34. Since the key functions of adipose tissue, i.e. 

lipogenesis (storing fat) and lipolysis (mobilizing the stored fat), make it one of the most 

important tissues contributing to obesity, it is important to thoroughly investigate the association 

between adipose tissue and insulin resistance. In Chapter III, we first utilized the UK Biobank 

(UKB) and METSIM cohort to explore the causal relationship between obesity and insulin 

resistance/prediabetes. Then we employed single nuclei RNA-seq data to decompose cell-type 

proportions of the subcutaneous adipose tissue in several bulk RNA-seq cohorts. The 

decomposed adipose tissue demonstrated that proportions of certain cell-types, i.e. adipocytes 

and macrophages, are significantly associated with obesity and insulin resistance. We also 

showed that adipose tissue together with BMI explain a large proportion of variance in systemic 
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insulin resistance. This supports the important role of adipose tissue in the obesity-related T2D 

development.   

Non-alcoholic fatty liver disease (NAFLD) is a fast increasing obesity-related complex 

disease that causes a large burden to the health care system35,36.NAFLD has a worldwide 

prevalence of 25% 35,36. Moreover, ~8-19% of Asians, who have a normal weight (BMI < 25), 

have NAFLD36. Although obesity is recognized as a main risk factor for NAFLD37, other factors, 

such as central adiposity, insulin resistance, and certain genetic variants (such as some PNPLA3 

SNPs38,39,40,41) are also important risk factors for NAFLD that require further investigation. To 

measure the degree of liver steatosis, imaging techniques, such as abdominal magnetic resonance 

imaging (MRI), are being used. However, MRI is relatively expensive and not readily available. 

Thus, compared to obesity and T2D, the NAFLD GWAS studies are usually restricted by a small 

sample size that limits the power to identify risk variants42,43,44,45. Moreover, the serious, 

advanced forms of NAFLD, i.e. non-alcoholic steatohepatitis (NASH) and fibrosis, can lead to 

catastrophic health consequences, such as liver failure, and require histological assessment of the 

liver by an invasive biopsy. To assess NAFLD utilizing a non-invasive approach without 

imaging, several NAFLD scoring systems have been developed. For example, Bedogni et al. 

developed a fatty liver index (FLI) that uses serum gamma-glutamyl transferase (GGT), BMI, 

waist circumference, and serum triglycerides to predict the risk of NAFLD46. FLI has been 

employed and verified in several independent studies 47,48,49. However, FLI was developed using 

a relatively small sample size and only limited traits were selected as the predictors. In Chapter 

IV, we improved the prediction of NALFD using a similar set of predictors while utilizing 2,181 

NAFLD patients and 2,444 healthy controls that are verified by ICD codes and MRI data in the 
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UKB cohort. Our NAFLD score (NAFLDS) model outperformed the existing NAFLD models 

and was employed to impute the NAFLD status in the whole UKB cohort.  

Noteworthy, the leading cause of death from NAFLD is coronary artery disease (CAD) 

instead of liver carcinoma or NASH 50,51. An estimated 5-10% of people with NAFLD are dying 

from CAD51. On the other hand, among the people who have a high risk of CAD, the prevalence 

of NAFLD is also increased52. The association between NAFLD and CAD can be caused by the 

fact that both NAFLD and CAD share several risk factors, such as obesity, dyslipidemia, and 

T2D53,54,55,56,57. However, there can also be a direct causal link between NAFLD and CAD. For 

example, lipoprotein (a) is a known causal risk factor for CAD58,59,60. Apolipoprotein (a) is 

encoded by the LPA gene, which is almost solely expressed in the liver13. Thus, the serum LP(a) 

level is heavily influenced by the liver health status and it causally affects the risk of CAD. 

Tsimikas et al. recently reported that among CAD patients, the hepatocyte-directed antisense 

oligonucleotide AKCEA-APO(a)-LRx (APO(a)-LRx) effectively reduced the serum LP(a) 

level61. This verified that the liver LPA gene expression has a significant effect on serum LP(a) 

level, and the gene expression regulation therapy can become a possible new treatment for the 

CAD patients. However, serum LP(a) has a negative association62,63 with NAFLD, which is 

opposite to the association between NAFLD and CAD. We also confirmed this negative 

association between NAFLD and LP(a) in the UKB cohort. Thus, LP(a) cannot mediate a 

potential causal effect from NAFLD on CAD. Due to the complicated risk factors shared by 

NAFLD and CAD, the causality between NAFLD and CAD remains elusive 64,65,66. To resolve 

the causal relationship between NAFLD and CAD, we used the imputed NAFLDS in the UKB 

cohort to identify novel variants that are associated with NAFLD. Then we overlapped the 

GWAS variants with liver and coronary artery cis-eQTLs to identify GWAS variants that 
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directly affect the disease by regulating gene expression in the related tissues. Using these tissue-

enriched cis-eQTL GWAS variant as the instrumental variables (IV), we reduced a potential 

horizontal pleiotropy and established a one-way causal effect of NAFLD on CAD. 

In summary, we investigated transcriptional regulation of cardiometabolic tissues to identify 

novel causal factors for obesity-related common diseases, such as T2D, NAFLD, and CAD. In 

this thesis, we integrated multi-tissue RNA-seq data and sn-RNA-seq data with genome-wide 

variant and deep cardiometabolic phenotype data from several independent cohorts and UKB to 

discover new mechanisms that affect the development of these obesity-related diseases. We 1) 

developed a novel tool to fast and reliably count allelic expression in large bulk RNA-seq 

cohorts; 2) explored the potential critical role of adipose in systemic insulin resistance; and 3) 

built a novel NAFLD score to accurately estimate the NAFLD status from serum traits and used 

the imputed NALFDS to resolve the so far elusive causal relationship between NAFLD and 

CAD in the UKB. 
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Supplementary tables: 

Supplemental Table 1. Less than 1% of the SNPs are excluded in the ASElux 
analysis because they are adjacent to INDELs. 

Sample name 
Number of the 
excluded SNPs 

Number of the 
remaining SNPs 

Proportion of the excluded 
SNPs (%) 

GTEX-13N1W 885 107339 0.82 

GTEX-11DXZ 1164 120636 0.96 

GTEX-X4XX 888 107369 0.82 

GTEX-13OW6 962 105505 0.90 

GTEX-OOBJ 1089 119545 0.90 

GTEX-XQ8I 905 106793 0.84 

GTEX-X585 989 120302 0.82 

GTEX-QEG4 908 105506 0.85 

GTEX-13JVG 851 105251 0.80 

GTEX-Y5V6 942 106175 0.88 

GTEX-13D11 933 105622 0.88 

GTEX-X5EB 946 104997 0.89 

GTEX-12ZZW 885 105707 0.83 

GTEX-ZLV1 827 105661 0.78 

GTEX-13QJ3 917 105864 0.86 

GTEX-XUJ4 828 107092 0.77 

GTEX-X4XY 891 105546 0.84 

GTEX-XBEC 964 105250 0.91 

GTEX-YFC4 899 105595 0.84 

GTEX-139YR 904 104773 0.86 



25 
 

Supplemental Table 2. Number of the allelic reads aligned by each method. 
Methods Median of 20 samples Mean of 20 samples GTEX-13N1W GTEX-11DXZ 
ASElux 1411680 1427785 1448457 1583544 
WASP 1596755 1607712 1615524 1707106 
STAR 2928688 2903249 3035030 3022777 
HISAT 1841112 1789573 1907193 1940462 
GSNAP 1778662 1751781 1813082 1847666 
 GTEX-13D11 GTEX-X5EB GTEX-12ZZW GTEX-ZLV1 
ASElux 1360661 1284373 1374903 1514770 
WASP 1420672 1490861 1577986 1834123 
STAR 2834599 2581049 2747308 3198729 
HISAT 1809144 1549335 1658227 1873079 
GSNAP 1744242 1534365 1657635 1913695 
 GTEX-X4XX GTEX-13OW6 GTEX-OOBJ GTEX-XQ8I 
ASElux 1187930 1448550 1322975 1231999 
WASP 1030483 1474473 1668605 1231519 
STAR 3158780 2711660 2755387 2810048 
HISAT 1945811 1804526 1512018 1868316 
GSNAP 1794169 1801006 1572970 1837019 
 GTEX-13QJ3 GTEX-XUJ4 GTEX-X4XY GTEX-XBEC 
ASElux 1035310 721168 1080764 1022613 
WASP 1176780 775960 1292241 953487 
STAR 2617469 2049129 2232504 2841092 
HISAT 1353661 1137901 1295088 1737545 
GSNAP 1465169 1179572 1274297 1543226 
 GTEX-X585 GTEX-QEG4 GTEX-13JVG GTEX-Y5V6 
ASElux 1550535 1383654 1545208 1790518 
WASP 1871069 1551725 1903785 1844965 
STAR 3387669 2719446 3327758 3514072 
HISAT 1838873 1767707 1951838 2285574 
GSNAP 1832315 1681174 1906546 2198372 
 GTEX-YFC4 GTEX-139YR sim_A sim_B 
ASElux 1395430 1307405 10170552 5824938 
WASP 1576968 1328522 7636477 4028250 
STAR 2689094 2720051 10615486 6085666 
HISAT 1695771 1698869 10726304 6146009 
GSNAP 1656754 1555761 11087068 6362983 
sim_A Both alleles are equally expressed in the simulation data A.  

sim_B About 20% of genes exhibit imbalanced allelic expression in the simulation data B. 
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Supplemental Table 3. Number of the SNPs identified by each method. 
Methods Median of 20 samples Mean of 20 samples GTEX-13N1W GTEX-11DXZ 
ASElux 7882 8357 7242 9050 
WASP 5931 6393 5357 6816 
STAR 9115 9781 8311 10583 
HISAT 8842 9437 8233 10291 
GSNAP 9035 9602 8298 10365 
 GTEX-13D11 GTEX-X5EB GTEX-12ZZW GTEX-ZLV1 
ASElux 7401 8010 7753 8616 
WASP 5192 6012 5849 6894 
STAR 8506 9258 8972 10310 
HISAT 8377 9010 8674 9773 
GSNAP 8481 9219 8851 9974 
 GTEX-X4XX GTEX-13OW6 GTEX-OOBJ GTEX-XQ8I 
ASElux 7140 7574 7837 6542 
WASP 4359 5618 6128 4497 
STAR 10007 8723 9047 8643 
HISAT 9411 8468 8656 8406 
GSNAP 9551 8663 8852 8495 
 GTEX-13QJ3 GTEX-XUJ4 GTEX-X4XY GTEX-XBEC 
ASElux 6739 4144 7141 6150 
WASP 4576 2220 5397 3835 
STAR 8539 6313 8408 8798 
HISAT 8078 6232 8117 8375 
GSNAP 8408 6352 8272 8486 
 GTEX-X585 GTEX-QEG4 GTEX-13JVG GTEX-Y5V6 
ASElux 8956 7533 7720 9240 
WASP 6861 5737 6274 6949 
STAR 10513 8691 9279 10687 
HISAT 9949 8550 8814 10362 
GSNAP 10151 8537 8922 10432 
 GTEX-YFC4 GTEX-139YR sim_A sim_B 
ASElux 7174 6641 60228 57307 
WASP 5483 4703 55186 50645 
STAR 8333 7846 61721 60658 
HISAT 8068 7549 61960 60861 
GSNAP 8117 7662 61918 61324 
sim_A Both alleles are equally expressed in the simulation data A.  

sim_B About 20% of genes exhibit imbalanced allelic expression in the simulation data B. 
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Supplemental Table 4. The ASE SNPs that are in LD (r2>0.8) with lung disease GWAS SNPs (refs 16 and 19). 
chr position type gene AB ASE_p cis_eQTL_beta cis_eQTL_p GWAS_SNP GWAS_trait LD_r2 

6 32605207 5_prime_UTR_variant HLA-DQA1 0.69 1.95E-18 -1.18 6.66E-84 rs9272346 asthma 0.99 

6 32605257 missense_variant HLA-DQA1 0.73 2.82E-20 -1.06 1.33E-53 rs9272346 asthma 0.82 

6 32605274 synonymous_variant HLA-DQA1 0.70 3.94E-26 -1.19 1.53E-86 rs9272346 asthma 0.99 

6 32609126 missense_variant HLA-DQA1 0.71 6.19E-13 -1.19 4.00E-88 rs9272346 asthma 1.00 

6 32610009 missense_variant HLA-DQA1 0.56 1.29E-16 -1.13 1.61E-66 rs9272346 asthma 0.91 

17 38062196 missense_variant GSDMB 0.59 5.49E-11 NA NA rs11078927 asthma 1.00 

17 38062217 non_coding_transcript_exon_variant GSDMB 0.58 1.88E-08 -0.18 3.65E-07 rs7216389 asthma 0.95 

17 38063381 synonymous_variant GSDMB 0.63 3.77E-09 -0.18 3.65E-07 rs7216389 asthma 0.95 

6 32605295 synonymous_variant HLA-DQA1 0.61 5.68E-17 -0.53 5.20E-09 rs2395185 lung_cancer 0.85 

6 32609855 synonymous_variant HLA-DQA1 0.62 1.48E-11 -0.57 3.83E-10 rs2395185 lung_cancer 0.91 

6 32610008 missense_variant/synonymous_variant HLA-DQA1 0.51 1.23E-15 -0.58 2.41E-10 rs2395185 lung_cancer 0.91 

 

Column names  

chr The chromosome of the ASE SNP 
position The chromosomal position of the ASE SNP 
type The type of the ASE SNP 
gene The gene that the ASE SNPs reside in 
AB Allelic balance of the ASE SNP 
ASE_p The p value of the paired t test for the ASE SNPs 
cis_eQTL_beta The beta value of the cis-eQTL analysis 
cis_eQTL_p The p value of the cis-eQTL analysis 
GWAS_SNP The rs ID of the GWAS SNP 
GWAS_trait The trait of the GWAS SNP 

LD_r2 
The LD (r2) between the ASE SNP and the 
GWAS SNP 
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Supplemental Table 5. Transcripts which are significantly associated with rs11078928. 
SNP transcript beta t-stat p-value FDR 
17_38064469 ENST00000523371.1 1.05E-02 3.62E+00 3.48E-04 1.84E-03 
17_38064469 ENST00000360317.3 -5.53E-02 -8.93E+00 7.00E-17 1.24E-15 
17_38064469 ENST00000394179.1 9.81E-03 7.67E+00 3.09E-13 4.10E-12 
17_38064469 ENST00000309481.7 2.08E-02 4.88E+00 1.82E-06 1.93E-05 
      

We used the proportional transcript expression compared to the gene level expression instead of TPM as the 
phenotype. 
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Supplementary Figures: 

 

Supplemental Figure 1. The workflow of ASElux. (a). The process of building the hybrid index system. (b). The process of aligning 

ASE reads with a personalized index. 
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Supplemental Figure 2. An example of aligning a read with one mismatch when aligning the main read to the dynamic index. Step 1: 

find the longest matched sequence. Step 2: skip 1 base and continue searching until reaches the end of the read. Step 3: check if the 

whole read can be aligned with up to 2 mismatches. 

 

Locate the longest 
matched sequence 

Reference 
genome 

  

Read 

  

One mismatch 

Keep searching until 
the end of the read 
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Supplemental Figure 3. An example of aligning a junction read. Step 1: find the MMP for the read. Step 2: skip 8 bases and find the 

MMP for the rest of the read. Step 3: reassemble the read on the reference genome. 
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Supplemental Figure 4. The alignment speeds of each tool in both the single and multi-thread modes are displayed and ASElux is 

faster than all other tested methods in both modes. The X axis shows the names of the tools. The Y axis is the time needed for 

processing the data set. 
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Supplemental Figure 5. (a). The number of all uniquely aligned allelic reads aligned by each method. (b). The number of SNPs that 

have a coverage of =>30 reads identified by each method. 
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Supplemental Figure 6. The number of allelic reads overlapping each SNP shows that STAR and WASP identified a lot more SNPs 

with a low coverage (<30 reads) than GSNAP and ASElux. 
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Supplemental Figure 7. The functional annotation of the 52,460 SNPs in LD (R2>=0.8) with the identified 2,765 ASE SNPs in 273 

GTEx lung samples.  
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Chapter III 

 

The causal effect of obesity on prediabetes and insulin 

resistance reveals the important role of adipose tissue 

in insulin resistance  
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Abstract: 

Reverse causality has made it difficult to establish the causal directions between obesity and 

prediabetes and obesity and insulin resistance. To disentangle whether obesity causally drives 

prediabetes and insulin resistance already in non-diabetic individuals, we utilized the UK 

Biobank and METSIM cohort to perform a Mendelian randomization (MR) analyses in the non-

diabetic individuals. Our results show that both prediabetes and systemic insulin resistance are 

caused by obesity (p=3.50×10-80 and p=8.96×10-25). As obesity reflects the amount of body fat, 

we next studied how adipose tissue affects insulin resistance. We performed both bulk RNA-

sequencing and single nucleus RNA sequencing on frozen human subcutaneous adipose biopsies 

to assess adipose cell-type heterogeneity and mitochondrial (MT) gene expression in insulin 

resistance. We discovered that the adipose MT gene expression and body mass index (BMI) are 

both independently associated with insulin resistance (p<0.05 for each) when adjusting for the 

decomposed adipose cell-type proportions. Next, we showed that these 3 factors, adipose MT 

gene expression, BMI, and adipose cell types, explain a substantial amount (44.39%) of variance 

in insulin resistance and can be used to predict it (p<2.64×10-5 in 3 independent human cohorts). 

In summary, we demonstrated that obesity causes both prediabetes and insulin resistance, and 

discovered that individuals’ adipose cell-type composition, adipose MT gene expression, and 

BMI predict their insulin resistance, emphasizing the critical role of adipose tissue in systemic 

insulin resistance. 

Author Summary 

Obesity is a global health epidemic predisposing to type 2 diabetes (T2D) and other 

cardiometabolic disorders. Previous studies have shown that obesity has a causal effect on T2D; 
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however, it remains unknown whether obesity causes prediabetes and insulin resistance already 

in non-diabetic individuals. By utilizing almost half a million individuals from the UK Biobank 

and the Finnish METSIM cohort, we identified a significant causal effect of obesity on 

prediabetes and insulin resistance among the non-diabetic individuals. Next, we investigated the 

role of subcutaneous adipose tissue in these obesogenic effects. We discovered that the adipose 

mitochondrial gene expression and body mass index (BMI) are independently associated with 

insulin resistance after adjusting for the tissue heterogeneity. For the latter, we estimated the 

adipose cell type proportions by utilizing single-nucleus RNA sequencing of frozen adipose 

tissue biopsies. Moreover, we established a prediction model to estimate insulin resistance using 

BMI and adipose RNA-sequencing data, which enlightens the importance of adipose tissue in 

insulin resistance and provides a helpful tool to impute the insulin resistance for existing adipose 

RNA-sequencing cohorts. Overall, we discover the causal effect of obesity on prediabetes and 

insulin resistance and the key role of adipose tissue in insulin resistance. 
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Introduction: 

The global obesity epidemic is driving the concomitant rapid increase in the prevalence of 

cardiometabolic disorders, including type 2 diabetes (T2D)1,2. It is well established that obesity, 

prediabetes, and insulin resistance are tightly associated3,4,5,6,7,8. Moreover, inflammation has 

been identified as the link between obesity and insulin resistance9,10,11,12,13,14. For example, 

Roberts-Toler et al. showed that diet-induced obesity can cause insulin resistance in mouse 

brown adipose tissue15. Wensveen et al. showed that natural killer cells can mediate the 

association between obesity and insulin resistance in mice16. However, the direction of the causal 

effect between obesity and insulin resistance remains elusive in humans17,18. Thus, direct 

evidence of obesity causing systemic insulin resistance in humans is still lacking. To this end, we 

performed a Mendelian randomization (MR) analysis using the genotype and metabolic traits of 

unrelated non-diabetic individuals from both UK Biobank (UKB)19 and the Finnish METabolic 

Syndrome In Men (METSIM) cohort20. Our MR analysis provides strong evidence for the first 

time that obesity causes both prediabetes and insulin resistance in non-diabetic humans. 

The key functions of adipose tissue, i.e. lipogenesis (storing fat) and lipolysis (mobilizing the 

stored fat), make it one of the most important tissues contributing to obesity. Thus, it would be 

important to better understand how much this endocrine tissue contributes to insulin resistance 

and T2D. Since adipose tissue is complex and contains multiple cell-types, adipose cell-type 

composition may be affected by obesity. Weisberg et al. showed that the number of macrophages 

increases in the adipose tissue of obese mice21. Furthermore, in human adipose tissue, BMI was 

reported to be negatively correlated with the number of adipocytes22 and positively correlated 

with the size of the adipocytes21,22,23. However, the effects of different adipose cell-type 

proportions on insulin resistance have not been systematically assessed in humans previously.  
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Fluorescence-activated cell sorting (FACS) has been used for characterizing and defining 

some of the cell types in human adipose samples 24,25,26. Even though the number of marker 

proteins that can be simultaneously measured in FACS has progressively increased27, FACS 

relies on predetermined cell-type specific marker proteins to isolate different cell types and is 

thus unable to discover new cell types or sub-cell types. Moreover, since FACS requires a large 

starting number of cells (more than 10,000) in suspension28, it is unable to isolate single cells 

from a low quantity cell population. Overall, it is highly challenging to evaluate all cell types of 

solid tissues, such as adipose tissue, using FACS. Thus, to thoroughly investigate the tissue 

heterogeneity in human adipose tissue, we performed single nucleus RNA sequencing (sn-RNA-

seq) of all adipose cell types using frozen human subcutaneous adipose biopsies. We then 

utilized the sn-RNA-seq data to define expression profiles of signature genes in different adipose 

cell-types to decompose cell-type proportions in the bulk adipose RNA-seq cohorts. This helped 

us leverage the gene expression information available in the adipose bulk RNA-seq data to assess 

whether adipose cell-type composition influences systemic insulin resistance. 

Previous studies have shown that the biogenesis and metabolic activities of the mitochondria 

(MT) are impaired in the adipose tissue of obese individuals2,29,30,31,32. Experimental evidence 

also shows that declined MT function can elicit insulin resistance in mice33,34. Paglialunga et al. 

further demonstrated that elevated MT reactive oxygen species (ROS) emission in murine white 

adipose tissue contributes to insulin resistance34. Furthermore, dysfunction of MT in muscle and 

liver associates with insulin resistance in humans35,36. However, since the MT activity, BMI, and 

systemic insulin resistance are associated with each other, it is unclear whether these associations 

are caused by independent mechanisms or confounded by a shared trait. To this end, we 

investigated whether MT gene expression in human adipose tissue is independently associated 
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with systemic insulin resistance and BMI. Furthermore, we built a prediction model to 

investigate whether systemic insulin resistance (i.e. Matsuda index) in humans can be predicted 

using adipose cell-type proportions, adipose MT gene expression, and BMI as an input. Overall 

our studies helped determine the causal role of obesity in human insulin resistance, of which a 

major portion is driven by adipose tissue. 
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Results: 

Obesity causes prediabetes and systemic insulin resistance in non-diabetic individuals: 

Although obesity and prediabetes are known to be associated7,8, there is no previous evidence 

about the causal direction between them in non-diabetic individuals. To this end, we performed 

an MR analysis to investigate whether prediabetes (assessed by serum HbA1C level between 5.7-

6.437) is caused by obesity. Figure 1A shows the MR models we used to explore causal 

associations between prediabetes and BMI. For this MR analysis, we first utilized the UKB 

(n=~380k) to identify 962 non-redundant SNPs (R2<0.01) significantly associated with BMI 

(p<5×10-8) as the genetic instrumental variable (IV) in the MR analysis (see Methods). Then we 

used MR-PRESSO38 that adjusts for the potential horizontal pleiotropy and identified a 

significant positive causal effect of BMI on prediabetes in the UKB (estimate effect = 0.053; p-

value = 3.0×10-73). Figure 1B shows the effects of the 962 IVs on the exposure variable and 

outcome in the UKB. To test the possibility of the reverse causal path, we utilized 284 

independent prediabetes GWAS SNPs as IVs in the UKB and explored the potential causal effect 

of prediabetes on obesity. Figure 1C shows that there is no causal effect of prediabetes on BMI 

(estimated effect = 0.065, p-value = 0.096). Thus, using MR in the UKB, we established a one-

way causal effect of obesity on prediabetes. 

To further investigate this finding, we next explored the causal relationship between obesity 

and systemic insulin resistance (i.e. decreased insulin sensitivity assessed by the Matsuda index) 

in the METSIM cohort. Of the 962 independent significant BMI GWAS SNPs identified in the 

UKB, we selected the ones that were nominally (p-value<0.05) associated with BMI in METSIM 

as IVs. Including 84 such BMI associated SNPs as IVs and using MR-PRESSO, we discovered a 

negative causal effect of BMI on the Matsuda index (i.e. insulin sensitivity) in METSIM 
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(estimate effect = -0.51, p-value = 4.9e-23). It is worth noting that MR-PRESSO did not find any 

evidence of pleiotropy (p-value = 1.0) when testing the causal effect of BMI on the Matsuda 

index in METSIM. This suggests that our MR model fulfills the second and third assumptions of 

MR analysis (i.e. the IV is not associated with the hidden confounders or with the outcome 

variable (i.e. Matsuda index) when conditioning on the exposure variable (i.e. BMI)). When 

investigating the opposite direction of causality (i.e. insulin resistance -> obesity) using a similar 

pipeline, we found no genome-wide significant SNPs associated with the Matsuda index in 

METSIM or other cohorts of previous studies. Furthermore, no insulin resistance parameters are 

measured in the UKB. Therefore, the first assumption of MR (i.e. IV is associated with the 

exposure variable) cannot be fulfilled. As METSIM may be underpowered to identify genome-

wide significant SNPs for the Matsuda index, the current sample size of the Matsuda index 

GWAS does not allow a reliable MR analysis in this opposite direction. Accordingly, assessment 

of this direction using MR warrants further investigation in larger GWAS cohorts with the 

Matsuda index available for study.   

In summary, we established a one-way causal effect of obesity on prediabetes among the 

non-diabetic individuals from the UKB. In contrast, prediabetes did not show any evidence for a 

causal effect on BMI. We then followed up this finding by identifying a negative causal effect of 

BMI on insulin sensitivity (i.e. Matsuda index) in the non-diabetic individuals from METSIM. 

Although METSIM is underpowered to investigate the reverse-causal effect (i.e. insulin 

resistance -> BMI), the MR analyses performed in both UKB and METSIM show that obesity 

causes prediabetes and insulin resistance before the development of diabetes and thus, 

prediabetes is less likely to cause obesity among the non-diabetic population. 

Adipose mitochondrial (MT) gene expression plays a key role in insulin resistance: 
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We have shown that obesity leads to increased insulin resistance in human using MR analysis. 

Since obesity reflects the amount of body fat, adipose tissue may play an important role in 

obesity-related insulin resistance.  Thus, we further investigated how adipose tissue affects the 

Matsuda index in the METSIM cohort. Among the 4k unrelated individuals in METSIM, 335 

had bulk RNA-seq data from the subcutaneous adipose tissue biopsies. To estimate MT gene 

expression, we estimated the transcripts per million (TPM) values of each gene in the RNA-seq 

data and used the sum of TPMs from all 37 MT encoded genes to represent the MT gene 

expression. We also included the first 3 genetic PCs as covariates when correcting the MT 

expression to adjust for the potential population stratification (see Methods). We corrected 

Matsuda index for age, age2 and excluded people who have type 2 diabetes (T2D) (n=11). The 

Matsuda index and MT gene expression were inverse normal transformed to obtain normal 

distribution. Using these data, we discovered that the MT gene expression is significantly 

associated with Matsuda index (p-value = 9.60 × 10-15, n= 324) (Figure 2A). 

To further replicate and validate this finding, we tested the association between MT gene 

expression and insulin resistance in the RNA-seq data from 5 different tissues in the GTEx 

cohort. Since the GTEx cohort does not have the Matsuda index measured, we tested the MT 

gene expression difference between the patients with T2D and non-diabetic individuals. Figure 

2B shows that, as in METSIM, the patients with T2D in GTEx have significantly lower MT gene 

expression in the subcutaneous and visceral adipose tissue than the non-diabetic individuals 

(Supplementary Figure 1A). However, in three other non-adipose tissues from GTEx, only 

muscle MT gene expression (n=305) showed the significant difference between T2D patients and 

non-diabetics (P=3.42×10-2). In the liver and whole blood (total n=412), no significant difference 

was observed (Supplementary Figure 1). These results support the important role of adipose 
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tissue and muscle in the insulin resistance related metabolic process; however, due to the limited 

sample size of the GTEx liver cohort (n=123), we cannot exclude the potential role of liver in 

insulin resistance. Taken together, the adipose MT gene expression is significantly associated 

with insulin resistance in the METSIM cohort and T2D in the GTEx cohort. In both 

subcutaneous and visceral adipose tissue, the MT gene expression is significantly lower in 

insulin resistant individuals. 

Assessing tissue heterogeneity and adipose cell type proportions using single nucleus RNA 

sequencing: 

Single nucleus RNA sequencing reveals 8 cell-types in human adipose tissue: 

Adipose tissue is a complex tissue that consists of multiple cell-types, such as adipocytes, 

preadipocytes, macrophages, fibroblasts, and vascular cells. Even though adipocytes comprise 

~90% of the total volume in the human adipose tissue, they only take ~50% of the total cell 

count39,40,41. We hypothesized that the metabolic processes in different contexts and adipose cell-

types associated with obesity may substantially affect systemic insulin resistance. To investigate 

how adipose cell-type heterogeneity affects insulin resistance, we performed single-nucleus 

RNA sequencing (sn-RNA-seq) on 6 frozen human subcutaneous adipose tissue biopsies (see the 

Methods) and used cell-type-specific gene expression data as a reference to identify signature 

genes for each adipose cell-type in order to estimate cell-type proportions from the bulk adipose 

RNA-seq profiles.  

Using the 10x Genomics platform, we sequenced on average ~2,600 nuclei for each sample 

and obtained the non-zero expression of ~500 genes per cell (for sample-specific metrics, see 

Supplementary table 1). Next, we used Seurat55 to cluster the sn-RNA-seq data and identified 8 

adipose cell-type clusters based on the gene expression profiles of the adipose nuclei. It is worth 
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noting that the adipocyte cluster comprises 44.0% of the total cell number, which is in line with 

the previous findings41. Figure 3A shows the tSNE plots of the 8 adipose cell-type clusters in 

15,623 nuclei. Supplementary Figure 2A shows the tSNE plot that is colored by the sample IDs. 

These data show that clustering is largely driven by distinct gene expression profiles from 

different adipose cell-types rather than by the differences between individuals.  

Estimating adipose cell-type proportions using the sn-RNA-seq as the reference: 

Next, we used MuSiC to estimate the proportions of each cell-type from the bulk adipose 

RNA-seq data. Utilizing both bulk RNA-seq and sn-RNA-seq data from these 6 individuals, we 

estimated the cell-type proportions of the 6 individuals from bulk RNA-seq data and compared 

the decomposition results with the true cell-type proportions from the sn-RNA-seq data to verify 

our decomposition method. We employed a leave-one-out approach to decompose the cell-type 

proportions of each sample while using the sn-RNA-seq data of the other 5 samples as the 

reference. Figure 3B shows that the estimated adipose cell-type proportions have a high 

concordance with the true adipose cell-type proportions. Thus, our decomposition method 

provides reliable estimated adipose cell-type proportions then we used the 6 sn-RNA-seq 

samples as reference. 

After verifying the accuracy of cell-type decomposition by MuSiC, we applied the method to 

the 335 subcutaneous adipose bulk RNA-seq samples from the METSIM cohort to estimate the 

proportions of the 8 adipose cell-types. We first checked the associations between the Matsuda 

index and the 8 estimated cell-type proportions using linear regression. In the association tests, 

we inverse normal transformed the Matsuda index and included age as a covariant. Four of 8 

estimated cell-type proportions showed a significant association with the Matsuda index 

(Supplementary table 2). It is worth noting that both dendritic cells and macrophages exhibited a 
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strong association with the Matsuda index (p-values < 5×10-5), suggesting that immune cell types 

contribute to insulin resistance in human adipose tissue. 

BMI and adipose MT gene expression are independently associated with systemic insulin 

resistance after adjusting for tissue heterogeneity: 

It has been shown previously that BMI associates with adipose MT activity42. In line with 

this we observed that MT gene expression is significantly associated with BMI in the adipose 

RNA-seq data from METSIM (n=324) (p-value = 2.94×10-10). However, it is unknown if BMI or 

adipose tissue heterogeneity causes the association between the adipose MT expression and 

insulin resistance. To investigate this, we explored the associations between the Matsuda index 

and age, BMI, adipose MT gene expression, and adipose cell-type proportions using a multi-

variable linear model (see model 1 in Methods). In our multi-variable linear model, BMI, MT 

expression, and the estimated proportions of dendritic and fibroblasts cells in adipose all showed 

significant associations with the Matsuda index (p<0.05) (Supplementary table 3). This result 

suggests that the adipose tissue heterogeneity, MT gene expression, and BMI all have 

independent contributions to the variance in the Matsuda index. Noteworthy, this model 

explained 44.39% of the variance (R2) in the Matsuda index, which is higher than using any trait 

alone: BMI (R2 = 30.89%); MT expression (R2=14.64%); and estimated cell-type proportions 

(R2=29.24%). Moreover, when we excluded BMI from model 1, the estimated adipose cell-type 

proportions and MT expression together explained a substantial amount (R2=35.42%) of the 

variance in the Matsuda index. The high variance explained by model 1 makes it possible to 

predict the Matsuda index, i.e. systemic insulin resistance, using BMI, adipose MT gene 

expression and the estimated adipose cell-type proportions.  

Utilizing adipose RNA-seq data to predict systemic insulin resistance: 
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Although the Matsuda index is an important biomarker for glucose metabolism, its 

measurement requires an oral glucose tolerance test, which is not available in many human 

metabolic cohorts. To this end, we developed a prediction model using elastic net regularization43 

that combines BMI, MT gene expression, age, and cell-type proportion information to predict the 

Matsuda index using adipose RNA-seq data. The prediction model was verified in three different 

cohorts: METSIM, GTEx, and FTC. In METSIM, we performed a 100-fold cross validation on 

the prediction model. Figure 4A shows that the predicted Matsuda index has a high concordance 

with the true Matsuda index (r = 0.65, p-value=7.22×10-40). To further confirm this promising 

prediction of insulin resistance, we used the METSIM cohort to train a model and then estimated 

the Matsuda index in two independent adipose RNA-seq cohorts: GTEx and FTC (see Methods). 

Figure 4B shows that in the GTEx subcutaneous adipose samples, the T2D patients have 

significant lower predicted Matsuda index when compared to the non-diabetic GTEx individuals 

(p-value=2.58×10-5). Since the monozygotic twin participants share the identical genetic 

background, we tested the association between the predicted Matsuda index and the true Matsuda 

index both in the full FTC cohort and the unrelated individuals by randomly selecting one 

individual from each twin pair. Figure 4C-D shows that the predicted Matsuda index is similarly 

well concordant with the true Matsuda index in the full FTC cohort (r = 0.51, p-value=1.21×10-7) 

and in the unrelated FTC individuals (r = 0.46, p-value=1.20×10-3). 

Furthermore, the predicted Matsuda index had the best concordance with the true Matsuda 

index when compared to any of the tested traits alone in METSIM and FTC. Supplementary 

Figure 3 shows that neither MT gene expression nor BMI can predict the Matsuda index as 

accurately as our prediction model in the METSIM and FTC cohorts. Therefore, this prediction 

model can potentially be used to impute systemic insulin resistance into other adipose RNA-seq 
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cohorts, in which this key glucose metabolism trait has not been measured. Supplementary table 

4 shows the betas in the trained prediction model that can be applied to other cohorts. In 

summary, we discovered that a substantial amount (44.39%) of the variance in the systemic 

insulin resistance, measured using the Matsuda index, can be explained by adipose MT gene 

expression, adipose cell-type proportions, and BMI. By combining the information from these 

traits, we were repeatedly able to predict the Matsuda index with a great accuracy when 

compared to the prediction results with any single trait alone. Since the Matsuda index is an 

important biomarker for glucose metabolism in humans, our prediction model can be utilized to 

impute the Matsuda index into adipose RNA-seq cohorts where this key metabolic trait is 

missing. 
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Discussion: 

Even though the previous MR studies have shown that obesity has a causal effect on T2D44,45, 

causal effects of obesity on prediabetes or insulin resistance among non-diabetic individuals are 

unknown. In the present study, we utilized the extensive UK Biobank cohort19 and carefully 

phenotyped Finnish METSIM cohort20 to show that obesity causes prediabetes and causally 

increases insulin resistance in the non-diabetic population using the MR analysis. Our MR result 

sheds new light on the long-standing reverse causality question between obesity and insulin 

resistance by establishing its directionality. Stancakova et al. have showed earlier that the 

Matsuda index is the best index of insulin sensitivity when compared to other surrogate indexes 

of insulin resistance using an M value from the euglycemic hyperinsulinemic clamp as the gold 

standard.46 Therefore, the Matsuda index is largely a measure of systemic rather than adipose-

based insulin resistance. However, when we examined the role of adipose cell-type heterogeneity, 

adipose MT gene expression, and BMI in systemic insulin resistance, we discovered that even 

when excluding BMI from the calculation, the estimated adipose cell-type proportions and 

adipose MT gene expression together still explain a substantial amount (R2=35.42%) of the 

variance in the Matsuda index. When we included BMI into this analysis, all three factors are 

independently associated with insulin resistance (p<0.05 for each) and the R2 increased to 44.39% 

which is higher than using any trait alone (R2<=30.89%). This surprisingly high proportion of 

variance explained by adipose tissue (i.e. adipose cell types and MT gene expression) and BMI 

suggests that adipose tissue has an important role in the systemic insulin resistance. Based on this 

novel finding, we built a prediction model using adipose cell-types, adipose MT gene expression, 

and BMI that accurately predicted insulin resistance across multiple cohorts.  
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To investigate how adipose tissue heterogeneity affects systemic insulin resistance, we 

performed sn-RNA-seq using 6 frozen human subcutaneous adipose tissue samples. Noteworthy, 

the previous studies investigating adipose cell-type heterogeneity used FACS24,25,26; however this 

application is limited to a small number of well identified non-adipocyte cell-types and is unable 

to detect refined new subtypes. There are no previous publications performing sn-RNA-seq from 

frozen human adipose tissue, and thus the role of cell-type heterogeneity in insulin resistance has 

not been investigated for all main adipose cell types before. After careful quality control, the sn-

RNA-seq generated 15,623 nuclei from the 6 adipose tissue biopsies and identified 8 adipose 

cell-type clusters based on their gene expression. We then used the sn-RNA-seq data as the 

reference data to detect cell-type specific signature genes in each adipose cell type cluster and 

decomposed the cell-type proportions in the METSIM, FTC, and GTEx adipose bulk RNA-seq 

cohorts, leveraging thus substantially the information contained in these existing bulk RNA-seq 

cohorts. Notably, the estimated cell-type proportions of macrophages and dendritic cells 

exhibited a significant association with insulin resistance, demonstrating the key role of the 

obesity-related low-grade inflammation process in systemic insulin resistance9,10,12,13,14. 

Even though insulin resistance is an essential clinical metabolic trait in obesity-related 

cardiometabolic diseases, it is often not measured in the existing adipose RNA-seq cohorts, such 

as the GTEx cohort48. Moreover, although the adipose tissue is suggested to be relevant in the 

development of insulin resistance11,15,33, to the best of our knowledge, the variance in insulin 

resistance parameters that can be explained by adipose tissue has not been reported previously. 

Strikingly, we found that 44.39% of the variance in systemic insulin resistance (i.e. the Matsuda 

index) can be explained by the adipose cell-types, adipose MT expression, and BMI using the 

METSIM cohort. Thus, we developed an elastic net prediction model to predict the Matsuda 
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index using these traits. The prediction model was trained in a subset of the METSIM cohort. 

The model not only successfully predicted the Matsuda index in the METSIM test cohort but 

also predicted well the Matsuda index in 2 independent cohorts, the GTEx and FTC, indicating 

that we can predict the missing systemic insulin resistance estimates to cohorts lacking metabolic 

phenotype data, such as GTEx. Since the prediction model is based on adipose RNA-seq data, 

the predicted Matsuda index can potentially be used to proportionally estimate how much of 

insulin resistance is driven by adipose tissue versus other metabolic tissues. This would help 

subtype different forms of insulin resistance states underlying the development of type 2 diabetes. 

In summary, we have shown that obesity has a significant causal effect on prediabetes and 

insulin resistance using the MR analysis. By leveraging bulk RNA-seq data in large adipose 

RNA-seq cohorts using a small amount of adipose sn-RNA-seq data to decompose adipose cell-

types, we show that a substantial proportion (44.39%) of systemic insulin resistance can be 

explained by certain adipose cell-type proportions, MT gene expression, and BMI. This new 

finding not only establishes the key role of adipose tissue in regulating insulin resistance but also 

provides a useful method to impute insulin resistance estimates to human transcriptome cohorts. 

  



54 
 

Research Design and Methods:  

Study cohorts: 

We analyzed the genotype and phenotype data of ~510k individuals from two cohorts:  

METSIM cohort (n=10,198)20, and UK Biobank cohort19 (n=391,816) In the METSIM cohort, 

middle-aged Finnish males were recruited at the University of Eastern Finland and Kuopio 

University Hospital, Kuopio, Finland, and the biochemical lipid, glucose, and other clinical and 

metabolic phenotypes were measured as described previously20. Briefly, a 2-h oral glucose 

tolerance test (OGTT) (75 g of glucose) was performed in the METSIM cohort, and samples for 

plasma glucose and insulin were drawn at 0, 30, and 120 min20. We evaluated insulin resistance 

in the non-related, non-diabetic METSIM participants using the Matsuda index that was 

calculated based on the OGTT values, as described in detail previously47. The METSIM study 

design was approved by local ethics committee and all participants gave a written informed 

consent. This research has been conducted using the UK Biobank Resource under Application 

Number 33934. The UK Biobank data was downloaded from the UK Biobank data repository on 

08/23/2018.  

We analyzed the RNA-seq data in 751 human subcutaneous adipose samples from 3 different 

cohorts: METSIM cohort (n=335)20, Genotype-Tissue Expression (GTEx) cohort (n=308)48,49, 

and 54 monozygotic Finnish monozygotic twin cohort (FTC) (n=108)50,51,30. The GTEx adipose 

RNA-seq data were downloaded from dbGaP (accession number phs000424.v6.p1) on 

08/11/2016. In addition to subcutaneous adipose tissue, we also analyzed the GTEx visceral 

adipose tissue, blood, liver, and muscle RNA-seq data (v7). We used the FTC cohort to verify 

the prediction model of the Matsuda index. In this cohort, we generated RNA-seq data from 

subcutaneous adipose tissue of 54 MZ twin pairs (n=108). Supplementary Table 5 shows the 
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clinical characteristics of the participants in the 3 cohorts. We also selected the adipose biopsies 

of 6 individuals from FTC for the sn-RNA-seq experiment. Supplementary Table 1 shows the 

phenotypic characteristics of the 6 Finnish individuals whose adipose biopsies were processed 

for sn-RNA-seq. The 6 individuals have roughly similar ages, 3 of the 6 are males, and 3 of the 6 

have a normal BMI (BMI<25).  

GWAS and Mendelian randomization (MR) analysis: 

To identify candidate instrumental variables (IVs) for the MR analysis in UKB, we first 

performed GWAS analyses of BMI and prediabetes in the UKB. The prediabetes cases were 

identified by serum HbA1c level between 5.7-6.437. We excluded the individuals who had 

HbA1c > 6.4 or had been diagnosed as diabetic to ensure that only non-diabetic individuals were 

included in the GWAS analyses. We used BOLT-LMM52 to explore the associations between the 

genotypes and the target phenotype, while accounting for the population stratification. We 

inverse normal transformed BMI to ensure a normal distribution and included age, age2, sex, 

array type, center ID, and 20 genotype PCs as covariates. To fulfill the first assumption of MR 

(i.e. IVs should be significantly associated with the exposure variable), we selected the 

independent (R2<0.01) GWAS SNPs (p-value<5e-8) of BMI and prediabetes as candidate IVs 

for the MR analysis. Then we used MR-PRESSO38 to identify causal associations between BMI 

and prediabetes while controlling for the potential pleiotropy. 

When searching for a causal effect of BMI on insulin resistance, we performed GWAS 

analyses of BMI and Matsuda index using the non-diabetic individuals METSIM using BOLT-

LMM52 following the same pipeline as in UKB. For these GWAS analyses, we inverse normal 

transformed BMI and Matsuda index and included age, age2, and 10 genotype PCs as the 

covariates. In the GWAS, we did not identify any Matsuda index-associated SNPs in METSIM 
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using a genome-wide significant cut point of p-value<5.0×10-8. For BMI, we utilized the BMI 

GWAS results from the UK Biobank atlas of genetic associations53, which also employed an 

LMM based regression method. To avoid pleiotropy in the MR analysis, we only selected the 

SNPs that are associated with BMI in the UK Biobank (p-value<5.0x10-8) but not with the 

Matsuda index (p-value>0.05) in METSIM as the candidate IVs. To identify non-redundant 

SNPs, we LD pruned (R2=0.0) the candidate SNPs, which resulted in 398 BMI-associated SNPs 

shared by the UK Biobank and METSIM cohort. We used these 398 BMI-associated SNPs as 

IVs and utilized MR-PRESSO to correct for potential pleiotropy and test for the causal effect 

between BMI and the Matsuda index in the direction obesity -> insulin resistance. The opposite 

causal direction, insulin resistance -> obesity, could not reliably be assessed using IVs due to the 

lack of genome-wide significant Matsuda index SNPs in the METSIM cohort (see Results for 

details).  

Single nucleus RNA-sequencing and clustering: 

Frozen subcutaneous adipose tissue was minced over dry ice and transferred into ice cold 

lysis buffer consisting of 0.1% NP-40, 10mM Tris-Hcl, 10 mM NaCl, and 3 mM MgCl2. After a 

10-minute incubation period, the lysate was gently homogenized using a dounce and filtered 

through a 70 μm MACS smart strainer (Miltenyi Biotec #130-098-462) to remove debris. Nuclei 

were centrifuged at 500 g for 5 minutes at 4°C and re-suspended in wash buffer consisting of 1X 

PBS, 1.0% BSA, and 0.2 U/μl RNase inhibitor. We further filtered nuclei using a 40 μm Flowmi 

cell strainer (Sigma Aldrich # BAH136800040) and centrifuged at 500 g for 5 minutes at 4°C. 

Pelleted nuclei were re-suspended in wash buffer and immediately processed with the 10X 

Chromium platform following the Single Cell 3′ v2 protocol. 
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We used Cell Ranger54 to build a pre-mRNA alignment reference based on the reference 

gencode 19 and estimate the UMIs in each cell. As the quality control, we excluded the cells that 

had <300 genes expressed and kept only the genes that were expressed in at least 3 cells. Then 

we used Seurat55 to simultaneously cluster all the qualified cells from the 6 individuals. We 

identified 8 clusters and 697 signature genes (Supplementary Table 6) that have a higher 

expression in one of the clusters over the others. 

Decomposition of adipose cell-type proportions from bulk RNA-seq data: 

 We first used Cell Ranger to re-align the single nucleus reads to a mature mRNA reference 

(gencode 19) and then estimated the pseudo-bulk gene expression in the 6 individuals. Next, 

treating the candidate gene expression of the sn-RNA-seq data as the reference, we used MuSiC56 

to estimate the cell-type proportions from the bulk RNA-seq data. To validate the accuracy of 

our decomposition method, we performed both sn-RNA-seq and bulk RNA-seq using the 

subcutaneous adipose biopsies from the same 6 individuals. Then we predicted the cell-type 

proportions using the bulk RNA-seq data and compared the decomposition results to the cell-

type proportions estimated from the sn-RNA-seq data of the same individuals. To ensure the 

independence of the test data, we used the leave-one-out strategy. In more detail, when we 

estimated cell-type proportions of one individual, we used the sn-RNA-seq data from the other 5 

individuals as the reference. Thus, all of the estimated cell-type proportions of each individual 

are based on an unrelated data set. 

 Because sn-RNA-seq captures not only mature mRNAs but also pre-mRNAs, the expression 

patterns of some genes are expected to be different between the nuclei and bulk RNA-seq data. 

For example, the MALAT1 gene (ENSG00000251562) exhibits an average TPM of 254 in the 

bulk adipose tissue in METSIM while its average TPM in the sn-RNA-seq data is 391,375. 
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Accordingly, we observed that the decomposition results were biased by these different 

expression patterns when we used all the ~16,000 expressed genes as suggested by MuSiC 

(Supplementary Figure 2B). To improve the accuracy of the decomposition, we calculated the 

difference in mean of the log-transformed gene expression across all genes from the target bulk 

RNA-seq samples and the 6 pseudo-bulk samples. Then we normalized the expression 

differences and kept the genes that have chi square statistic <=1. After this filtering process, we 

kept ~4,000 genes that have similar expression in both the single nucleus and bulk RNA-seq data. 

When estimating the cell-type proportions in the bulk RNA-seq data, we used the sn-RNA-seq 

data from all of the 6 samples as the reference. Since cell-type proportions are estimated from 

RNA-seq data that is affected by technical factors, we also adjusted the proportion of each cell-

type for RNA-seq technical factors when testing for the association between cell-type 

proportions and traits in the METSIM cohort. 

QC for estimating MT gene expression: 

We used the same pipeline to estimate MT expression in all cohorts. First, we used FastQC57 

to verify the sequence quality of the RNA-seq data. Then, we performed a 2-pass alignment 

using STAR58 (reference genome: gencode 19, hg19) and subsequently used featureCounts59 to 

estimate the TPM of each gene. Only uniquely mapped reads were counted for gene expression. 

MT gene expression was defined as the sum of TPMs of all MT encoded genes. Since gene 

expression estimates from RNA-seq data are affected by multiple technical factors60, we 

corrected MT gene expression for 11 known technical factors (Supplementary Table 7) and 3 

genotype PCs. We chose to correct for 3 genotype PCs to follow a similar pipeline as 

implemented in the GTEx project49. Since the GTEx RNA-seq samples were collected from 
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deceased individuals, we also adjusted MT gene expression for the post-mortem sample 

collection time in the GTEx cohort. 

However, it is worth noting that the MT genome is small and has a simple structure when 

compared to the autosomal chromosomes. Thus, RNA metrics estimated from MT reads have a 

different pattern compared to that of autosomal reads. Since MT reads comprise a relatively large 

proportion of total reads (Supplementary Table 7), we discovered that the technical factors 

estimated from the RNA-seq data, such as intergenic read percent and exonic read percent, are 

heavily correlated with the MT read percent of each sample. Supplementary Figure 4A-B shows 

that in the METSIM cohort, almost all the RNA metrics estimated by Picard Tools61 show a 

significant association with the MT read percent, with the percent of intergenic reads exhibiting 

the strongest association with the MT read percent (R=0.86, p-value=7.54 x 10-103). Since the 

MT read percent reflects MT gene expression, these correlated RNA metrics cannot well 

represent the true technical covariation. Correcting for these factors when estimating MT gene 

expression would thus remove signals from MT gene expression. To address this issue, we first 

excluded the MT reads from the RNA-seq data and then estimated these technical factors from 

the reads aligned to the nuclear genome using Picard Tools. The new unbiased technical factors 

showed much weaker associations with the MT read percent (Supplementary Figure 4C-D). 

Disentangling the associations between MT expression, BMI, insulin resistance (i.e. the 

Matsuda index), and tissue heterogeneity: 

Since individuals with T2D are insulin resistant and the antidiabetic medication may 

influence the outcome, we removed them from all analyses involving the Matsuda index. We 

built a multi-variable linear model treating the Matsuda index as the dependent variable to 
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identify the associations between MT expression, BMI, estimated adipose cell-type proportions 

and Matsuda index in the METSIM cohort: 

𝑀𝑎𝑡𝑠𝑢𝑑𝑎 ~ 𝛽 ∗ 𝐵𝑀𝐼 +  𝛽 ∗ 𝐶𝑇 + 𝛽 ∗ 𝑀𝑇 (Model 1) 

MT indicates the corrected MT gene expression. Matsuda indicates the Matsuda index. CT i is 

the estimated cell-type proportion in adipose tissue. The 𝛽s are the estimated parameters from 

the multi-variable linear models. Since the sum of the 8 estimated cell-type proportions equals to 

1, the degree of freedom of the cell-type proportions is 7 instead of 8. We excluded the 

proportion of endothelial cells from the model due to its less accurate prediction when compared 

to the other cell-types.  

To predict the Matsuda index using the other traits, we employed the following elastic net 

regularization62 to predict the β for each variable in model 1: 

𝛽 = argmin(‖𝑀𝑎𝑡𝑠𝑢𝑑𝑎 − 𝑋𝛽‖ + 𝜆‖𝛽‖ + 𝜆‖𝛽‖ ) 

We used the ‘glmnet’ package63 to obtain the 𝜆 that has the minimum mean cross-validated 

error in the training data set, and then used the specified 𝜆 and 𝛽𝑠 to predict the Matsuda index. 

To evaluate the prediction accuracy in both models, we performed a 100-fold verification in the 

METSIM cohort. In more detail, we randomly split the individuals into 100 groups, and then for 

each group, we predicted its value based on the model that we trained with the other 99 groups. 

We also verified this model in 2 independent cohorts: FTC and GTEx. For building the final 

prediction model for these 2 cohorts, we used all individuals in the METSIM cohort as the 

training set and predicted the Matsuda index in GTEx and FTC as verification. Using the 

predicted Matsuda index, we performed a Pearson correlation test to check the association 

between the estimated and true Matsuda index. Since GTEx do not have the Matsuda index 
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available, we compared the predicted Matsuda index values between the GTEx individuals with 

and without T2D as the verification. 

Data and Resource Availability: 

This research has been conducted using the UK Biobank Resource under Application 

Number 33934. The UK Biobank data is available from the UK Biobank data repository, but 

restrictions apply to the availability of these data, which were used under license for the current 

study and therefore are not publicly available. Data are however available from the authors upon 

reasonable request and with permission of UK Biobank. The GTEx dataset analyzed during the 

current study are available in the dbGAP repository, phs000424.v6.p1. The data on the METSIM 

cohort are available through METSIM data access committee 

(http://www.nationalbiobanks.fi/index.php/studies2/10-metsim). The FTC dataset and sn-RNA-

seq data is available from the corresponding author upon reasonable request. 
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Figures: 

 

Figure III-1. MR analysis shows the causal relationship between BMI and Matsuda index, i.e. 

obesity leads to insulin resistance. (A) Variables used in the MR analysis. (B) The variant effect 

sizes on the exposure (BMI) are associated with the variant effect sizes on the outcome (i.e. the 

Matsuda index). The slope indicates the estimated causal effect of the exposure on the outcome. 
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Figure III-2. A low adipose MT gene expression is associated with insulin resistance. (A) In METSIM, the adjusted adipose MT gene 

expression is significantly associated with the adjusted Matsuda index. (B) In GTEx, the non-diabetic individuals have significantly 

higher adjusted MT gene expression (inverse normal transformed) than the T2D patients. 
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Figure III-3. Analysis of sn-RNA-seq data reveals tissue heterogeneity in human subcutaneous adipose tissue. (A) We identified 8 

cell-type clusters in 15,623 nuclei from frozen human adipose tissue from 6 Finnish individuals. The t-SNP plot is colored by the 

identified cell types. (B) Using sn-RNA-seq as reference, the estimated adipose cell-type proportions from bulk adipose RNA-seq data 

are well concordant with the true cell-type proportions. (C) In METSIM, 4 of the estimated cell-type proportions showed significant 

associations with the Matsuda index. Asterisks indicate significant p-values after the Bonferroni correction. *: adjusted p < 5×10-2, **: 

adjusted p < 5×10-5, *: adjusted p < 5×10-8. 
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Figure III-4. The predicted Matsuda index is well concordant with the true Matsuda index values 

in 3 different cohorts: METSIM, GTEx, and FTC. (A) In METSIM, the estimated and true 

Matsuda index are significantly associated. (B) In GTEx, the predicted Matsuda index is 

significantly higher in non-diabetic individuals when compared to the T2D patients. (C) In FTC, 

the estimated and true Matsuda index are significantly associated. (D) We randomly choose one 

individual from each twin pair to select the unrelated individuals from FTC. Among the 

unrelated individuals, the estimated and true Matsuda index are also significantly associated, 

indicating that the twin status did not bias the prediction of the Matsuda index.  
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Supplementary tables: 

Supplementary table III-1: Characteristics of SN-RNA-seq samples. 

Sample ID Age Sex BMI Cell number Number of genes/cell 
1 59.2 1 25.9 2202 550 
2 66.6 2 28.9 2809 641 
3 58.64 1 22.1 1794 419 
4 69.3 2 24.6 3405 430 
5 68.2 1 31.4 3385 501 
6 66.6 2 24.1 2028 527 
Sex: male = 1, female = 2 

Supplementary table III-2: The estimated adipose cell-type proportions are associated with the 
Matsuda index. 
Cell type R P-value 

Adipocytes 0.343 2.18E-10 
Dentritic cells -0.450 1.56E-17 
Endothelial cells 0.026 NS 
Fibroblasts -0.246 7.28E-06 
Macrophages -0.288 1.33E-07 
Mast cells 0.112 NS 
Perivascular cells 0.087 NS 
T cells -0.009 NS 

NS: Non-significant p-value 

Supplementary table III-3: A multi-linear model shows the significant associations between the 
Matsuda index and the other traits. 

Dependent variable: 
Matsuda index 
Beta SE P-value 

BMI -0.099 0.013 2.93E-13 
MT 0.121 0.048 1.19E-02 
Adipocytes -0.769 1.032 NS 
Dentritic cells -6.474 1.964 1.09E-03 
Fibroblasts -2.925 1.186 1.42E-02 
Macrophages -2.523 1.466 NS 
Mast cells 15.505 11.083 NS 
Perivascular cells 2.667 1.805 NS 
T cells -1.037 1.385 NS 
Age -0.016 0.156 NS 
Age2 0.000 0.001 NS 
NS: Non-significant p-value 
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Supplementary table III-4: The prediction model of Matsuda index. 
Trait Beta 

BMI -0.3447276 
age -0.03886025 
age2* -0.00064973 
MT ** 0.5996329 
GRS 0.02179454 
Adipocytes 2.797682 
Dendritic cells -17.27797 
Endothelial cells 3.042322 
Fibroblasts -7.809582 
Macrophages -3.779918 
Mast cells 123.4385 
Perivascular cells 12.85419 
Intercept 20.82579 
*: age square 
**: MT expression is adjusted for technical factors and then normalized using Z score. 
 
 
 
 
 
Supplementary table III-5: Phenotypes of the human adipose RNA-seq cohorts. 
 GTEx METSIM FTC 

Gender (female/male) 
122 
(39.61%)/186(60.39%) 

0/335(100%) 
64 (59.26%) / 44 
(40.74%) 

T2D 61 (19.81%) 11 (3.28%) 19 (17.59%) 
Age 51.97 (12.52) 54.15 (4.93) 46.26 (17.80) 
BMI 27.08 (4.20) 26.82 (3.69) 29.07 (5.96) 
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Supplementary table III-6: Signature genes identified in 8 adipose cell-types. 
Gene p-value avg_logFC pct.1 pct.2 p_val_adj cluster 

PDE3B 0 1.529582897 0.743 0.201 0 Adipocyte 
SLC19A3 0 1.275624365 0.437 0.084 0 Adipocyte 
GPAM 0 1.221092173 0.54 0.156 0 Adipocyte 
SORBS1 0 1.220938965 0.624 0.179 0 Adipocyte 
CLSTN2 0 1.212084332 0.382 0.089 0 Adipocyte 
ITGA7 0 1.20413228 0.414 0.091 0 Adipocyte 
TRHDE-AS1 0 1.193259819 0.469 0.103 0 Adipocyte 
GYG2 0 1.187016967 0.39 0.075 0 Adipocyte 
HOOK2 0 1.183383533 0.384 0.075 0 Adipocyte 
ACACB 0 1.182436557 0.691 0.253 0 Adipocyte 
WDPCP 0 1.172724797 0.552 0.201 0 Adipocyte 
RP11-236F9.2 0 1.167185028 0.564 0.171 0 Adipocyte 
AC002066.1 0 1.130780201 0.314 0.055 0 Adipocyte 
AC004538.3 0 1.124465835 0.468 0.119 0 Adipocyte 
DMD 0 1.111543233 0.697 0.258 0 Adipocyte 
RP11-125B21.2 0 1.087217657 0.266 0.043 0 Adipocyte 
TENM3 0 1.086309837 0.349 0.077 0 Adipocyte 
ERBB4 0 1.080648559 0.352 0.088 0 Adipocyte 
MLXIPL 0 1.064005503 0.397 0.096 0 Adipocyte 
TNS1 0 1.057270537 0.418 0.107 0 Adipocyte 
GHR 0 1.046183298 0.684 0.262 0 Adipocyte 
DIRC3 0 1.042296757 0.365 0.086 0 Adipocyte 
EGFEM1P 0 1.041280584 0.287 0.052 0 Adipocyte 
BCL2 0 1.034813546 0.54 0.16 0 Adipocyte 
CACNA2D1 0 1.001483496 0.452 0.158 0 Adipocyte 
PTPRF 0 1.000247299 0.312 0.067 0 Adipocyte 
NTM 0 0.991678401 0.436 0.119 0 Adipocyte 
AQP7 0 0.983107303 0.373 0.091 0 Adipocyte 
SIK2 0 0.978307874 0.523 0.185 0 Adipocyte 
SLC7A6 0 0.974049837 0.346 0.079 0 Adipocyte 
ELMOD3 0 0.970048775 0.345 0.084 0 Adipocyte 
CTIF 0 0.966901484 0.327 0.073 0 Adipocyte 
PPP2R1B 0 0.966449689 0.307 0.069 0 Adipocyte 
PNPLA2 0 0.961403137 0.462 0.149 0 Adipocyte 
ITIH5 0 0.954169563 0.492 0.169 0 Adipocyte 
LIPE-AS1 0 0.953746905 0.479 0.153 0 Adipocyte 
TEAD1 0 0.951418561 0.472 0.144 0 Adipocyte 
ACSS2 0 0.948104028 0.313 0.07 0 Adipocyte 
PTGER3 0 0.936144988 0.318 0.077 0 Adipocyte 
PCDH9 0 0.932196098 0.625 0.239 0 Adipocyte 
PLIN1 0 0.921351944 0.683 0.267 0 Adipocyte 
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NEAT1 0 0.884069756 0.914 0.664 0 Adipocyte 
MAST4 0 0.881247303 0.429 0.134 0 Adipocyte 
MGEA5 0 0.870253752 0.539 0.209 0 Adipocyte 
PPP1R12B 0 0.852387408 0.432 0.143 0 Adipocyte 
PLIN4 0 0.847154152 0.58 0.23 0 Adipocyte 
RP11-444D3.1 0 0.834094982 0.498 0.178 0 Adipocyte 
COBLL1 0 0.828266098 0.427 0.151 0 Adipocyte 
TLN2 0 0.785297097 0.473 0.183 0 Adipocyte 
FRMD4A 0 0.778822842 0.482 0.178 0 Adipocyte 
EBF1 0 0.746505631 0.82 0.481 0 Adipocyte 
MALAT1 0 0.599117598 1 1 0 Adipocyte 
ACSS3 6.82E-305 0.8895013 0.313 0.079 1.56E-300 Adipocyte 
LIMA1 1.93E-302 0.700130192 0.507 0.207 4.40E-298 Adipocyte 
PFKFB3 5.13E-294 0.841045933 0.384 0.125 1.17E-289 Adipocyte 
TMEM132C 2.54E-293 0.867131236 0.345 0.102 5.81E-289 Adipocyte 
SOX5 1.02E-290 0.774854403 0.396 0.134 2.33E-286 Adipocyte 
LAMA4 1.06E-290 0.717849464 0.526 0.232 2.43E-286 Adipocyte 
ASPH 2.09E-275 0.710076297 0.483 0.203 4.76E-271 Adipocyte 
PBX1 1.34E-273 0.699168405 0.461 0.185 3.05E-269 Adipocyte 
PRKAR2B 3.04E-272 0.830445969 0.292 0.076 6.94E-268 Adipocyte 
ADIPOQ 1.07E-271 0.730080736 0.406 0.145 2.45E-267 Adipocyte 
LIMCH1 1.06E-267 0.805433759 0.381 0.133 2.41E-263 Adipocyte 
LIPE 8.37E-264 0.66594134 0.454 0.182 1.91E-259 Adipocyte 
SOS1 2.74E-255 0.70964169 0.432 0.174 6.26E-251 Adipocyte 
GABRE 8.20E-255 0.854788939 0.253 0.059 1.87E-250 Adipocyte 
RNF150 1.86E-251 0.765114236 0.302 0.087 4.25E-247 Adipocyte 
MDFIC 2.85E-250 0.693947305 0.403 0.154 6.51E-246 Adipocyte 
CLMP 2.16E-239 0.767736858 0.286 0.082 4.93E-235 Adipocyte 
CIDEC 7.65E-239 0.707713136 0.33 0.108 1.75E-234 Adipocyte 
PDZD2 2.81E-237 0.683734404 0.408 0.164 6.42E-233 Adipocyte 
MGST1 3.06E-237 0.559994622 0.576 0.288 6.99E-233 Adipocyte 
UGP2 1.08E-235 0.718832185 0.398 0.157 2.46E-231 Adipocyte 
RP11-399D6.2 1.06E-229 0.765502189 0.304 0.097 2.42E-225 Adipocyte 
PDZRN3 3.57E-226 0.750382729 0.327 0.113 8.15E-222 Adipocyte 
PLA2G16 1.10E-223 0.626236095 0.357 0.131 2.52E-219 Adipocyte 
GPD1 9.11E-219 0.679442253 0.322 0.11 2.08E-214 Adipocyte 
ECHDC2 4.38E-218 0.674421411 0.309 0.102 1.00E-213 Adipocyte 
PHLDB2 1.00E-217 0.746665652 0.279 0.085 2.28E-213 Adipocyte 
G0S2 1.40E-215 0.604836131 0.618 0.356 3.19E-211 Adipocyte 
AGPAT2 2.04E-208 0.648249842 0.354 0.135 4.67E-204 Adipocyte 
GBE1 4.49E-208 0.583134352 0.426 0.187 1.03E-203 Adipocyte 
KANK1 1.02E-206 0.657369948 0.269 0.082 2.32E-202 Adipocyte 
ANO6 1.16E-201 0.655017777 0.334 0.126 2.64E-197 Adipocyte 
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PLXNA4 1.27E-201 0.694699006 0.278 0.09 2.90E-197 Adipocyte 
ADAMTS12 5.74E-200 0.669814282 0.275 0.088 1.31E-195 Adipocyte 
NRIP1 3.71E-198 0.644744228 0.302 0.105 8.47E-194 Adipocyte 
AFF3 8.67E-196 0.58343795 0.33 0.124 1.98E-191 Adipocyte 
EFNA5 6.09E-193 0.630015641 0.278 0.092 1.39E-188 Adipocyte 
VKORC1L1 7.34E-192 0.65960032 0.251 0.077 1.68E-187 Adipocyte 
EHBP1 1.10E-188 0.539337976 0.442 0.207 2.50E-184 Adipocyte 
GPC6 1.42E-188 0.66784395 0.265 0.086 3.24E-184 Adipocyte 
CRIM1 4.78E-187 0.649589011 0.346 0.141 1.09E-182 Adipocyte 
FIGN 1.00E-185 0.654404124 0.254 0.08 2.29E-181 Adipocyte 
SLTM 2.57E-180 0.57674137 0.311 0.118 5.86E-176 Adipocyte 
YAP1 7.43E-180 0.564158657 0.297 0.108 1.70E-175 Adipocyte 
MAPK10 6.23E-179 0.633979846 0.276 0.096 1.42E-174 Adipocyte 
RBPMS 1.82E-178 0.527427065 0.442 0.211 4.15E-174 Adipocyte 
ITSN1 1.14E-175 0.448650635 0.436 0.203 2.60E-171 Adipocyte 
ADRBK2 6.51E-174 0.605180546 0.298 0.113 1.49E-169 Adipocyte 
APBB1IP 1.63E-173 0.560952279 0.272 0.095 3.72E-169 Adipocyte 
RTN3 3.35E-172 0.575237299 0.285 0.104 7.65E-168 Adipocyte 
PRICKLE2 5.08E-171 0.578309439 0.261 0.089 1.16E-166 Adipocyte 
UBE2E2 5.67E-169 0.460472853 0.422 0.2 1.29E-164 Adipocyte 
ACSL1 2.55E-168 0.621609981 0.251 0.085 5.82E-164 Adipocyte 
PHLDB1 1.17E-167 0.642194891 0.282 0.106 2.67E-163 Adipocyte 
FERMT2 4.31E-167 0.5991449 0.255 0.088 9.83E-163 Adipocyte 
FASN 1.26E-163 0.724726641 0.264 0.096 2.89E-159 Adipocyte 
PALMD 4.74E-163 0.520804883 0.318 0.13 1.08E-158 Adipocyte 
PRKAG2 1.03E-162 0.573353591 0.278 0.104 2.35E-158 Adipocyte 
ADH1B 4.28E-160 0.495467473 0.453 0.23 9.78E-156 Adipocyte 
COL4A2 1.23E-157 0.499563669 0.412 0.2 2.81E-153 Adipocyte 
TNS3 4.67E-155 0.495152437 0.256 0.091 1.07E-150 Adipocyte 
MAGI2 1.89E-148 0.46487481 0.329 0.143 4.31E-144 Adipocyte 
FOXO1 2.18E-146 0.485131825 0.37 0.175 4.97E-142 Adipocyte 
PPARG 5.29E-145 0.427357589 0.457 0.24 1.21E-140 Adipocyte 
PTPRS 7.82E-144 0.475696744 0.35 0.16 1.78E-139 Adipocyte 
FAM13A 8.82E-143 0.493100009 0.385 0.189 2.01E-138 Adipocyte 
RHOBTB3 1.64E-142 0.48037428 0.305 0.129 3.73E-138 Adipocyte 
ZBTB16 1.93E-142 0.554251885 0.329 0.15 4.41E-138 Adipocyte 
FHIT 7.22E-140 0.416769596 0.333 0.148 1.65E-135 Adipocyte 
RP11-736K20.5 4.48E-138 0.518624079 0.257 0.101 1.02E-133 Adipocyte 
EMP1 1.32E-132 0.487443766 0.338 0.16 3.00E-128 Adipocyte 
LPL 1.41E-130 0.495012431 0.326 0.152 3.22E-126 Adipocyte 
IMMP2L 4.19E-128 0.395064074 0.463 0.255 9.57E-124 Adipocyte 
CAT 1.04E-125 0.438714881 0.315 0.145 2.37E-121 Adipocyte 
DLG1 4.26E-125 0.431403633 0.27 0.114 9.72E-121 Adipocyte 
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MAGI1 2.10E-124 0.330919746 0.384 0.193 4.78E-120 Adipocyte 
PCED1B 4.46E-123 0.413431449 0.26 0.108 1.02E-118 Adipocyte 
ABCA1 6.79E-122 0.478028212 0.27 0.117 1.55E-117 Adipocyte 
APBB2 9.18E-122 0.39330311 0.409 0.216 2.10E-117 Adipocyte 
SH3D19 3.95E-121 0.398860987 0.426 0.23 9.02E-117 Adipocyte 
THRB 1.65E-119 0.39858423 0.313 0.147 3.77E-115 Adipocyte 
TMEM135 2.38E-119 0.411121832 0.293 0.133 5.42E-115 Adipocyte 
CSMD1 6.76E-119 0.598067988 0.272 0.123 1.54E-114 Adipocyte 
RP11-1000B6.3 1.02E-117 0.39898297 0.268 0.116 2.34E-113 Adipocyte 
TCF7L2 3.68E-117 0.397299817 0.36 0.182 8.41E-113 Adipocyte 
USP33 9.30E-112 0.384847586 0.272 0.121 2.12E-107 Adipocyte 
SEMA3A 8.50E-109 0.333645265 0.285 0.13 1.94E-104 Adipocyte 
GOLGA4 9.76E-105 0.366520915 0.313 0.154 2.23E-100 Adipocyte 
CPM 3.06E-104 0.321261419 0.34 0.174 6.98E-100 Adipocyte 
LENG8 7.18E-103 0.467180816 0.264 0.123 1.64E-98 Adipocyte 
11-Sep 1.35E-102 0.377903043 0.268 0.125 3.07E-98 Adipocyte 
TNRC6A 2.50E-102 0.341203705 0.357 0.187 5.70E-98 Adipocyte 
UVRAG 1.77E-99 0.360030075 0.34 0.179 4.05E-95 Adipocyte 
INSR 3.99E-98 0.397673064 0.255 0.118 9.12E-94 Adipocyte 
PDE4DIP 7.01E-93 0.311985061 0.276 0.134 1.60E-88 Adipocyte 
ADK 9.30E-93 0.328729375 0.272 0.132 2.12E-88 Adipocyte 
UBR3 1.40E-90 0.325001589 0.268 0.13 3.19E-86 Adipocyte 
FNDC3B 2.91E-89 0.269423843 0.435 0.253 6.64E-85 Adipocyte 
FOXP2 7.73E-89 0.302324152 0.258 0.123 1.76E-84 Adipocyte 
SESTD1 7.15E-81 0.35062778 0.269 0.139 1.63E-76 Adipocyte 
BNC2 1.55E-80 0.259599498 0.272 0.138 3.55E-76 Adipocyte 
PARD3 6.82E-80 0.26522838 0.296 0.156 1.56E-75 Adipocyte 
ACYP2 4.93E-74 0.250900362 0.267 0.139 1.13E-69 Adipocyte 
COL4A1 8.53E-74 0.308712734 0.269 0.143 1.95E-69 Adipocyte 
ALCAM 0 2.269577233 0.384 0.021 0 Dendritic Cells 
CCDC88A 4.18E-192 1.566360428 0.393 0.063 9.54E-188 Dendritic Cells 
RBM47 2.12E-187 1.422987583 0.38 0.059 4.84E-183 Dendritic Cells 
CHST11 1.88E-180 1.435111951 0.303 0.038 4.28E-176 Dendritic Cells 
PTPRC 3.04E-160 1.251057242 0.328 0.049 6.94E-156 Dendritic Cells 
MYO1F 3.82E-159 1.291099409 0.301 0.042 8.71E-155 Dendritic Cells 
MSR1 6.73E-148 1.358588414 0.332 0.055 1.54E-143 Dendritic Cells 
MYO9B 9.82E-128 1.295386649 0.337 0.065 2.24E-123 Dendritic Cells 
SLC8A1 5.03E-127 1.296624098 0.379 0.082 1.15E-122 Dendritic Cells 
SAMHD1 1.14E-120 1.252426819 0.313 0.059 2.60E-116 Dendritic Cells 
GAS7 4.91E-98 1.178945332 0.342 0.082 1.12E-93 Dendritic Cells 
MITF 7.64E-80 1.226954203 0.38 0.119 1.74E-75 Dendritic Cells 
IQGAP2 1.72E-79 0.876720118 0.286 0.066 3.93E-75 Dendritic Cells 
ETV6 5.47E-79 1.13789594 0.293 0.073 1.25E-74 Dendritic Cells 
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ATG7 1.40E-74 1.045184476 0.4 0.134 3.19E-70 Dendritic Cells 
HDAC9 2.27E-67 1.082466092 0.362 0.119 5.17E-63 Dendritic Cells 
FRMD4B 7.85E-60 0.688343015 0.31 0.091 1.79E-55 Dendritic Cells 
HLA-DRA 5.21E-59 1.375880128 0.297 0.094 1.19E-54 Dendritic Cells 
TPRG1 1.83E-57 1.499100499 0.33 0.12 4.19E-53 Dendritic Cells 
CTSB 1.13E-55 1.12632528 0.29 0.091 2.59E-51 Dendritic Cells 
ZEB21 1.41E-55 0.92542531 0.505 0.241 3.22E-51 Dendritic Cells 
ANKRD44 3.00E-55 0.930838217 0.268 0.079 6.84E-51 Dendritic Cells 
CD74 1.12E-45 1.075264014 0.368 0.151 2.56E-41 Dendritic Cells 
DPYD1 2.53E-43 0.749994781 0.464 0.224 5.77E-39 Dendritic Cells 
RNF130 1.22E-37 0.839074289 0.313 0.13 2.78E-33 Dendritic Cells 
ARL15 4.39E-37 0.664221584 0.31 0.123 1.00E-32 Dendritic Cells 
FTL1 7.59E-36 1.083337827 0.75 0.577 1.73E-31 Dendritic Cells 
ASAP1 5.04E-34 0.814141175 0.346 0.16 1.15E-29 Dendritic Cells 
FAM49B 9.67E-34 0.813853798 0.324 0.145 2.21E-29 Dendritic Cells 
FTLP3 1.60E-31 1.113377369 0.288 0.125 3.64E-27 Dendritic Cells 
DENND4C 4.76E-31 0.835881348 0.306 0.14 1.09E-26 Dendritic Cells 
ELMO1 3.91E-30 0.632387731 0.255 0.101 8.92E-26 Dendritic Cells 
DOCK8 2.27E-27 0.761421578 0.272 0.121 5.18E-23 Dendritic Cells 
DLEU2 1.02E-25 0.55732156 0.272 0.12 2.33E-21 Dendritic Cells 
RASAL2 1.46E-25 0.660847221 0.29 0.136 3.32E-21 Dendritic Cells 
SRGAP2B 3.86E-25 0.529061742 0.259 0.112 8.80E-21 Dendritic Cells 
NUMB 4.62E-25 0.814550877 0.303 0.151 1.05E-20 Dendritic Cells 
ARHGAP26 1.32E-24 0.673312986 0.284 0.135 3.02E-20 Dendritic Cells 
PABPC1 2.80E-24 0.668089107 0.321 0.163 6.40E-20 Dendritic Cells 
SAT1 1.37E-23 0.661291715 0.337 0.177 3.13E-19 Dendritic Cells 
TAOK3 4.25E-23 0.675103592 0.268 0.128 9.71E-19 Dendritic Cells 
PSAP1 1.19E-21 0.645194694 0.395 0.228 2.71E-17 Dendritic Cells 
FTH11 2.85E-21 0.759722787 0.611 0.44 6.50E-17 Dendritic Cells 
PLXDC21 2.23E-20 0.472383671 0.366 0.203 5.09E-16 Dendritic Cells 
ZSWIM6 6.26E-20 0.512110903 0.254 0.122 1.43E-15 Dendritic Cells 
SPIDR 4.15E-19 0.589775863 0.295 0.158 9.48E-15 Dendritic Cells 
TMSB4X1 2.86E-17 0.432853548 0.707 0.55 6.53E-13 Dendritic Cells 
ACTB1 8.81E-17 0.587878024 0.467 0.31 2.01E-12 Dendritic Cells 
C10orf11 3.21E-14 0.431920182 0.426 0.285 7.33E-10 Dendritic Cells 
TRPS1 4.35E-14 0.484295363 0.304 0.181 9.93E-10 Dendritic Cells 
GNAQ 9.91E-14 0.457929594 0.266 0.151 2.26E-09 Dendritic Cells 
SNX29P21 7.13E-11 0.304528894 0.611 0.484 1.63E-06 Dendritic Cells 
CELF1 2.78E-10 0.416719774 0.281 0.178 6.34E-06 Dendritic Cells 
TMSB4XP81 7.02E-10 0.365118626 0.317 0.207 1.60E-05 Dendritic Cells 
TMSB101 7.81E-10 0.287806907 0.533 0.397 1.78E-05 Dendritic Cells 
AKAP13 1.27E-09 0.390400788 0.266 0.168 2.91E-05 Dendritic Cells 
CST31 2.88E-09 0.527134116 0.366 0.258 6.58E-05 Dendritic Cells 
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ARHGAP10 9.84E-09 0.434079077 0.252 0.163 0.000224644 Dendritic Cells 
ADRBK21 3.11E-08 0.419664573 0.272 0.185 0.00071002 Dendritic Cells 
RPS9 3.92E-08 0.289295543 0.301 0.202 0.000894327 Dendritic Cells 
EPB41L2 4.84E-08 0.504208372 0.29 0.208 0.001104726 Dendritic Cells 
APOE 1.03E-07 0.427988724 0.277 0.187 0.002354319 Dendritic Cells 
PAN3 1.72E-06 0.323918227 0.255 0.179 0.039258458 Dendritic Cells 
ZFAND3 1.08E-05 0.319000794 0.299 0.228 0.245850647 Dendritic Cells 
RPS191 1.41E-05 0.262949636 0.284 0.207 0.320917464 Dendritic Cells 
MEF2A 5.01E-05 0.253458797 0.259 0.192 1 Dendritic Cells 
UBE2E21 6.19E-05 0.273657079 0.362 0.288 1 Dendritic Cells 
PICALM 0.000227374 0.276821528 0.272 0.211 1 Dendritic Cells 
SSH2 0.000267885 0.257596572 0.27 0.21 1 Dendritic Cells 
KIAA1217 0 2.195558766 0.611 0.101 0 Endothelial 
BTNL9 0 2.104606529 0.512 0.041 0 Endothelial 
CLDN5 0 2.059441284 0.455 0.046 0 Endothelial 
ST6GALNAC3 0 2.043887541 0.387 0.02 0 Endothelial 
CADM2 0 2.020472526 0.427 0.059 0 Endothelial 
MECOM 0 1.988349793 0.365 0.022 0 Endothelial 
LDB2 0 1.795059088 0.557 0.095 0 Endothelial 
ABLIM3 0 1.788427328 0.364 0.034 0 Endothelial 
VWF 0 1.766945412 0.463 0.064 0 Endothelial 
RBP7 0 1.72670259 0.34 0.047 0 Endothelial 
CDH13 0 1.669612314 0.337 0.041 0 Endothelial 
IFI27 0 1.639419307 0.327 0.049 0 Endothelial 
EGFL7 0 1.636854216 0.339 0.028 0 Endothelial 
SPARCL1 0 1.635045878 0.488 0.076 0 Endothelial 
ELTD1 0 1.628297942 0.309 0.02 0 Endothelial 
PTPRB 0 1.617432287 0.252 0.011 0 Endothelial 
GPR116 0 1.539778947 0.294 0.023 0 Endothelial 
A2M 0 1.535889272 0.449 0.069 0 Endothelial 
KALRN 0 1.506534418 0.366 0.073 0 Endothelial 
ID1 0 1.438405292 0.257 0.027 0 Endothelial 
EMCN 0 1.412001765 0.26 0.024 0 Endothelial 
BST2 0 1.362453807 0.295 0.044 0 Endothelial 
HLA-C 0 1.356590743 0.364 0.074 0 Endothelial 
HLA-E 0 1.321191229 0.351 0.07 0 Endothelial 
HLA-B 4.82E-297 1.297668467 0.428 0.11 1.10E-292 Endothelial 
GNG11 1.62E-286 1.369689832 0.36 0.081 3.70E-282 Endothelial 
FABP41 8.14E-276 1.240802421 0.888 0.733 1.86E-271 Endothelial 
EPAS1 4.17E-272 1.222019045 0.323 0.067 9.53E-268 Endothelial 
HLA-A 1.05E-262 1.239485944 0.41 0.112 2.39E-258 Endothelial 
CD36 1.85E-244 0.835887429 0.861 0.626 4.23E-240 Endothelial 
CCSER1 4.52E-237 1.136723247 0.252 0.045 1.03E-232 Endothelial 
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B2M1 6.81E-237 1.243095709 0.71 0.397 1.55E-232 Endothelial 
IGFBP7 2.75E-220 1.138087363 0.382 0.111 6.27E-216 Endothelial 
ENG 3.13E-219 1.095417481 0.257 0.051 7.13E-215 Endothelial 
CD59 9.51E-217 1.150009025 0.264 0.055 2.17E-212 Endothelial 
MEF2C 4.18E-212 0.97502785 0.403 0.124 9.54E-208 Endothelial 
ABLIM1 1.20E-202 1.165155297 0.361 0.109 2.75E-198 Endothelial 
H19 8.03E-201 1.076839693 0.257 0.055 1.83E-196 Endothelial 
TCF41 1.96E-195 0.93894737 0.475 0.178 4.48E-191 Endothelial 
IFITM3 2.11E-192 1.138816406 0.327 0.093 4.81E-188 Endothelial 
CD741 2.90E-189 0.980812067 0.391 0.127 6.63E-185 Endothelial 
TMTC1 5.34E-179 1.240782477 0.312 0.093 1.22E-174 Endothelial 
TMSB4X2 8.23E-171 0.849203033 0.769 0.527 1.88E-166 Endothelial 
FABP5 5.72E-167 1.030336996 0.296 0.085 1.31E-162 Endothelial 
TMSB102 4.64E-157 0.843104495 0.645 0.369 1.06E-152 Endothelial 
MAGI12 7.64E-157 1.040711809 0.498 0.24 1.74E-152 Endothelial 
RALGAPA2 9.45E-155 1.143792913 0.306 0.099 2.16E-150 Endothelial 
DOCK4 9.54E-142 0.934468055 0.286 0.089 2.18E-137 Endothelial 
PTMA 1.85E-132 0.856328159 0.351 0.132 4.23E-128 Endothelial 
TMSB4XP82 2.34E-132 0.867650415 0.424 0.183 5.33E-128 Endothelial 
SYNE2 1.57E-131 0.906357617 0.292 0.098 3.59E-127 Endothelial 
TXNIP1 2.03E-127 0.81593346 0.532 0.281 4.63E-123 Endothelial 
PITPNC1 7.32E-124 0.883607566 0.256 0.08 1.67E-119 Endothelial 
PTRF 4.59E-122 0.771052485 0.337 0.129 1.05E-117 Endothelial 
CALM1 1.27E-120 0.841287684 0.259 0.083 2.91E-116 Endothelial 
MGLL 9.25E-119 0.874077124 0.326 0.128 2.11E-114 Endothelial 
HSPB1 2.82E-115 0.887413677 0.266 0.091 6.44E-111 Endothelial 
TACC1 1.11E-112 0.862277577 0.4 0.186 2.53E-108 Endothelial 
RPL3P41 7.11E-112 0.717558041 0.406 0.181 1.62E-107 Endothelial 
ARHGAP29 4.17E-110 0.937931951 0.292 0.113 9.51E-106 Endothelial 
RASAL21 1.66E-97 0.863839502 0.296 0.121 3.80E-93 Endothelial 
SASH1 2.72E-97 0.721297401 0.302 0.121 6.20E-93 Endothelial 
AC016739.21 3.35E-93 0.564810811 0.468 0.239 7.65E-89 Endothelial 
TIMP31 7.79E-92 0.611389944 0.537 0.32 1.78E-87 Endothelial 
RPLP11 2.46E-88 0.537992073 0.508 0.28 5.62E-84 Endothelial 
RP11-742N3.11 2.20E-87 0.606911973 0.457 0.243 5.01E-83 Endothelial 
MYL61 2.84E-87 0.617739987 0.541 0.329 6.48E-83 Endothelial 
RPS7 2.61E-85 0.71965108 0.256 0.099 5.97E-81 Endothelial 
CTD-
2192J16.151 

1.96E-84 0.611896972 0.381 0.184 4.47E-80 Endothelial 

H3F3B 2.16E-84 0.666853469 0.312 0.137 4.92E-80 Endothelial 
PLCB1 3.56E-84 0.834345665 0.264 0.108 8.12E-80 Endothelial 
RPL111 3.30E-83 0.568372126 0.408 0.205 7.53E-79 Endothelial 
RPL8 8.24E-81 0.584864087 0.355 0.168 1.88E-76 Endothelial 
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RP11-234A1.11 3.91E-80 0.55302004 0.467 0.257 8.92E-76 Endothelial 
ZFP36L1 1.29E-79 0.629009807 0.277 0.116 2.93E-75 Endothelial 
RP13-258O15.1 1.39E-78 0.580306843 0.261 0.104 3.17E-74 Endothelial 
PTPRM1 2.03E-78 0.756544061 0.465 0.284 4.63E-74 Endothelial 
RPL34P181 5.71E-78 0.581787515 0.408 0.211 1.30E-73 Endothelial 
FAU 6.24E-78 0.589804756 0.282 0.119 1.42E-73 Endothelial 
AC022431.1 3.08E-75 0.561638538 0.278 0.118 7.02E-71 Endothelial 
RPS181 3.55E-74 0.550643546 0.382 0.195 8.10E-70 Endothelial 
AKT3 2.60E-72 0.654261665 0.289 0.129 5.93E-68 Endothelial 
RPL15 3.77E-70 0.601003736 0.299 0.138 8.60E-66 Endothelial 
RPL321 1.48E-69 0.522711203 0.436 0.244 3.39E-65 Endothelial 
RP11-122C9.1 5.10E-69 0.542181052 0.325 0.156 1.16E-64 Endothelial 
RPL341 5.53E-69 0.527811638 0.483 0.286 1.26E-64 Endothelial 
RPL10 2.23E-68 0.568039658 0.349 0.176 5.09E-64 Endothelial 
AC004453.81 3.00E-67 0.526103774 0.401 0.217 6.86E-63 Endothelial 
RP11-367G18.2 5.46E-67 0.548365225 0.267 0.117 1.25E-62 Endothelial 
RPS21 9.68E-67 0.515893195 0.357 0.181 2.21E-62 Endothelial 
NRP1 1.41E-65 0.60362119 0.355 0.188 3.22E-61 Endothelial 
RPL13AP51 6.32E-65 0.472443864 0.359 0.182 1.44E-60 Endothelial 
RPL31 1.49E-64 0.520187011 0.325 0.16 3.41E-60 Endothelial 
RPL131 7.44E-64 0.491894389 0.455 0.268 1.70E-59 Endothelial 
RPL35P5 1.58E-63 0.497047873 0.328 0.163 3.61E-59 Endothelial 
AC007969.51 3.04E-63 0.485074827 0.355 0.183 6.95E-59 Endothelial 
RPL13P121 1.66E-62 0.474327711 0.369 0.195 3.78E-58 Endothelial 
RPL27A 7.79E-62 0.502304805 0.337 0.172 1.78E-57 Endothelial 
RPS25 3.73E-61 0.522464772 0.293 0.14 8.51E-57 Endothelial 
RPS61 1.49E-60 0.535656658 0.357 0.191 3.39E-56 Endothelial 
UBC 5.75E-60 0.579187189 0.311 0.157 1.31E-55 Endothelial 
PALMD1 2.32E-59 0.697463922 0.339 0.189 5.30E-55 Endothelial 
PDE4D 1.42E-58 0.268028483 0.255 0.113 3.25E-54 Endothelial 
RPS8 1.57E-58 0.538154981 0.299 0.149 3.59E-54 Endothelial 
ACTB2 2.12E-58 0.482925093 0.476 0.294 4.84E-54 Endothelial 
RPS151 7.19E-58 0.463351042 0.368 0.201 1.64E-53 Endothelial 
RPS27A1 4.72E-57 0.504037907 0.372 0.206 1.08E-52 Endothelial 
PLEKHA7 5.21E-57 0.53166357 0.266 0.127 1.19E-52 Endothelial 
RP11-889L3.1 1.72E-56 0.517672339 0.265 0.126 3.91E-52 Endothelial 
RPL351 1.81E-56 0.451854405 0.383 0.212 4.12E-52 Endothelial 
RPL38 1.18E-55 0.486388923 0.263 0.124 2.70E-51 Endothelial 
RPL36 6.32E-55 0.464402635 0.338 0.179 1.44E-50 Endothelial 
RPL19 1.34E-54 0.482165482 0.327 0.172 3.05E-50 Endothelial 
TPT1 2.10E-54 0.45819254 0.323 0.169 4.79E-50 Endothelial 
SYNE1 2.24E-53 0.622584661 0.272 0.138 5.11E-49 Endothelial 
RPS192 5.19E-53 0.472753138 0.349 0.191 1.18E-48 Endothelial 
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RPL23A 5.85E-53 0.441536684 0.262 0.126 1.34E-48 Endothelial 
RPS141 2.04E-52 0.470571926 0.42 0.252 4.66E-48 Endothelial 
RP11-51O6.1 2.23E-52 0.502016109 0.259 0.125 5.10E-48 Endothelial 
RPL411 2.35E-51 0.466094572 0.383 0.221 5.36E-47 Endothelial 
RPS3 5.97E-51 0.471518098 0.263 0.129 1.36E-46 Endothelial 
RPS23 8.27E-51 0.449338725 0.281 0.141 1.89E-46 Endothelial 
RPS23P8 1.03E-50 0.448930801 0.262 0.128 2.35E-46 Endothelial 
RPS4X 2.49E-50 0.46535623 0.313 0.167 5.69E-46 Endothelial 
RPL28 2.49E-49 0.413776339 0.285 0.145 5.69E-45 Endothelial 
VIM1 7.09E-49 0.396563277 0.496 0.327 1.62E-44 Endothelial 
LGALS11 1.19E-48 0.47250654 0.547 0.397 2.72E-44 Endothelial 
RPS24 3.79E-48 0.427074828 0.283 0.145 8.64E-44 Endothelial 
RPS13 1.99E-47 0.410018759 0.261 0.13 4.55E-43 Endothelial 
ADIRF1 2.06E-47 0.411019148 0.622 0.476 4.71E-43 Endothelial 
RPS16 3.12E-47 0.419093743 0.283 0.147 7.11E-43 Endothelial 
RPL35A 3.47E-47 0.434353354 0.301 0.16 7.93E-43 Endothelial 
OOEP1 4.61E-47 0.389309824 0.345 0.191 1.05E-42 Endothelial 
CAV11 3.28E-46 0.483188312 0.386 0.239 7.49E-42 Endothelial 
EIF1 4.05E-46 0.480354646 0.327 0.186 9.25E-42 Endothelial 
RPLP21 5.11E-46 0.40306727 0.525 0.368 1.17E-41 Endothelial 
RPL30 7.03E-43 0.433498422 0.259 0.135 1.60E-38 Endothelial 
RPS12 7.62E-43 0.439445023 0.28 0.15 1.74E-38 Endothelial 
ACTG1 1.07E-42 0.449825645 0.251 0.129 2.43E-38 Endothelial 
MGST3 1.97E-42 0.541278382 0.254 0.136 4.49E-38 Endothelial 
FTH12 5.89E-41 0.293087869 0.583 0.428 1.35E-36 Endothelial 
RPL37A1 7.56E-41 0.378113995 0.342 0.2 1.73E-36 Endothelial 
RPL29 1.29E-40 0.426476003 0.269 0.145 2.95E-36 Endothelial 
UBA52 8.40E-39 0.388609717 0.259 0.138 1.92E-34 Endothelial 
GPX3 2.08E-38 0.338750575 0.325 0.189 4.75E-34 Endothelial 
RP11-543P15.1 1.56E-37 0.361010863 0.286 0.16 3.55E-33 Endothelial 
RPS91 1.85E-37 0.378904595 0.322 0.19 4.22E-33 Endothelial 
RP11-864N7.2 3.25E-37 0.43685896 0.256 0.139 7.42E-33 Endothelial 
RPS201 4.69E-37 0.376863686 0.358 0.222 1.07E-32 Endothelial 
ATP5E 3.55E-36 0.359656182 0.258 0.141 8.10E-32 Endothelial 
RPS29 8.05E-36 0.353822011 0.326 0.194 1.84E-31 Endothelial 
IGFBP5 2.76E-35 0.324127797 0.258 0.142 6.30E-31 Endothelial 
HSPG2 2.79E-33 0.412255568 0.354 0.23 6.37E-29 Endothelial 
CD63 5.03E-32 0.326832398 0.309 0.188 1.15E-27 Endothelial 
S100A10 8.51E-32 0.336763531 0.253 0.144 1.94E-27 Endothelial 
SERF21 3.42E-26 0.300835989 0.325 0.211 7.80E-22 Endothelial 
PPARG2 9.92E-25 0.413437887 0.421 0.316 2.26E-20 Endothelial 
POLR2L 5.22E-24 0.321161919 0.268 0.169 1.19E-19 Endothelial 
ITM2B 6.30E-24 0.319826177 0.268 0.168 1.44E-19 Endothelial 
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FBXL7 2.30E-23 0.314436651 0.307 0.207 5.25E-19 Endothelial 
LHFP 2.97E-23 0.302334931 0.264 0.166 6.78E-19 Endothelial 
SPARC1 2.67E-22 0.300072825 0.447 0.346 6.09E-18 Endothelial 
PLXDC22 1.27E-21 0.336012631 0.294 0.198 2.89E-17 Endothelial 
RP11-236F9.22 3.20E-16 0.359412531 0.413 0.321 7.29E-12 Endothelial 
HMGB1 3.98E-12 0.272417032 0.282 0.213 9.08E-08 Endothelial 
SNX29P22 1.50E-11 0.324655561 0.539 0.481 3.42E-07 Endothelial 
NEGR11 0 2.380213188 0.561 0.065 0 Fibroblast 
DCLK1 0 2.140848065 0.466 0.056 0 Fibroblast 
LAMA2 0 2.021476135 0.481 0.092 0 Fibroblast 
NOVA13 0 1.839205864 0.588 0.183 0 Fibroblast 
DCN3 0 1.779722478 0.591 0.163 0 Fibroblast 
TNXB 0 1.603384084 0.348 0.064 0 Fibroblast 
COL1A21 0 1.563082899 0.453 0.111 0 Fibroblast 
COL1A1 0 1.559131625 0.261 0.043 0 Fibroblast 
ABCA9 0 1.433585716 0.347 0.088 0 Fibroblast 
COL6A21 0 1.36291633 0.452 0.155 0 Fibroblast 
CFD3 0 1.359334337 0.728 0.5 0 Fibroblast 
ROBO2 2.62E-304 1.477827364 0.296 0.073 5.99E-300 Fibroblast 
RORA3 3.70E-303 1.195172859 0.526 0.263 8.45E-299 Fibroblast 
COL6A3 3.35E-296 1.28508574 0.267 0.058 7.66E-292 Fibroblast 
ABCA10 2.22E-285 1.4487257 0.328 0.101 5.07E-281 Fibroblast 
GSN2 5.34E-285 1.044329559 0.719 0.537 1.22E-280 Fibroblast 
TSHZ22 1.34E-269 1.189682511 0.444 0.195 3.05E-265 Fibroblast 
ABCA6 3.12E-249 1.140279018 0.366 0.135 7.13E-245 Fibroblast 
PRKG1 1.07E-235 1.05149854 0.296 0.09 2.43E-231 Fibroblast 
ABCA8 3.68E-232 1.275724767 0.255 0.069 8.40E-228 Fibroblast 
KAZN 2.91E-228 1.272017751 0.271 0.082 6.65E-224 Fibroblast 
APOD1 5.69E-221 1.516118397 0.391 0.173 1.30E-216 Fibroblast 
ANK2 1.77E-202 1.212550021 0.253 0.078 4.03E-198 Fibroblast 
CCDC80 1.23E-193 1.123362557 0.326 0.13 2.80E-189 Fibroblast 
COL6A1 4.20E-177 1.03091918 0.338 0.148 9.58E-173 Fibroblast 
MGP 1.49E-169 1.244313348 0.298 0.12 3.41E-165 Fibroblast 
FBXL71 9.59E-165 1.104511133 0.356 0.174 2.19E-160 Fibroblast 
SLIT3 8.56E-162 1.047956936 0.361 0.18 1.95E-157 Fibroblast 
DLC12 1.00E-156 0.862602632 0.484 0.304 2.29E-152 Fibroblast 
COL3A12 5.10E-146 1.016523199 0.375 0.202 1.17E-141 Fibroblast 
PID1 8.84E-130 0.861759626 0.276 0.119 2.02E-125 Fibroblast 
RUNX1T1 1.88E-115 0.98710318 0.265 0.124 4.30E-111 Fibroblast 
IGFBP51 1.47E-107 0.930361329 0.261 0.121 3.35E-103 Fibroblast 
LAMC1 9.86E-104 0.908158977 0.28 0.143 2.25E-99 Fibroblast 
LINC004782 2.84E-93 0.811685167 0.379 0.248 6.47E-89 Fibroblast 
S100A41 1.17E-85 0.772408422 0.319 0.184 2.68E-81 Fibroblast 
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ZEB1 2.18E-83 0.852323396 0.261 0.141 4.97E-79 Fibroblast 
GPX31 1.38E-78 0.73715415 0.302 0.174 3.15E-74 Fibroblast 
S100A61 3.35E-76 0.73516689 0.41 0.288 7.65E-72 Fibroblast 
LHFP1 1.60E-75 0.732395162 0.268 0.149 3.65E-71 Fibroblast 
TCF42 1.16E-70 0.603363148 0.308 0.182 2.64E-66 Fibroblast 
CALD1 1.78E-65 0.717082757 0.266 0.158 4.06E-61 Fibroblast 
AUTS23 9.97E-60 0.586825351 0.403 0.299 2.28E-55 Fibroblast 
PLXDC23 5.43E-55 0.6440814 0.288 0.184 1.24E-50 Fibroblast 
PTPRG2 4.29E-53 0.608550191 0.397 0.306 9.80E-49 Fibroblast 
CST32 2.22E-46 0.521717724 0.336 0.238 5.06E-42 Fibroblast 
SVEP1 1.37E-44 0.69151274 0.283 0.198 3.12E-40 Fibroblast 
REV3L 1.45E-43 0.671838786 0.296 0.212 3.31E-39 Fibroblast 
VIM2 3.29E-37 0.487508045 0.407 0.328 7.50E-33 Fibroblast 
RPL412 6.64E-29 0.436123854 0.297 0.221 1.52E-24 Fibroblast 
NFIB1 2.03E-27 0.472174752 0.332 0.269 4.62E-23 Fibroblast 
PARD3B2 1.64E-23 0.494502839 0.341 0.29 3.74E-19 Fibroblast 
RPL132 1.48E-22 0.386379307 0.338 0.275 3.38E-18 Fibroblast 
RPL342 8.21E-21 0.352318416 0.356 0.295 1.87E-16 Fibroblast 
RPLP12 8.86E-21 0.338277308 0.355 0.291 2.02E-16 Fibroblast 
NFIA1 1.11E-20 0.412208373 0.381 0.338 2.54E-16 Fibroblast 
RPL13P122 1.39E-20 0.412333174 0.261 0.201 3.17E-16 Fibroblast 
FTH13 9.66E-18 0.310474388 0.474 0.437 2.20E-13 Fibroblast 
ZBTB201 2.38E-17 0.2944115 0.525 0.516 5.44E-13 Fibroblast 
TIMP32 3.73E-17 0.356552909 0.38 0.335 8.52E-13 Fibroblast 
RPL34P182 1.20E-16 0.357897782 0.276 0.221 2.74E-12 Fibroblast 
RP11-234A1.12 2.65E-15 0.336022431 0.32 0.269 6.04E-11 Fibroblast 
RBMS31 5.92E-15 0.288796883 0.478 0.453 1.35E-10 Fibroblast 
RPS142 1.47E-14 0.339409029 0.308 0.261 3.35E-10 Fibroblast 
AC016739.22 1.62E-14 0.314914704 0.304 0.254 3.69E-10 Fibroblast 
AC004453.82 5.81E-14 0.35391874 0.274 0.228 1.33E-09 Fibroblast 
RPS152 1.08E-13 0.317665686 0.258 0.209 2.46E-09 Fibroblast 
RPS182 1.39E-13 0.345703015 0.253 0.205 3.17E-09 Fibroblast 
RPL112 1.39E-13 0.330508835 0.266 0.217 3.17E-09 Fibroblast 
RPS27A2 8.60E-13 0.287083543 0.263 0.214 1.96E-08 Fibroblast 
RPL322 2.39E-12 0.335301311 0.299 0.257 5.46E-08 Fibroblast 
CELF21 2.55E-12 0.322701156 0.39 0.366 5.81E-08 Fibroblast 
NAALADL22 3.09E-11 0.422839335 0.303 0.276 7.05E-07 Fibroblast 
ANXA2 1.28E-10 0.37648008 0.289 0.26 2.93E-06 Fibroblast 
RPS202 1.43E-10 0.330832978 0.267 0.228 3.27E-06 Fibroblast 
WSB1 3.62E-10 0.373065558 0.26 0.23 8.26E-06 Fibroblast 
LPP1 7.61E-10 0.283732465 0.406 0.392 1.74E-05 Fibroblast 
RPL352 1.46E-08 0.274929213 0.259 0.224 0.00033282 Fibroblast 
RPLP22 1.55E-08 0.255108767 0.402 0.382 0.000353187 Fibroblast 
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HSPG21 1.09E-07 0.317426859 0.264 0.239 0.002488599 Fibroblast 
CHD91 2.59E-05 0.309026522 0.277 0.264 0.591006044 Fibroblast 
F13A1 0 2.588030853 0.469 0.022 0 Macrophage 
FRMD4B1 0 2.412446231 0.542 0.049 0 Macrophage 
PDE4D1 0 2.310055954 0.541 0.084 0 Macrophage 
RBPJ 0 2.146269665 0.523 0.143 0 Macrophage 
LGMN 0 2.120988174 0.45 0.052 0 Macrophage 
MS4A6A 0 2.067403019 0.36 0.021 0 Macrophage 
MAMDC2 0 2.016148564 0.387 0.048 0 Macrophage 
SEPP11 0 1.972323916 0.647 0.163 0 Macrophage 
SCN9A 0 1.957267118 0.268 0.012 0 Macrophage 
SLC9A9 0 1.810956572 0.421 0.082 0 Macrophage 
IQGAP21 0 1.805184796 0.368 0.041 0 Macrophage 
COLEC12 0 1.800661573 0.279 0.03 0 Macrophage 
STAB1 0 1.713315643 0.276 0.035 0 Macrophage 
RBM471 3.92E-276 1.604938132 0.281 0.046 8.95E-272 Macrophage 
MYO5A 4.98E-269 1.569030674 0.343 0.075 1.14E-264 Macrophage 
NAV2 6.15E-254 1.621616281 0.353 0.084 1.40E-249 Macrophage 
RNASE1 1.86E-249 1.870590699 0.366 0.092 4.24E-245 Macrophage 
WWP1 2.33E-236 1.583481587 0.346 0.086 5.32E-232 Macrophage 
MEF2C1 2.43E-209 1.330708266 0.408 0.128 5.54E-205 Macrophage 
C20orf194 7.93E-203 1.439855731 0.353 0.102 1.81E-198 Macrophage 
SLC8A11 6.05E-195 1.443076952 0.29 0.07 1.38E-190 Macrophage 
MTSS1 4.14E-190 1.518813658 0.314 0.085 9.44E-186 Macrophage 
SRGAP2B1 3.59E-171 1.336474453 0.319 0.094 8.19E-167 Macrophage 
MAN1A1 2.47E-167 1.383474566 0.41 0.159 5.64E-163 Macrophage 
PDGFC 1.24E-151 1.429010474 0.293 0.091 2.83E-147 Macrophage 
HDAC91 1.05E-141 1.272411303 0.316 0.106 2.39E-137 Macrophage 
ATG71 7.26E-136 1.252126748 0.333 0.122 1.66E-131 Macrophage 
ME1 4.62E-135 1.396201429 0.284 0.093 1.05E-130 Macrophage 
ZEB23 4.30E-130 1.152195166 0.458 0.227 9.82E-126 Macrophage 
ELMO11 2.64E-124 1.105191847 0.275 0.088 6.02E-120 Macrophage 
PID11 3.15E-100 1.079334032 0.327 0.138 7.20E-96 Macrophage 
TRPS11 4.13E-91 1.075164727 0.348 0.167 9.42E-87 Macrophage 
CD742 2.43E-88 1.033952532 0.321 0.14 5.56E-84 Macrophage 
ITPR2 5.68E-79 1.104234955 0.303 0.142 1.30E-74 Macrophage 
FOXO3 8.10E-74 1.096635807 0.274 0.124 1.85E-69 Macrophage 
FCHSD2 1.42E-73 1.015722612 0.258 0.11 3.24E-69 Macrophage 
LDLRAD4 5.17E-73 1.052598702 0.296 0.141 1.18E-68 Macrophage 
ZSWIM61 1.20E-67 1.086978421 0.251 0.112 2.75E-63 Macrophage 
C10orf112 2.02E-64 0.857162654 0.43 0.274 4.61E-60 Macrophage 
ABCA61 1.77E-63 0.868518497 0.332 0.175 4.03E-59 Macrophage 
ARHGAP242 1.09E-60 0.888142026 0.413 0.264 2.48E-56 Macrophage 
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SAT11 3.48E-59 0.901498047 0.312 0.168 7.94E-55 Macrophage 
SNX29 6.09E-59 0.898955389 0.267 0.131 1.39E-54 Macrophage 
FOXP11 3.64E-58 0.812889968 0.381 0.232 8.31E-54 Macrophage 
PAPD4 6.63E-56 0.925427142 0.292 0.156 1.51E-51 Macrophage 
PEAK1 1.55E-54 0.922235068 0.305 0.169 3.53E-50 Macrophage 
ITSN14 2.98E-53 0.810283458 0.419 0.285 6.80E-49 Macrophage 
NRP11 1.12E-51 0.875226905 0.331 0.194 2.56E-47 Macrophage 
STARD13 2.90E-49 0.94080233 0.283 0.158 6.62E-45 Macrophage 
MEF2A1 9.21E-49 0.865800243 0.31 0.181 2.10E-44 Macrophage 
CPM3 1.80E-44 0.848126353 0.354 0.229 4.10E-40 Macrophage 
AKAP131 3.01E-40 0.760417157 0.276 0.159 6.88E-36 Macrophage 
GNAQ1 1.09E-37 0.751556645 0.253 0.144 2.48E-33 Macrophage 
FTL2 1.38E-29 0.570013308 0.636 0.578 3.15E-25 Macrophage 
TCF12 1.14E-23 0.687308075 0.291 0.206 2.59E-19 Macrophage 
CST33 1.52E-20 0.596920759 0.338 0.253 3.46E-16 Macrophage 
PSAP2 1.79E-17 0.556336037 0.3 0.226 4.09E-13 Macrophage 
AFF31 2.64E-13 0.634035568 0.259 0.202 6.03E-09 Macrophage 
QKI1 4.57E-12 0.555226117 0.302 0.254 1.04E-07 Macrophage 
DPYD2 3.56E-11 0.439576936 0.28 0.227 8.13E-07 Macrophage 
MED13L 1.17E-09 0.450189659 0.314 0.271 2.66E-05 Macrophage 
TXNIP2 1.30E-09 0.288891078 0.358 0.305 2.97E-05 Macrophage 
FHIT2 8.47E-08 0.479746595 0.257 0.22 0.001932672 Macrophage 
MBNL11 7.14E-06 0.313159136 0.382 0.366 0.162984709 Macrophage 
AUTS24 0.002701629 0.322511806 0.327 0.324 1 Macrophage 
TPSB2 0 3.963803176 0.838 0.013 0 Mast Cells 
TPSAB1 0 3.741246083 0.754 0.007 0 Mast Cells 
AC004791.2 0 3.538027141 0.681 0.002 0 Mast Cells 
HPGD 0 2.326799269 0.309 0.008 0 Mast Cells 
HDC 0 2.248647987 0.298 0.002 0 Mast Cells 
KIT 0 2.156220816 0.267 0.003 0 Mast Cells 
RAB27B 0 2.08870495 0.262 0.004 0 Mast Cells 
VWA5A 5.39E-239 2.023174892 0.251 0.008 1.23E-234 Mast Cells 
HPGDS 1.77E-188 1.843250505 0.251 0.01 4.04E-184 Mast Cells 
SYTL3 4.64E-60 1.775407858 0.277 0.041 1.06E-55 Mast Cells 
SLC24A3 7.49E-47 1.761742422 0.298 0.059 1.71E-42 Mast Cells 
NTM5 8.49E-37 1.60684885 0.565 0.245 1.94E-32 Mast Cells 
SMYD3 1.43E-32 1.667716678 0.424 0.15 3.26E-28 Mast Cells 
ELMO12 9.58E-20 1.207605675 0.298 0.104 2.19E-15 Mast Cells 
AGAP1 8.38E-13 1.084375701 0.283 0.125 1.91E-08 Mast Cells 
FER 1.14E-10 1.04291185 0.298 0.154 2.60E-06 Mast Cells 
SNX29P23 5.75E-07 0.538296669 0.586 0.487 0.013118044 Mast Cells 
FOXP12 7.98E-07 0.588121748 0.377 0.246 0.018215318 Mast Cells 
AKAP132 0.000259101 0.667239934 0.257 0.17 1 Mast Cells 
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ANXA1 0.00065147 0.696135504 0.283 0.206 1 Mast Cells 
EXOC6B 0.001014123 0.604649873 0.293 0.22 1 Mast Cells 
PPP3CA 0.00693087 0.593169469 0.267 0.207 1 Mast Cells 
C10orf113 0.008359834 0.445713942 0.351 0.289 1 Mast Cells 
COL25A1 0 2.524444573 0.601 0.031 0 Perivascular 
KCNAB1 0 2.357137001 0.555 0.033 0 Perivascular 
RGS6 0 2.324522556 0.634 0.048 0 Perivascular 
PRKG11 0 2.0882734 0.762 0.121 0 Perivascular 
POSTN 0 2.072924253 0.456 0.027 0 Perivascular 
MYO1B 0 1.931623983 0.467 0.028 0 Perivascular 
STEAP4 5.53E-291 1.568671148 0.286 0.017 1.26E-286 Perivascular 
EBF2 1.35E-282 1.832289532 0.425 0.042 3.08E-278 Perivascular 
FRMD3 2.50E-244 1.660091459 0.381 0.039 5.70E-240 Perivascular 
THBS4 4.20E-238 1.500251199 0.271 0.019 9.60E-234 Perivascular 
NOTCH3 6.48E-218 1.386349498 0.28 0.023 1.48E-213 Perivascular 
GUCY1A2 2.58E-215 1.508843095 0.258 0.019 5.89E-211 Perivascular 
ABCC9 7.68E-186 1.621988806 0.399 0.058 1.75E-181 Perivascular 
NDUFA4L2 9.59E-179 1.506033679 0.253 0.023 2.19E-174 Perivascular 
PDGFRB 1.09E-178 1.487964363 0.396 0.057 2.49E-174 Perivascular 
ENOX1 2.82E-171 1.450340433 0.289 0.032 6.45E-167 Perivascular 
NR2F2-AS1 2.41E-153 1.462714026 0.355 0.054 5.50E-149 Perivascular 
COL18A1 3.24E-152 1.330782062 0.291 0.036 7.39E-148 Perivascular 
IGFBP71 1.00E-148 1.497788519 0.551 0.131 2.29E-144 Perivascular 
RGS5 1.37E-132 1.301391095 0.319 0.049 3.12E-128 Perivascular 
MIR4435-1HG 2.15E-125 1.394942336 0.37 0.07 4.90E-121 Perivascular 
DLC14 4.09E-114 1.259800322 0.767 0.335 9.33E-110 Perivascular 
TINAGL1 6.34E-114 1.177989563 0.253 0.036 1.45E-109 Perivascular 
COL5A3 3.18E-110 1.385599289 0.421 0.101 7.26E-106 Perivascular 
GRK5 5.00E-100 1.190188226 0.328 0.066 1.14E-95 Perivascular 
BTNL91 5.18E-84 0.924851688 0.368 0.089 1.18E-79 Perivascular 
TPM1 4.30E-70 0.986836521 0.286 0.067 9.81E-66 Perivascular 
SLCO3A1 1.02E-64 0.988689841 0.267 0.061 2.32E-60 Perivascular 
SH3RF1 2.58E-63 1.062150399 0.284 0.072 5.88E-59 Perivascular 
IGFBP52 1.63E-62 0.880706651 0.438 0.147 3.73E-58 Perivascular 
MT2A 7.58E-62 1.137365757 0.328 0.094 1.73E-57 Perivascular 
SPARCL11 2.74E-57 0.762246015 0.377 0.118 6.26E-53 Perivascular 
PLCL1 6.97E-57 1.161419429 0.282 0.077 1.59E-52 Perivascular 
THSD7B 3.82E-54 1.250913615 0.253 0.068 8.71E-50 Perivascular 
KALRN1 1.36E-51 0.901829402 0.324 0.102 3.11E-47 Perivascular 
CD364 4.69E-50 0.583564667 0.868 0.647 1.07E-45 Perivascular 
LHFP2 2.09E-47 0.841818946 0.432 0.17 4.77E-43 Perivascular 
ASAP11 6.81E-47 0.906414779 0.407 0.159 1.55E-42 Perivascular 
TSHZ25 1.47E-43 0.691892234 0.533 0.247 3.35E-39 Perivascular 
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DPYSL2 6.95E-43 0.760575332 0.262 0.079 1.59E-38 Perivascular 
EPS8 7.83E-39 0.865349072 0.416 0.186 1.79E-34 Perivascular 
MEF2C2 1.12E-38 0.60655098 0.385 0.15 2.55E-34 Perivascular 
7-Sep 1.12E-35 0.775212328 0.264 0.09 2.56E-31 Perivascular 
CALD11 2.60E-32 0.783257681 0.392 0.178 5.94E-28 Perivascular 
RASAL22 1.98E-31 0.762307949 0.326 0.136 4.52E-27 Perivascular 
APBB24 3.07E-31 0.687825249 0.52 0.288 7.00E-27 Perivascular 
TCF7L1 6.09E-31 0.733613165 0.256 0.093 1.39E-26 Perivascular 
COL6A22 7.12E-31 0.474283024 0.467 0.22 1.62E-26 Perivascular 
RAPGEF2 9.73E-27 0.68532357 0.258 0.102 2.22E-22 Perivascular 
PPARG6 1.24E-26 0.648322151 0.54 0.322 2.83E-22 Perivascular 
RBPMS5 4.72E-26 0.619388637 0.518 0.299 1.08E-21 Perivascular 
A2M1 8.47E-26 0.429714332 0.278 0.109 1.93E-21 Perivascular 
PDZD24 1.77E-25 0.677760192 0.463 0.258 4.03E-21 Perivascular 
RP11-1101K5.1 2.14E-25 0.779216898 0.295 0.132 4.88E-21 Perivascular 
TIMP35 4.16E-25 0.50902582 0.568 0.339 9.48E-21 Perivascular 
AC016739.23 1.08E-24 0.462962216 0.487 0.26 2.46E-20 Perivascular 
ADAMTS121 7.71E-24 0.774121412 0.33 0.16 1.76E-19 Perivascular 
PTK2 8.75E-24 0.720989481 0.302 0.138 2.00E-19 Perivascular 
PTEN 6.92E-23 0.622256299 0.324 0.154 1.58E-18 Perivascular 
RPLP13 6.56E-22 0.43496779 0.52 0.3 1.50E-17 Perivascular 
AGAP11 6.97E-22 0.677669845 0.273 0.123 1.59E-17 Perivascular 
FYN 1.18E-21 0.572574313 0.289 0.131 2.68E-17 Perivascular 
MAML21 4.71E-21 0.546097258 0.537 0.344 1.07E-16 Perivascular 
CDC42BPA 1.35E-20 0.676225208 0.308 0.154 3.08E-16 Perivascular 
FABP44 9.78E-20 0.553067747 0.85 0.749 2.23E-15 Perivascular 
LPP3 1.86E-19 0.480283179 0.579 0.39 4.24E-15 Perivascular 
NBEAL11 3.84E-18 0.48008447 0.419 0.243 8.77E-14 Perivascular 
SASH11 6.80E-18 0.499337388 0.284 0.138 1.55E-13 Perivascular 
IFITM31 1.24E-17 0.490040457 0.253 0.117 2.83E-13 Perivascular 
PTPRG5 2.76E-17 0.521606582 0.502 0.323 6.30E-13 Perivascular 
SYNE21 3.14E-17 0.430167222 0.251 0.117 7.16E-13 Perivascular 
MKL2 3.29E-17 0.623773278 0.251 0.122 7.51E-13 Perivascular 
DLEU21 1.11E-16 0.594555197 0.251 0.121 2.53E-12 Perivascular 
ZEB24 7.00E-15 0.37989211 0.405 0.246 1.60E-10 Perivascular 
MYL9 8.87E-15 0.634039698 0.267 0.141 2.02E-10 Perivascular 
COL4A24 4.80E-14 0.400486724 0.445 0.282 1.09E-09 Perivascular 
RPL3P42 1.51E-13 0.419506453 0.35 0.204 3.44E-09 Perivascular 
CTD-
2192J16.152 

4.64E-13 0.393943817 0.35 0.203 1.06E-08 Perivascular 

MAPK101 5.52E-13 0.556994263 0.289 0.166 1.26E-08 Perivascular 
UTRN1 8.30E-13 0.45340725 0.449 0.301 1.89E-08 Perivascular 
ACTG11 2.49E-12 0.269144295 0.267 0.14 5.68E-08 Perivascular 
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TCF43 4.99E-12 0.272991151 0.357 0.209 1.14E-07 Perivascular 
GPX32 1.18E-11 0.263118416 0.341 0.201 2.69E-07 Perivascular 
MGST31 2.71E-11 0.357427239 0.262 0.146 6.19E-07 Perivascular 
PTMA1 2.77E-11 0.262205157 0.278 0.154 6.33E-07 Perivascular 
PABPC11 4.27E-11 0.287450486 0.289 0.165 9.74E-07 Perivascular 
RPL101 6.98E-11 0.384205929 0.322 0.193 1.59E-06 Perivascular 
COL5A2 1.38E-10 0.472940589 0.302 0.183 3.14E-06 Perivascular 
RPS11 1.73E-10 0.305406812 0.251 0.139 3.96E-06 Perivascular 
PTRF1 2.02E-10 0.262900119 0.267 0.15 4.62E-06 Perivascular 
MKLN1 2.26E-10 0.445809223 0.337 0.215 5.15E-06 Perivascular 
CHD92 4.76E-10 0.425293641 0.385 0.264 1.09E-05 Perivascular 
RBMS34 5.69E-10 0.308656132 0.586 0.455 1.30E-05 Perivascular 
LDB21 5.74E-10 0.256793799 0.26 0.146 1.31E-05 Perivascular 
SPARC3 6.51E-10 0.385476944 0.485 0.354 1.49E-05 Perivascular 
ANGPTL4 8.23E-10 0.52381429 0.256 0.154 1.88E-05 Perivascular 
COL6A11 1.83E-09 0.327012405 0.308 0.191 4.19E-05 Perivascular 
NAV1 2.33E-09 0.322372627 0.275 0.166 5.32E-05 Perivascular 
COL4A11 2.87E-09 0.364914754 0.302 0.191 6.55E-05 Perivascular 
COL3A14 3.80E-09 0.26622972 0.368 0.24 8.67E-05 Perivascular 
PDE8A 4.86E-09 0.424945869 0.26 0.159 0.000110855 Perivascular 
HSPG23 7.46E-09 0.275353215 0.363 0.241 0.000170162 Perivascular 
TACC11 1.30E-08 0.27981542 0.324 0.208 0.000295703 Perivascular 
RBMS1 1.87E-08 0.286088078 0.328 0.215 0.000425684 Perivascular 
ACTB3 2.69E-08 0.293792783 0.441 0.312 0.000613867 Perivascular 
HIP1 3.29E-08 0.407455586 0.256 0.16 0.000751105 Perivascular 
RPS81 7.59E-08 0.362066337 0.26 0.164 0.001731461 Perivascular 
ADIRF2 7.79E-08 0.267201536 0.61 0.49 0.001778395 Perivascular 
CD631 1.05E-07 0.261107712 0.308 0.199 0.002393536 Perivascular 
PARD31 1.51E-07 0.353662053 0.308 0.21 0.003448334 Perivascular 
ZEB11 9.09E-07 0.260189484 0.258 0.168 0.020738328 Perivascular 
LRP4 3.75E-06 0.309534853 0.392 0.295 0.085620141 Perivascular 
UVRAG2 0.000266257 0.272035082 0.317 0.242 1 Perivascular 
DIAPH21 0.000559781 0.258208635 0.33 0.263 1 Perivascular 
SKAP1 0 2.272873288 0.338 0.013 0 T Cells 
FAM65B 0 2.029144115 0.293 0.019 0 T Cells 
ARHGAP15 0 1.952743262 0.394 0.053 0 T Cells 
PTPRC1 8.90E-304 1.820928274 0.358 0.043 2.03E-299 T Cells 
MYO1F1 2.68E-164 1.558022942 0.257 0.041 6.12E-160 T Cells 
CCND3 9.41E-110 1.438551535 0.26 0.06 2.15E-105 T Cells 
PRKCH 5.42E-81 1.326248118 0.293 0.095 1.24E-76 T Cells 
B2M2 1.10E-49 0.764624806 0.619 0.424 2.51E-45 T Cells 
HLA-B1 1.82E-45 0.887142488 0.312 0.139 4.16E-41 T Cells 
RABGAP1L 1.95E-38 1.071448797 0.29 0.141 4.46E-34 T Cells 
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HLA-A1 9.63E-27 0.759406982 0.268 0.141 2.20E-22 T Cells 
MBNL13 2.23E-24 0.647678136 0.473 0.362 5.09E-20 T Cells 
SNX29P24 4.63E-16 0.487872253 0.55 0.485 1.06E-11 T Cells 
TMSB4X3 5.68E-15 0.33005517 0.628 0.552 1.30E-10 T Cells 
RPS22 2.66E-09 0.551989292 0.269 0.199 6.06E-05 T Cells 
RPS193 2.34E-06 0.488725134 0.26 0.207 0.053415349 T Cells 
RPL3P43 3.33E-05 0.394878407 0.255 0.206 0.760600345 T Cells 
RPL343 0.000107206 0.278307736 0.351 0.307 1 T Cells 
RPS27A3 0.000132024 0.31455855 0.267 0.224 1 T Cells 
S100A42 0.000137144 0.301640805 0.262 0.215 1 T Cells 
ACTB4 0.000763594 0.30373759 0.343 0.315 1 T Cells 
RP11-742N3.12 0.001004715 0.2999617 0.301 0.267 1 T Cells 
FOXP13 0.003461248 0.390951084 0.271 0.246 1 T Cells 
 

avg_logFC indicates average log fold change; p_val_adj indicates adjusted p-value 

pct.1 indicates the percentage of cells where the gene is detected in the first group 

pct.2 indicates the percentage of cells where the gene is detected in the second group 

  



87 
 

Supplementary table III-7: Technical factors observed in the METSIM adipose RNA-seq data. 

  Mean SD Min Max 

PCT_CODING_BASES 43.93% 2.94% 31.90% 50.27% 
PCT_UTR_BASES 45.75% 4.01% 34.36% 56.38% 
PCT_INTRONIC_BASES 6.69% 2.21% 2.62% 15.92% 
PCT_INTERGENIC_BASES 3.63% 2.34% 2.08% 24.62% 
PCT_MRNA_BASES 89.68% 3.16% 72.03% 95.24% 
MEDIAN_3PRIME_BIAS 0.81 0.20 0.58 1.88 
MEDIAN_5PRIME_TO_3PRIME_BIAS 0.47 0.19 0.02 0.89 
MEDIAN_CV_COVERAGE 0.56 0.12 0.38 1.11 
RIN 7.74 0.64 6.00 8.90 
TOTAL_MPREADS 3.6E+07 7878216 1.6E+07 6E+07 
Batch * * * * 
MT read percent ** 10.52% 3.60% 3.65% 20.87% 
*: We adjusted for the batches and thus, the summary statistics, such as mean and SD, are not 

applicable. 

**: MT expression was adjusted for 11 technical factors, excluding the MT read percent. 
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Supplementary Figures: 

 

 

Supplementary Figure III-1. In GTEx, we used a t-test to show the association between the 

adjusted MT gene expression (inverse normal transformed) and T2D status in 4 different tissues. 

In (A) visceral adipose and (B) muscle, the adjusted MT expression is significantly higher in the 

non-diabetic individuals than in the T2D patients. In (C) liver and (D) blood, there is no evidence 

of differential MT gene expression between the non-diabetic individuals and the T2D patients.
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Supplementary Figure 2. Our QC process ensures that the SN-RNA-seq accurately estimated the cell-type proportions in subcutaneous 

adipose tissue. (A) The t-SNE plot shows no evidence of a batch effect in SN-RNA-seq clustering. The dots are colored by sample IDs. 

(B) When using all genes in the SN-RNA-seq data without any filtering, the estimated cell-type proportions are not concordant with 

the true cell-type proportions. Thus, using the selected genes (Figure 2B) performs much better than using all genes as reference in the 

decomposition process.
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Supplementary Figure 3. Pearson correlations show the associations between the predictors (BMI, 

corrected MT expression) and Matsuda index in the METSIM and FTC cohorts. The predicted 

Matsuda index is always more strongly associated with the true Matsuda index than any of the 

predictors (Figure 4). (A) The correlation between raw BMI and the Matsuda index in METSIM. 

(B) The correlation between the corrected MT gene expression and Matsuda index in METSIM. 

(C) The correlation between raw BMI and the Matsuda index in FTC. (D) The correlation 

between the corrected MT gene expression and Matsuda index in FTC. 
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Supplementary Figure 4. Using the METSIM cohort as an example, we demonstrate that when 

estimating RNA metrics, including the MT reads, the RNA metrics are heavily biased by the MT 

read percent. When excluding the MT reads to estimate the RNA metrics, the correlations 

between the MT read percent and other RNA metrics are reduced. (A). The qq-plot shows the 

correlations between the MT read percent and estimated RNA metrics, including MT reads. (B). 

The intergenic read percent is dominated by the MT read percent, including the MT reads. (C). 

The qq-plot shows the correlations between the MT read percent and estimated RNA metrics, 

excluding the MT reads. (C). The intergenic read percent is not correlated with the MT read 

percent, excluding the MT reads. 
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Abstract: 

The prevalence of non-alcoholic fatty liver disease (NAFLD) is rapidly increasing worldwide 

due to the ongoing obesity epidemic. NAFLD is also emerging as an important risk factor for 

poor cardiovascular outcomes. Yet, the causal direction between NAFLD and coronary artery 

disease (CAD) has not been established conclusively. Moreover, steatosis (fat in the liver) and 

NAFLD have remained grossly underdiagnosed because currently their diagnosis requires 

cumbersome imaging technologies, such as abdominal magnetic resonance imaging (MRI), 

and/or invasive liver biopsy. These difficulties in diagnosing NAFLD limit the sample sizes of 

NAFLD studies and obstruct identifying the causal relationships between NAFLD and CAD. 

Here we utilized the UK Biobank (UKB) cohort to establish a prediction model that estimates the 

NAFLD status based on common serum traits and anthropometric measures. After training and 

testing in two independent groups, we verified that our NAFLD score (NAFLDS) outperformed 

an established fatty liver index (FLI) and serum ALT in predicting the NAFLD status. Moreover, 

we imputed the NAFLDS for all individuals in the UKB cohort and used the NAFLDS as a 

surrogate for the NAFLD status to explore the causal relationship between NAFLD and CAD. 

We selected the GWAS SNPs of NAFLDS that are also liver-specific cis-eQTLs as the candidate 

instrumental variables (IVs) for Mendelian randomization analysis. By selecting the NAFLDS 

GWAS SNPs that specifically regulate liver gene expression, we 1) reinforce the possibility of a 

valid regulatory effect of the selected NAFLDS VIs on NAFLD; and 2) reduce the potential 

horizontal pleiotropy in which the NAFLDS IVs affect CAD through other pathways not 

mediated by NAFLD. Using these tissue of origin enriched eQTL IVs, we identified a significant 

causal effect of NAFLDS on CAD using MR-PRESSO (Effect size = 0.024, p-value = 9.4e-6). 

We also employed a similar reverse workflow but did not see a causal effect of CAD on NALFD 
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(p-value = 0.26). In summary, we established a prediction model (NALFDS) that outperforms 

the currently available fatty liver index and ALT as a predictor of NAFLD in UKB. Using the 

predicted NAFLDS and tissue-enriched eQTL IVs, we established the significant causal effect of 

NAFLD on CAD while controlling for potential horizontal pleiotropy in a bi-directional MR 

analysis. 
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Introduction: 

It is estimated that over 25% of adults worldwide have non-alcoholic fatty liver disease 

(NAFLD), and an increase in its prevalence has paralleled that of other cardiometabolic disorders, 

such as obesity and type 2 diabetes (T2D)1. The degree of steatosis (fat in the liver) can be 

measured through different imaging techniques, the most accurate of which is abdominal 

magnetic resonance imaging (MRI)2,3. However, unlike anthropometric measures, such as body 

mass index (BMI), or biochemical measures, such as serum liver enzymes and lipids levels, 

abdominal MRI is not readily available, and thus NAFLD may go undiagnosed for years. Thus, 

NAFLD is likely under-diagnosed due to the relative difficulty in obtaining reliable measures of 

liver fat. Moreover, NAFLD may progress to non-alcoholic steatohepatitis (NASH) and 

fibrosis4,5,6. However, abdominal MRI cannot identify inflammation, ballooning, or fibrosis, 

which can only be diagnosed through histological assessment of liver biopsy. These measures are 

the hallmarks of NASH and considered to be especially problematic for liver disease and poor 

cardiovascular outcomes7.  

Statistical models that use serum markers as predictors have been employed to predict the 

NAFLD risk. For example, Giorgio Bedogni et al8 reported a fatty liver index (FLI) that has been 

widely applied and verified in various studies9,10,11. However, the existing prediction models are 

usually built on a limited sample size, which restricts the robustness/accuracy of the prediction 

model. A validation study has shown that FLI did not outperform the simple waist circumference 

in predicting NAFLD among the general population of northern Iran12. Although novel machine 

learning (ML) methods have also been used in predicting NAFLD in some recent studies13,14,15, 

they are still limited by the small sample size and suffer from a potential overfitting problem in 

certain small population groups. Moreover, the necessity of complex ML methods over simple 



102 
 

regression models is under discussion16. The complexity of machine learning models also makes 

them difficult to be applied to different heterogeneous cohorts. To improve the prediction of 

NAFLD using serum traits, we utilized the individuals with ICD9 and ICD10 -based NAFLD 

diagnoses in the extensive UK Biobank (UKB) cohort17 as the ground truth for the NAFLD 

status in our modeling. Accordingly, using the large training cohort (n=4,625), we built a robust 

prediction model of NAFLD and imputed the NAFLD scores (NAFLDS) in the full UKB cohort.  

Genome-wide association studies (GWAS) and subsequent fine mapping have been 

performed for NAFLD to identify causal variants and genes. One study was recently done in 

9,677 individuals of European ancestry to identify the GWAS loci associated with NALFD 

status18. However, due to the previously mentioned relative scarcity of abdominal MRI and liver 

biopsy, identifying risk loci for NAFLD has been slower than with other cardio-metabolic 

diseases, such as obesity, T2D, or hypercholesterolemia. Given that diagnosing NAFLD and 

NASH by either imaging or liver histology is not readily available, one alternative method for 

identifying patients with likely NAFLD is to establish the risk of NAFLD from the correlated 

clinical traits, such as serum liver enzyme, glucose, and lipid levels. Accordingly, we built the 

NAFLDS in UKB, used the NAFLDS as the surrogate of NAFLD, and performed a GWAS to 

powerfully identify the variants associated with NAFLDS in UKB. 

The leading cause of death from NAFLD is coronary artery disease (CAD), with an 

estimated 5-10% of people with NAFLD dying from CAD19,20. It is unclear whether the 

increased risk of CAD mortality in NAFLD patients is due to other metabolic traits known to be 

linked to CAD and correlated with NAFLD (e.g. dyslipidemia, T2D, or obesity), and thus the 

causal direction between NAFLD and CAD has remained elusive19,21,22,23. For example, two 

large studies with long-term follow-up failed to confirm the causal link between NAFLD and 



103 
 

CAD24,25. It is important to establish which CAD risk factors are causal because therapeutic 

interventions should be targeted to the causal risk factors. This is highlighted by the previous 

Mendelian Randomization (MR)-based discoveries, demonstrating that increased LDL 

cholesterol (LDL-C) is causal for CAD, whereas decreased HDL cholesterol (HDL-C) is not26. 

Here, to disentangle the causal relationship between NAFLD and CAD, we present evidence that 

genetically determined liver health (measured through the imputed NAFLD scores) is causal for 

CAD in a bi-directional MR analysis. 
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Results: 

Estimating NALFD score in UKB cohort: 

To impute the NAFLD status using available traits in UKB, we first identified the NAFLD 

patients and healthy individuals using the same ICD9 and ICD10 codes as employed in several 

previous large administrative data-based studies of NAFLD prevalence and 

incidence27,28,29,30,31,32, and MRI data as the ground truth. We identified 2,181 NAFLD patients 

by their ICD9/10 codes (see details in Methods) and treated 2,444 individuals with a non-

steatotic liver, verified by MRI (liver fat percent < 5%), as healthy controls. Then we randomly 

selected 3,700 individuals (80%) from the identified individuals as the training group and the 

remaining 925 individuals as the testing group. We selected 14 NAFLD related traits, including 

age, BMI, liver enzymes, and blood glucose/lipid traits as predictors using LASSO33 to build a 

prediction model that can best predict the NAFLD status in the training data. Then we applied 

the prediction model to the testing group and compared the predicted NAFLD score (NAFLDS) 

to ALT and fatty liver index (FLI)8 on their performance of predicting NAFLD. Figure 1A shows 

that NAFLDS outperformed FLI in predicting the NAFLD status in the testing group and 

achieved the highest AUC in a ROC curve. 

To investigate the relative importance of the different predictors, we also applied a random 

forest model to the same training/testing groups. GGT, waist circumference, and BMI ranked 

high and were identified as the most important predictors. On the contrary, the diabetic traits, 

such as HbA1c and T2D, were less important predictors. Thus, we trained another prediction 

model that only relies on the liver enzymes and anthropometric measures, i.e. ALT, AST, GGT, 

AST/ALT, waist circumference, sex, age, age2, and BMI. The simplified prediction model 

(NAFLDS_simple) also outperformed FLI and any predictor alone in the testing group (Figure 
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1B). Thus, when all predictors in the NAFLDS model are not available, the NAFLDS_simple 

can be employed to obtain a similar prediction power on the NAFLD status. Table 1 shows the 

estimated betas of both NAFLDS and NAFLDS_simple. Since the NAFLDS model is shown to 

accurately predict NAFLD in the testing group, we trained the prediction model using all the 

4,625 individuals who have the ground truth and applied the trained model to the full UKB 

cohort. The predicted NAFLDS was then used as a surrogate for the NAFLD status in our 

downstream analysis. 

NAFLD exhibits a causal effect on CAD: 

To determine whether there is a causal effect between NAFLD and CAD risk, we performed 

a bi-directional MR analysis using the UKB. MR requires the use of proper instrumental 

variables (IVs), which are often SNPs that are known to significantly contribute to the exposure 

(GWAS SNPs). In the UKB cohort, we first predicted the NAFLDS score as a surrogate of the 

NAFLD status. Then we identified 40,918 NAFLDS GWAS variants, which were treated as 

candidate IVs for the causal analysis of NAFLD on CAD. Similarly, we performed a separate 

GWAS for CAD to identify the candidate IVs for the causal analysis of CAD on NAFLDS. With 

only 17,188 CAD individuals in UKB, we identified fewer significant CAD GWAS SNPs 

(n=841) than in the NAFLDS GWAS. Therefore, we also included the reported known CAD 

GWAS SNPs from the large Cardiogram meta-study34 to expand our CAD GWAS SNP pool.  

Moreover, the IVs used in an MR analysis should preferably have a known function to 

provide evidence of lack of horizontal pleiotropy, which is a violation of the MR assumptions35. 

To refine the NAFLDS and CAD GWAS SNPs to those with a plausible function in the liver and 

coronary arteries, respectively, we determined which of the NAFLDS and CAD GWAS SNPs 

are cis expression quantitative trait loci (cis-eQTLs) in their respective tissues. We used RNA-
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sequence (RNA-seq) data of 259 liver biopsies from the Kuopio obesity surgery (KOBS) 

cohort36 to identify the liver cis-eQTLs. We also downloaded the cis-eQTLs identified in liver 

and coronary artery tissue from GTEx v837 and excluded cis-eQTL SNPs that overlapped 

between the liver and coronary arteries to avoid using IVs that function in both tissues. In total, 

162,293 shared cis-eQTLs were identified in both KOBS and GTEx liver cohorts and 464,236 

cis-eQTLs were identified in the GTEx coronary artery samples. We then obtained our final list 

of candidate IVs for NAFLDS and CAD by overlapping the respective cis-eQTLs with the 

significant (p<5e-8) NAFLDS or CAD GWAS SNPs.  

Figure 2A shows the framework of our MR models. Using our approach described above to 

obtain the tissue of origin enriched eQTL NAFLDS IVs, we first selected 68 independent SNPs 

(R2<0.2) that are associated with NAFLDS in the UKB and are liver, but not coronary artery, cis-

eQTLs (FDR<0.05).  We identified a significant positive causal effect (beta = 0.024, p-

value=9.4e-6) of NAFLDS on CAD in the UKB using MR-PRESSO35 that corrects for potential 

horizontal pleiotropy in the MR analysis. Figure 2B,C shows the association between the 

estimated effects (reported by MR-PRESSO) of the IVs on NAFLDS and CAD when treating 

NAFLDS as the exposure variable. We also tested the potential reverse causal effect of CAD on 

NAFLDS. We identified 18 independent SNPs (R2≤0.2) that are both CAD GWAS SNPs and 

coronary artery, but not liver, cis-eQTLs. Figure 2C shows the effects of the IVs on CAD and 

NAFLDS when treating CAD as the exposure variable. Using MR-PRESSO to correct for the 

potential horizontal pleiotropy, we did not find a significant causal effect of CAD on NAFLDS 

(beta=0.33, p-value=0.26). The smaller number of IVs (n=18) in the CAD->NAFLDS MR 

analysis when compared to the NAFLDS->CAD MR analysis (n=68) indicates that we had less 

power to detect the potential reverse causal effect. However, when we limited the IVs of the 
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NAFLDS -> CAD MR analysis to the same number of IVs (n=18), we still observed a significant 

causal effect of NAFLDS on CAD (beta = 0.021, p-value = 0.0064).  In summary, we identified 

the IVs for the MR analyses using the large UKB cohort for GWAS SNPs of both NAFLDS and 

CAD, and refined these IVs to those with functional evidence in their respective tissues. Our bi-

directional MR analysis suggests that NAFLD causally increases the risk of CAD and did not 

identify evidence of reverse causality (CAD causing increased NAFLDS). 
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Discussion: 

We used the extensive UKB cohort to develop a reliable prediction model of NAFLD. By 

combining the relevant serum traits (i.e. liver enzymes, lipids (triglycerides, cholesterol), 

diabetes-related traits (HbA1c, T2D status), age, sex, waist circumference, and BMI), our 

NAFLDS model achieved a high prediction accuracy on NAFLD (AUC = 0.9) and outperformed 

the existing FLI8 index and serum GGT levels. Since the predictors are non-independent traits, 

the estimated betas cannot be directly used to infer the importance of the predictors in NALFD. 

Thus, we also employed a random forest method to predict NAFLD with the same predictors, 

and identified that GGT, waist circumference, and BMI are the most important predictors for 

NAFLD. In the NAFLD model, we did not include serum glucose levels since the UKB 

participants are not under fasting, which can heavily bias the serum glucose level. It is suggested 

that serum glucose and lipid levels are independent predictors for NAFLD8,38, and that GGT is 

the only liver enzyme that is an independent predictor for NAFLD8. However, using only the 

anthropometric measures and liver enzymes, our NAFLDS_simple model achieved a similar 

power in predicting NAFLD status as our NAFLDS model that also utilized the lipid and glucose 

traits. Thus, despite the studies that shows weak associations between ALT/AST and NAFLD8,39, 

our NAFLDS_simple model reinstates the important role of liver enzymes in predicting the 

NAFLD status. 

It is difficult to distinguish the specific contribution of NAFLD on CAD from the other risk 

factors that are shared by NAFLD and CAD23. For example, obesity is a known risk factor for 

both NAFLD40 and CAD41. Thus, it is important to avoid the potential horizontal pleiotropy in 

the Mendelian randomization analysis when investigating the causal relationships between 
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NAFLD and CAD. Here, we included BMI as a covariate to identify the GWAS variants that are 

associated with NAFLDS/CAD without being mediated by the obesity status (BMI). 

Furthermore, we combined the GWAS variants and the tissue-enriched cis-eQTLs to identify the 

GWAS SNPs that affect gene expression specifically in the liver or coronary arteries. The 

overlapped tissue-enriched cis-eQTL GWAS variants could thus exhibit a direct causal role in 

the development of NAFLD/CAD. Using the tissue-enriched cis-eQTL GWAS SNPs as IVs and 

applying MR-PRESSO will reduce the potential pleiotropy and thus improve the reliability of the 

MR analysis. 

In summary, we used key clinical metabolic measurements to build a novel NAFLDS model 

that is easy to employ and outperforms the existing NAFLD prediction model in the UKB cohort. 

When some serum traits, such as HbA1c, triglycerides, and cholesterol, are not available, our 

NAFLDS_simple model can be used to predict the NAFLD status in a similar accuracy as the 

full NAFLDS model. Furthermore, we combined the GWAS variants and tissue-enriched cis-

eQTLs to identify the GWAS SNPs that affect gene expression specifically in the liver or 

coronary arteries. Using these tissue-enriched cis-eQTL GWAS SNPs as IVs and applying MR-

PRESSO to avoid the potential pleiotropy, we identified the one-way causal role of NAFLD on 

CAD.  
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Methods: 

Materials and data cohorts: 

This research has been conducted using the UK Biobank Resource under Application 

Number 3393417. The GTEx coronary artery cis-eQTL results were obtained from the GTEx 

portal in the version of dbGaP Accession phs000424.v8.p237. The KOBS cohort was recruited at 

the University of Eastern Finland and Kuopio University Hospital, Kuopio, Finland. We 

collected the liver biopsies from 259 participants who underwent bariatric surgery. Details about 

the KOBS sample collection and clinical measurements have been described previously36,42. 

Predicting the NAFLD score in UKB: 

In the UKB cohort, the NAFLD cases were identified using the following ICD9/10 codes: 

571.5, 571.8, 571.9, K74.0, K74.6, K75.8, K76.0, similarly as in previous large administrative 

data-based studies of NAFLD prevalence and incidence27-32. We selected the individuals who 

have a liver fat percent < 5%, assessed by abdominal MRI, as the healthy controls. To predict the 

NAFLD status using the other traits, we employed the elastic net regularization43 to predict the 

effect sizes (𝛽) for each variable. We used the ‘glmnet’ package to obtain the 𝜆 that has the 

minimum mean cross-validated error in the training data set, and then used the specified 𝜆 and 

𝛽𝑠 to predict the NAFLDS. Table 1 shows the predictors that were included in the NAFLDS 

prediction model. To evaluate the prediction accuracy, we performed an 80/20 verification in the 

UKB cohort. In more detail, we randomly split the individuals into 2 groups so that the training 

group contained 80% of the individuals and the remaining 20% of the individuals were included 

in the testing group. In the testing group, we compared the predicted NAFLDS, FLI, and GGT in 
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predicting the NAFLD status using a ROC curve. To impute the final NAFLDS in the full UKB 

cohort, we trained the NAFLDS model using all the individuals who have a ground truth 

(combining both the training and testing group) and then applied the prediction model to the full 

UKB cohort. The predicted NAFLDS was used as the surrogate for NAFLD status in our 

following GWAS analysis. 

GWAS analysis: 

We used a linear mixed model implemented by BOLT-LMM44 to identify the associations 

between the genetic variants and the selected traits (NAFLDS, and CAD) while taking the 

population structure in the UKB into account. The CAD patients were identified using the ICD9 

and ICD10 codes, as described by Amit et al45. The NALFDS were inverse normal transformed 

to maintain a normal distribution. We also included age, age2, sex, BMI, top 20 genotype PCs, 

array type, and center ID as covariates. To avoid the potential bias from different population 

structures, only the unrelated Caucasian participants were included in the analysis. Moreover, we 

excluded the individuals with a liver disease other than NAFLD from the GWAS analysis using 

the following ICD9/ICD10 codes: 571.1-4, 571.6, 572.0, 572.8, 573.3, 573.8-9, K70.0-4, K70.9, 

K71.0-2, K71.5-9, K72.0-1, K72.9, K73.0-2, K73.8-9, K74.1-5, K75.0, K75.2-4, K75.9, K76.1-3, 

K76.6-9, and K77.0. Overall, 388,253 individuals were included in the CAD GWAS analysis 

and 316,216 individuals were included in the NAFLDS GWAS analysis. For any un-mentioned 

parameters, we followed the suggestions from the BOLT-LMM manual. 

Mendelian randomization analysis: 
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Using the summary statistics that we obtained from our GWAS analysis, we explored the 

causal relationship of NAFLDS <-> CAD. We first overlapped the KOBS/GTEx liver cis-eQTLs 

and the GTEx coronary artery cis-eQTLs and filtered out the shared SNPs that might affect both 

the liver and coronary arteries. The cis-eQTLs that only exist in one of these tissues were 

identified as the tissue-enriched cis-eQTLs. When using NAFLDS as the exposure variable, we 

overlapped the significant NAFLDS GWAS variants with both the KOBS and GTEx liver-

enriched cis-eQTL variants to identify the SNPs that most likely affect the liver health status, 

reflected by the NAFLDS status. Then we LD pruned (R2 = 0.2) the overlapped SNPs and 

treated the independent SNPs as instrumental variables (IV). When testing the causal effect of 

CAD on NAFLDS, we included both the UKB CAD GWAS SNPs and the 

CARDIoGRAMplusC4D CAD GWAS SNPs34 as the candidate IVs and overlapped these 

GWAS SNPs with GTEx coronary artery-enriched cis-eQTLs. We LD pruned (R2 = 0.2) the 

GWAS cis-eQTLs and treated the independent GWAS SNPs as IVs. Next, we used MR-

PRESSO35 to correct for potential horizontal pleiotropy and test for the causal effects between 

NAFLDS and CAD in both directions. 
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Tables: 

Table IV-1. Betas estimated in NAFLDS model. 
Predictors NAFLDS NAFLDS_simple 
GGT 0.013788 0.014916 
BMI 0.039514 0.200233 
waist 0.06058 - 
ALT 0.008904 0.014813 
AST 0.037278 0.032677 
HbA1c 0.035956 - 
AST/ALT -0.12989 -0.20661 
TG 0.349888 - 
Cholesterol -0.28504 - 
Albumin -0.00351 - 
age -0.14701 -0.15243 
age2 0.001531 0.001715 
sex -1.02516 -0.21388 
T2D 0.412348 - 

The predictors are ranked by their importance in the random forest prediction model. 

  



114 
 

Figures: 

 

Figure IV-1. ROC plots show that NAFLDS outperforms the existing NAFLD predictors. A). 

Validated by a ROC curve, NAFLDS outperforms FLI and achieves a higher AUC. B) The 

NAFLDS_simple model obtains a similar prediction power on NALFD as NAFLDS. Both 

NAFLDS and NAFLDS_simple outperform any predictor alone. The top 3 predictors GGT, BMI, 

and waist do not have a large difference in predicting NAFLD. 
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Figure IV-2. MR analysis shows the causal effect of NAFLDS on CAD. A) Workflow of 

combining liver/coronary artery cis-eQTL and UKB GWAS variants to perform a bi-

directional MR between NAFLDS and CAD. B) The estimated effects of IVs on NAFLDS 

(exposure) and CAD (outcome). C) When we downsampled the NAFLDS -> CAD IVs to 18, 

we still observed a significant causal effect of NAFLDS on CAD. D) There is no evidence 

supporting the causal effect of CAD on NAFLDS. 
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RNA-sequencing technologies have been rapidly improving in recent years, resulting in an 

unprecedented opportunity to sequence transcriptomes from multiple human and model organism 

tissues. For example, the GTEx project1,2 has been collecting RNA-seq samples from various 

human tissues, and the recently updated GTEx v8 has processed 17,382 RNA-seq samples from 

49 tissue types of 979 individuals2. This comprehensive human RNA-seq atlas provides insight 

into how transcriptional activity acts differently across tissues. For example, LPA is a liver-

specifically expressed gene, which encodes an important protein lipoprotein (a) (LP(a)) that has 

been identified as a risk factor of CAD3. Previous studies have shown that serum LP(a) level is 

associated with NAFLD4,5. Our preliminary analysis also showed that the LPA gene expression 

is significantly associated with the steatosis grade in the KOBS cohort. This suggests that the 

cross talk between the liver and heart plays an important role in the progression of NAFLD and 

CAD.  

In this thesis, I focused on integrating multi-omics data, including bulk RNA-seq, single 

nuclei RNA-seq (sn-RNA-seq), and genome-wide genotype data with clinical phenotypes to 

identify essential variants that regulate obesity-related cardiometabolic disorders, and investigate 

how the cross talk between the different tissues affects these complex diseases. For example, in 

chapter III, we discovered that the MT gene expression of subcutaneous adipose tissue plays an 

important role in systemic insulin resistance, whereas the muscle, which has previously been 

considered to be the key tissue for insulin resistance6,7,8,9, did not show a similar association 

between its MT expression and systemic insulin resistance. This analysis reveals that the multi-

tissue cross talk in complex diseases forms a knowledge gap that needs to be more 

comprehensively and systematically addressed in future studies. 
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In chapter II, we developed a novel tool to fast and accurately count allelic reads in RNA-

seq data. Before ASElux was developed, the existing methods in ASE analysis either suffered 

from severe reference alignment bias or were slow and could not be applied to large RNA-seq 

cohorts. By applying ASElux to the GTEx cohort, the allelic read count from ASElux showed a 

significantly better reference/alternative allele balance compared to the traditional pipeline 

employed by the GTEx project2. Due to the limited number of heterozygous exonic SNPs, ASE 

analysis is not able to identify as many SNPs as cis-eQTL analysis. However, since the reads 

from both alleles are processed equally in the RNA-seq data, ASE analysis is less likely to be 

biased by the usual RNA-seq bias sources, such as RIN values and technical factors. Thus, ASE 

analysis provides an optimal tool to fine map cis-eQTL and GWAS variants. For example, in 

chapter II, I used ASElux to identify a splice-QTL, rs11078928 that is in tight LD (R2 > 0.99) 

with an asthma GWAS variant rs1107892710 and an ASE variant. The concordant results 

between ASE and splice-QTL indicate a potential mechanism of rs11078928 in regulating 

splicing of the GSDMB gene in the lungs, and thereby predisposing to asthma. 

Based on the responses from the current users, I will improve ASElux in the following 

aspects:  

Many users do not have personalized genotype data available for an ASE analysis. Therefore, 

some users have tried to treat all common SNPs as the reference and then employ ASElux. 

However, ASElux is not designed to handle all common SNPs as the alignment reference. It 

makes ASElux either failing or being slow when counting the allelic reads. To address this issue, 

I propose to combine ASElux with an RNA-seq variant calling tool to first verify the individual’s 

common exonic SNPs and then employ the verified SNPs in calling allelic expression. 
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ASElux takes the individual’s personal SNPs and builds a smaller annotated reference 

genome to achieve an unbiased alignment. However, this method is limited to SNP array data 

and cannot be applied to the whole genome sequence (WGS) data due to the limitation of RAM 

available. Using the current algorithm, ASElux takes ~20GB of RAM to accurately align the 

exonic reads. However, a large proportion of RNA-seq data consists of intronic reads. If we 

expand the unbiased reference genome of ASElux to both the intronic and exonic reads, ASElux 

would require much more RAM, which makes it unpractical to run. Thus, I developed a novel 

algorithm to directly update the suffix array (i.e. the index system employed by ASElux) based 

on the small changes (SNPs and INDELs) made to the reference genome. Currently, the new 

algorithm is able to update the suffix array of the human genome in ~5 minutes when updating 

the reference genome with ~3 million SNPs. By employing this new algorithm in ASElux, we 

would be able to detect allelic expression not only in exomes but also in the intronic regions. 

ASElux is designed for RNA-seq data. However, since the coverage in the ATAC-seq/ChIP-

seq peak regions is usually high, there would be sufficient reads to detect allele-specific 

binding/open chromatin in DNA-based sequencing data. Similar to ASE analysis, the reference 

alignment bias in ATAC-seq/ChIP-seq data is also an important issue that needs to be addressed. 

Thus, I propose to modify ASElux to fit the needs for the alignment of DNA-based sequencing 

data. The DNA version of ASElux would provide a fast and unbiased allele-specific read counter 

for additional sequence data types. 

In chapter III, I first explored the causality between obesity and insulin resistance in the 

UKB cohort. A previous study has shown that obesity is a causal risk factor for T2D11. However, 

the direction of the causal effect between obesity and insulin resistance remains elusive in 

humans12,13. As the Matsuda index is considered a reliable indicator for systemic insulin 
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resistance14, we utilized the Finnish METSIM cohort15, which is one of the largest cohorts in 

which the Matsuda index has been measured, in order to identify the genetic variants that are 

associated with insulin resistance. Combining with the UKB cohort, we first identified the causal 

effect of obesity on insulin resistance and prediabetes. Next, we further explored the role of 

adipose tissue in systemic insulin resistance. Muscle, instead of the subcutaneous adipose tissue, 

is usually considered as the key tissue for systemic insulin resistance. However, in chapter III, 

we identified the important role of subcutaneous adipose tissue in systemic insulin resistance. 

We first verified that the overall adipose MT gene expression is significantly associated with 

BMI and the Matsuda index in the METSIM cohort. Compared to BMI, the Matsuda index has a 

stronger association with the overall adipose MT gene expression. When combining with the 

estimated adipose cell-type proportions, the adipose tissue together with BMI explained ~45% of 

the total variance in insulin resistance. Moreover, we built a prediction model that uses adipose 

RNA-seq data and BMI to impute the Matsuda index in 3 independent cohorts. Since the 

Matsuda index is often not available in large cohorts, our imputation model can be applied to 

estimate the insulin resistance in adipose RNA-seq cohorts, such as GTEx, in future studies. 

While investigating the association between adipose tissue and systemic insulin resistance, 

we utilized single-nuclei RNA-sequencing (sn-RNA-seq) data to explore tissue composition in 

the subcutaneous adipose tissue. Using subcutaneous adipose sn-RNA-seq data as the reference, 

we decomposed cell-type proportions based on bulk adipose RNA-seq data. We verified the 

estimated cell-type proportions in 6 individuals who had both the sn-RNA-seq and bulk RNA-

seq data sequenced. We discovered that a large proportion of genes have different expression 

patterns between bulk and sn-RNA-seq data. Thus, we proposed a simple strategy that first 

identifies the genes that have similar expression patterns by comparing the sn-RNA-seq and the 
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bulk RNA-seq data. Then, we only used the concordant genes to estimate the cell-type 

proportions. Using this straight forward design, we improved the accuracy of estimating adipose 

cell-type compositions. Furthermore, we developed a method Bisque16 that first learns the 

transformation model between sn-RNA-seq and bulk RNA-seq data, and then uses the 

transformed bulk gene expression to estimate the cell-type proportions. The novel method is 

shown to outperform the existing decomposition method in both adipose and brain sn-RNA-seq 

data16. 

We have shown that in the METSIM cohort, the overall MT gene expression and estimated 

cell-type proportions together explained ~30% of the variance in insulin resistance (measured by 

a high value of the Matsuda index). The MT gene expression and several estimated cell-type 

proportions were significantly associated with the Matsuda index in a LASSO model. This 

suggests that adipose tissue has an important role in systemic insulin resistance. However, we did 

not observe the same association between the muscle MT gene expression and the Matsuda index 

in the GTEx cohort. Since muscle is considered to be an important tissue for systemic insulin 

resistance, the missing link between muscle MT gene expression and Matsuda index warrants 

further investigation. 

Noteworthy, we have shown that the overall adipose MT expression is significantly 

associated with BMI and insulin resistance in adipose RNA-seq data. Usually, the MT read 

percent is considered as a technical factor that needs to be adjusted when estimating the gene 

expression; however, adjusting gene expression for MT read percent in adipose tissue will 

remove the true signals between certain genes and BMI/insulin resistance. Moreover, since the 

MT reads contribute to a large proportion of the adipose RNA-seq data, the gene expression and 

technical factors are heavily biased by BMI in the adipose RNA-seq data. We have shown that 
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the MT read percent is significantly associated with almost all technical factors in a usual RNA-

seq pipeline. Thus, it is important to first exclude the MT reads before estimating gene 

expression or technical factors, such as 3 prime bias and exonic reads percent. Since we did not 

observe similar associations between MT reads and other tissues, such as muscle and liver, our 

study suggests a special caution regarding the MT reads in adipose RNA-seq data. 

In chapter IV, we employed a new prediction model of NAFLD in the UKB cohort to 

examine the causality between NAFLD and CAD. First, we built a prediction model that uses 

multiple metabolic traits (lipids, liver enzymes, and glucose/T2D/HbA1c) and anthropometric 

measures (BMI and waist circumference). The predictors explained ~40% of the total variance of 

NAFLD in a logistic model and achieved a high prediction accuracy of AUC = 0.9. The NAFLD 

score (NAFLDS) outperforms the existing fatty liver predictor (FLI)17 and any predictor alone. 

Due to the complex clinical procedures required for diagnosing NAFLD, previous NALFD 

GWASs have been restricted by a small sample size. To overcome this limitation, we imputed 

the NAFLDS in the UKB cohort and treated NAFLDS as a surrogate for the NAFLD status to 

perform a GWAS and identify genetic variants associated with NAFLD. In the UKB cohort, we 

identified 40,918 NAFLDS GWAS variants, most of which are novel.  

To explore the causal relationships between NAFLD and CAD, we utilized tissue-enriched 

cis-eQTLs to reduce the potential horizontal pleiotropy in the MR analysis. Since NAFLD and 

CAD share many risk factors, such as obesity and hypertension, it is important to adjust for the 

potential effects of these shared risk factors. Thus, we first identified the NAFLDS GWAS 

variants that are also liver cis-eQTLs in two independent cohorts (GTEx and KOBS) and then 

excluded any cis-eQTLs in the coronary arteries in GTEx. In this way, we selected the cis-eQTL 

NAFLDS GWAS variants that most likely to have a direct effect on NAFLD in the liver. Using 
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these cis-eQTL NAFLDS GWAS variants as IVs, we showed a significant causal effect of 

NAFLDS on CAD (effect size = 0.024, p-value = 9.4e-6). On the contrary, there was no 

evidence for a reverse causal effect (CAD -> NAFLDS) using a similar pipeline. Since NAFLDS 

is a predicted score that consists of various traits, we cannot rule out the possibility that some of 

the predictors introduce horizontal pleiotropy to the MR. Thus, we also performed a similar bi-

direction MR of the liver enzyme ALT <-> CAD. Although ALT has a weaker association with 

NAFLD than NAFLDS, it is widely used as a surrogate of liver health in many previous studies18. 

We identified the same one-way causal effect of liver health on the heart using ALT and CAD as 

the target traits. The two MR analysis shows that NAFLD has a significant causal effect on CAD, 

whereas no reverse causal effect (CAD -> NAFLD) was identified at the same significance level. 

In summary, we integrated RNA-seq data from multiple independent human cohorts and 

tissues, including lung, adipose, liver, and coronary arteries, with deep cardiometabolic 

phenotype data and other omics data, such as sn-RNA-seq and genome-wide SNP data, to 

investigate the role of these tissues in obesity-related cardiometabolic disorders. We first 

developed a fast and reliable tool, ASElux that counts allele-specific expression by combining 

RNA-seq data and personal level genotype information. The fast speed makes ASElux ideal for 

performing ASE analysis in large scale RNA-seq cohorts, such as GTEx and METSIM. Then, 

we used sn-RNA-seq data as a reference and decomposed the cell-type proportions from adipose 

bulk RNA-seq samples. Using the estimated adipose composition, we showed that adipose tissue 

plays an important role in systemic insulin resistance. Next, we built a novel model that 

accurately predicts the NAFLD status in UKB and outperforms the existing NAFLD scoring 

system. Using the predicted NAFLDS, we discovered a one-way causal effect of NAFLD on 

CAD. The obesity-related cardiometabolic disorders have become a rapidly developing health 
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burden worldwide. Our studies suggest that by comprehensively integrating multi-omics data 

from various human tissues, we will be able to decipher the key causal mechanisms in the 

development of complex cardiometabolic disorders and save more lives in the near future. 
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