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Abstract

Intermolecular interactions between radicals and closed-shell molecules are ubiqui-

tous in chemical processes, ranging from the benchtop to the atmosphere and extrater-

restrial space. While energy decomposition analysis (EDA) schemes for closed-shell

molecules can be generalized for studying radical-molecule interactions, they face chal-

lenges arising from the unique characteristics of the electronic structure of open-shell

1



species. In this work, we introduce additional steps that are necessary for the proper

treatment of radical-molecule interactions to our previously developed unrestricted

Absolutely Localized Molecular Orbital (uALMO)-EDA based on density functional

theory calculations. A “polarize-then-depolarize” (PtD) scheme is used to remove ar-

bitrariness in the definition of the frozen wavefunction, rendering the ALMO-EDA

results independent of the orientation of the unpaired electron obtained from isolated

fragment calculations. The contribution of radical rehybridization to polarization en-

ergies is evaluated. It is also valuable to monitor the wavefunction stability of each

intermediate state, as well as their associated spin density profiles, to ensure the EDA

results correspond to a desired electronic state. These radical extensions are incor-

porated into the “vertical” and “adiabatic” variants of uALMO-EDA for studies of

energy changes and property shifts upon complexation. The EDA is validated on two

model complexes, H2O· · ·•F and FH· · ·•OH. It is then applied to several chemically

interesting radical-molecule complexes, including the sandwiched and T-shaped ben-

zene dimer radical cation, complexes of pyridine with benzene and naphthalene radical

cations, binary and ternary complexes of the hydroxyl radical with water (•OH(H2O)

and •OH(H2O)2), and the pre-reactive complexes and transition states in the •OH

+ HCHO and •OH + CH3CHO reactions. These examples suggest that this second

generation uALMO-EDA is a useful tool for furthering one’s understanding of both

energetic and property changes associated with radical-molecule interactions.
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1 Introduction

Understanding intermolecular interactions involving radicals is of key importance in many

areas of chemical research. The uptake of radicals by closed-shell molecules gives rise to

the pre- or post-reactive complexes in many atmospheric chemical reactions,1–4 and the par-

ticipation of neutral molecules (such as H2O) can make a significant difference to reaction

kinetics by modulating the relative stability of transition states or reaction intermediates.5–11

In environments that facilitate ionization such as the interstellar medium, the interaction

of radical cations with neutral molecules initiates many exotic clustering and even polymer-

ization processes that are rarely observed under laboratory condition.12–15 In addition, in

organic reactions catalyzed by transition metal complexes, the association of a substrate with

an open-shell metal center can be viewed as radical-molecule interaction as well. Compared

to interactions between closed-shell molecules, radical-molecule interactions display unique

characteristics. For example, a radical can behave as either an electron donor or acceptor,

resulting in the formation of 2c-1e or 2c-3e bonds.16,17 Moreover, a radical may have multi-

ple closely lying electronic states, and their relative stability can be altered in the presence

of other molecules.18–21 The fundamental role played by these interactions in a wide range

of chemical processes and their intriguing features have thus motivated the development of

many theoretical methods aiming to further understand them.

Energy decomposition analysis (EDA)22–25 is a category of methods that is able to sepa-

rate the total intermolecular interaction energy into physically intuitive, meaningful terms,

such as permanent electrostatics, polarization, dispersion, etc. While many perturbative or

variational EDA schemes have been developed primarily for studying interactions between

closed-shell molecules, not all of them have been extended to treat open-shell systems. Un-

der the framework of symmetry-adapted perturbation theory (SAPT),26,27 the open-shell

equations have been derived for the SAPT0 level of theory (second order for intermolecular
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correlation and zeroth order for intramolecular correlation),28,29 and an efficient implementa-

tion using density fitting based on unrestricted Hartree-Fock (UHF) reference was reported

recently.30 EDA methods based on density functional theory (DFT) calculations commonly

adopt the “supermolecular” approach, i.e., decomposing the total interaction energy defined

as the difference between the energy of the full system and the sum of fragment energies.

It is thus relatively straightforward to enable the application of these methods to open-shell

systems by using unrestricted (U) or restricted open-shell (RO) self-consistent field (SCF)

calculations at the fragment and supersystem levels. Such extensions have been achieved

for the pair interaction (PI)-EDA,31 the constrained space orbital variation (CSOV) ap-

proach,32 and many other popular EDA schemes.33–37 Besides DFT-based approaches, ex-

tensions of wavefunction theory (WFT)-based EDA schemes to open-shell systems have also

been achieved, including the recently developed local energy decomposition (LED) analysis

under the quasi-restricted38 domain-based local pair natural orbital (DLPNO) framework21

and the extension of absolutely localized molecular orbital (ALMO)-EDA to restricted open-

shell second-order Møller-Plesset perturbation theory (ROMP2)39 by some of us.40

In this paper, we present the recent development and applications of ALMO-EDA for

studying radical-molecule interactions, i.e., the interactions between open-shell and closed-

shell species. The original ALMO-EDA scheme partitions a total interaction energy into

frozen interaction (FRZ), polarization (POL), and charge-transfer (CT) contributions,41 and

it was extended to treat systems involving radicals by Horn et al.35 Recent years have seen the

development of an improved, second-generation ALMO-EDA scheme,42 which has addressed

two limitations of the original approach: (i) the use of fragment electrical response functions

(FERFs)43 allows for a useful basis set limit for the separation of POL and CT contributions;

(ii) the further decomposition of the FRZ term into contributions from permanent electro-

statics (ELEC), Pauli repulsion (PAULI), and dispersion (DISP) was enabled.44,45 Parallel

to the development of ALMO-EDA for energetics, recently we also proposed the adiabatic
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ALMO-EDA scheme to analyze changes in molecular properties induced by intermolecular

binding.46 This approach has shown its usefulness via applications in characterizing the origin

of structural changes and/or vibrational frequency shifts upon the formation of hydrogen-

bonding (HB),46–48 halogen-bonding (XB),20,49 and metal-carbonyl complexes.50–52 In the

following sections, we will focus on the applications of second-generation ALMO-EDA and

the adiabatic ALMO-EDA to intermolecular interactions involving open-shell species. Other

notable recent advances in ALMO-EDA include the extensions for treating bonded interac-

tions53,54 and interactions involving excited electronic states,55,56 as well as developments for

the use of correlated wavefunction methods.40,57,58

The initial supersystem state in the ALMO-EDA procedure, the frozen wavefunction, is

typically constructed via a concatenation of fragment orbitals that are optimized in isola-

tion.41 The same choice was made by many other popular supermolecular approaches, such

as the EDA-NOCV (natural orbitals for chemical valence) method24,59,60 and the block-

localized wavefunction (BLW)-EDA.61–63 Even in SAPT,26 the zeroth-order wavefunction is

also chosen to be the direct product of unperturbed fragment wavefunctions. One challenge

faced by all these methods in practice is that the initial state will not be uniquely defined

when the open-shell species has degenerate electronic configurations. This is typically the

case for radicals with highly symmetric structures, such as F• (spherically symmetric) and

•OH (C∞v).

We demonstrate this problem using the H2O· · ·F• complex from the dataset of radical-

neutral complexes by Tentscher and Arey (referred to as the TA13 dataset throughout this

paper),64 whose geometry is shown in Fig. 1(a). As shown in the leftmost two panels of

Fig. 2, when F· · ·O is along the z axis (“z-aligned”), the C∞ axis of the spin density on

F• obtained at the fragment level, which corresponds to the orientation of the unpaired 2p

electron, lies in the symmetry (Cs) plane; when F· · ·O is along the x axis (“x-aligned”),

however, the spin density has its C∞ axis perpendicular to the above-mentioned plane.
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(a) (b)

Figure 1: Complexes from the TA13 dataset:64 (a) H2O· · ·F• and (b) FH· · ·•OH. As isolated
radicals, both F• and •OH have the odd electron in a degenerate orbital whose orientation is
undefined (or “unresolved”, as shown in Fig. 2) when imported as frozen orbitals into the radical-
molecule complexes (a) and (b).

These two electronic configurations that correspond to the 2A′ and 2A′′ supersystem states,

respectively, are no longer degenerate at the supersystem level, resulting in distinct energies

for the initial frozen state with a difference of up to 11 kcal/mol. On the other hand,

the spherically symmetric F• radical is indistinguishable at the fragment level during the

calculations for the z- and x-aligned complexes, and in fact the same electronic configuration

with the β-hole (empty orbital with β spin) residing in 2pz is obtained. One can infer that

the arbitrariness in fragment spin orientation will affect any EDA scheme that utilizes the

direct or antisymmetrized product of isolated fragment wavefunctions as the initial state,

rendering their results non-unique. It is thus highly desirable to develop a protocol that

is able to eliminate such arbitrariness in an automated fashion and always yield the same

electronic configuration for the initial state regardless of the spatial orientation of the given

complex structure.

The remainder of this paper is organized as follows. In Sec. 2, we first briefly summarize

the previously developed second-generation ALMO-EDA and adiabatic EDA schemes and

then introduce the procedure to resolve the issue arising from the arbitrariness of fragment

spin orientation, whose effectiveness is validated with complexes from the TA13 dataset. We

then employ these methods to study the intermolecular interactions in several sets of radical-

molecule complexes, including complexes involving aromatic radical cations (Sec. 4) and

hydroxyl radical (•OH) complexes with water and aldehydes (Sec. 5). Concluding remarks

are given in Sec. 6.
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z-aligned:
z

x
unresolved polarized resolved

x-aligned:
x

y
unresolved polarized resolved

+8.54 kcal/mol +6.88 kcal/mol +8.30 kcal/mol

+19.52 kcal/mol +6.88 kcal/mol +8.30 kcal/mol

Figure 2: Contour plots (with an isovalue of 0.005 a.u.) of the spin density (Pα − Pβ) for
the H2O· · ·F• complex at different stages of the fragment spin alignment procedure. The F· · ·O
connection is along the z axis on the upper panels and x axis the lower ones. The leftmost stage
(“unresolved”) corresponds to the results obtained directly from fragment SCF calculations, which
depend on the orientation of the F orbitals in the lab frame. Orienting the radical electron of F•

along the F· · ·O axis yields an energy increase of 8.5 kcal/mol versus fragments, while a much larger
increase of 19.5 kcal/mol occurs when the odd electron is perpendicular. The middle (“polarized”)
and rightmost (“resolved”) stages correspond to the spin densities associated with the converged
SCF-MI solution and the resulting depolarized fragment orbitals, respectively. The total energy of
each intermediate state is evaluated relative to the sum of isolated fragment (H2O and F•) energies
at the M06-2X/def2-TZVPD level of theory.

2 Method

2.1 Summary of ALMO-EDA Based on Kohn-Sham or Hartree-

Fock Electronic Structure Methods

Here we consider an intermolecular interaction energy (∆EINT) calculated from the super-

molecular approach using single-determinant electronic structure methods such as Kohn-

Sham (KS)-DFT.65,66 In the second-generation ALMO-EDA,42 the total intermolecular in-
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teraction energy (∆EINT) is decomposed as

∆EINT = ∆EFRZ + ∆EPOL + ∆ECT

= ∆EELEC + ∆EPAULI + ∆EDISP + ∆EPOL + ∆ECT (1)

The frozen (FRZ) term, ∆EFRZ, captures the energy change upon the formation of the

complex without relaxing the fragment wavefunctions, which comprises contributions from

permanent electrostatics (ELEC), Pauli repulsion (PAULI), and dispersion (DISP). It is

defined as the difference between the energy associated with the antisymmetric product of

isolated fragment wavefunctions, which is denoted as EFRZ, and the sum of fragment energies:

∆EFRZ = EFRZ −
Nfrag∑
F=1

EF (2)

The further separation of the FRZ term can be achieved using either the “quasiclassical”45

or the “orthogonal”44 decomposition schemes, depending on whether the ELEC component

is evaluated using unmodified isolated fragment electron densities. While the “orthogonal”

decomposition scheme has the advantage that all the three terms are evaluated in a properly

antisymmetrized electronic state, we found that the results given by the “quasiclassical”

approach are easier to interpret in many applications. We refer the reader to our previous

publications42,44,45 for details about these two decomposition schemes.

The polarization (POL) term, ∆EPOL, is defined as the energy lowering resulting from

the relaxation of each fragment in the presence of others without any inter-fragment or-

bital mixings. In ALMO-EDA, the polarized intermediate state (whose energy is denoted

as EPOL) is obtained by variationally optimizing the supersystem wavefunction subject to

the constraint that the molecular orbitals (MOs) of a given fragment are expanded by ba-

sis functions belonging to that fragment alone, i.e., the MOs are “absolutely localized” on
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fragments and only intra-fragment occupied-virtual orbital mixings are allowed in this proce-

dure. This special variational optimization problem is called “SCF for molecular interaction”

(SCF-MI) and can be tackled by solving locally projected SCF equations67–69 or employing

gradient-based optimization methods.43 The POL term is then evaluated as

∆EPOL = EPOL − EFRZ (3)

The charge-transfer (CT) term in ALMO-EDA is defined as the energy lowering relative

to the polarized state when inter-fragment orbital mixings are permitted, which can be

evaluated by taking the difference between the fully relaxed, unconstrained SCF energy

(EFULL) and the energy of the polarized state:

∆ECT = EFULL − EPOL (4)

One should note that the CT definition in ALMO-EDA does not necessarily imply net flow

of charge, as we have demonstrated previously.50 Instead, it should be understood as an

energetic stabilization effect arising from the delocalization of electrons, akin to the well-

accepted concept of dative interactions in inorganic chemistry.

As revealed by Eqs. 3 and 4, the polarized yet CT-forbidden state plays a key role in

the definition of both the POL and CT terms. In the original ALMO-EDA scheme,41 the

variational subspace of each fragment is spanned by the entire set of atomic orbital (AO)

basis functions residing on it, which we refer to as the AO-based ALMO scheme. It has been

shown that the separation of POL and CT using this scheme lacks a well-defined basis set

limit, since the overlap between basis functions on different fragments increases when larger

AO basis sets are employed, rendering the distinction between intra- and inter-fragment

relaxations ambiguous.43,70,71 This drawback of the original method can be addressed by

utilizing fragment electric response functions (FERFs) to define the variational subspace of
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each fragment,43 which selects a subset of virtual orbitals on each fragment that are most

relevant to its response to an external electric field. The reader can find more details about

the FERF approach in our previous work.43,50

The scheme summarized above is also referred to as the vertical ALMO-EDA since all

the energy components are evaluated at a single fixed geometry. While it is a useful tool for

understanding the energetics of intermolecular binding, a vertical EDA is unable to directly

probe influences of intermolecular interactions on molecular properties. These observable

effects, however, are important fingerprints for characterizing intermolecular interactions in

experimental studies. To address this gap, we formulated an adiabatic ALMO-EDA ap-

proach,46 in which one relaxes the geometry of an intermolecular complex in each of the

intermediate states (isolated fragment, FRZ, POL, and fully relaxed) in an ALMO-EDA

procedure. The energy components are then defined as the energy difference between the

stationary points obtained on two adjacent potential energy surfaces (PESs):

∆E
(ad)
FRZ = E

(0)
FRZ −

Nfrag∑
F=1

E
(0)
F (5)

∆E
(ad)
POL = E

(0)
POL − E

(0)
FRZ (6)

∆E
(ad)
CT = E

(0)
FULL − E

(0)
POL (7)

where the superscripts “ad” are used to differentiate the adiabatic FRZ, POL, and CT

terms from their counterparts in vertical ALMO-EDA and “0” denotes energies calculated

at stationary points on each PES. A detailed comparison between the vertical and adiabatic

ALMO-EDA regarding the differences in their concepts and numerical results is available in

ref. 46. Most recently, we introduced two additional intermediate states on which either the
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forward or the backward CT is permitted, which are denoted as CTf and CTb, respectively:52

∆E
(ad)
CTf = E

(0)
CTf − E

(0)
POL (8)

∆E
(ad)
CTb = E

(0)
CTb − E

(0)
POL (9)

The adiabatic EDA scheme allows one to probe how each interaction component affects

the structural and vibrational features of an intermolecular complex. This is achieved by

performing geometry optimization followed by harmonic frequency analysis on each PES,

which is vastly facilitated by the availability of nuclear gradients (forces) at all levels of

an ALMO-EDA calculation: the nuclear forces for standard KS-DFT are employed for the

isolated fragment and fully relaxed states, and the forces for the FRZ, POL, CTf, and CTb

states have been reported in our previous work.45,52

The equations for the vertical and adiabatic ALMO-EDA schemes were derived in spin-

orbital notation in our previous publications43,44,46 such that they can be applied to cases

with either restricted or unrestricted orbitals. In the present work, we focus on interactions

between radicals and closed-shell species and thus we employ ALMO-EDA with unrestricted

orbitals, which is denoted as uALMO-EDA in the following discussion.

2.2 Unique Definition of the Frozen State: the “Polarize-then-

Depolarize” Approach

We now elaborate the procedure that resolves the arbitrariness in the definition of the frozen

state when the open-shell species is highly symmetric and/or has degenerate electronic con-

figurations. Due to degeneracy at the fragment level, it is unlikely that the β-hole will be

properly oriented without at least some information about the full system. Therefore, we

take advantage of the external perturbation exerted by other fragments, which typically

breaks the original degeneracy of MOs belonging to the isolated open-shell species. Such a
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perturbation can be fully incorporated through an SCF-MI calculation as in the polarization

step of the ALMO-EDA procedure, which is illustrated as the transition from stage (i) to

(ii) in Fig. 3.

A A BB A B

(i) (ii) (iii)

OA VA

OB VB

OA VA

OB VB

polarization

SCF-MI

depolarization

MOM on 
fragments

OA VA OB VB

OA VA

OB VB

Figure 3: Procedure of the “polarize-then-depolarize” (PtD) approach for uniquely defining the
frozen state. Stage (i): the initial frozen state constructed from unaligned fragment orbitals;
stage (ii): the polarized wavefunction obtained from an SCF-MI calculation; stage (iii): the final
frozen state constructed from aligned fragment orbitals. The upper panels illustrate the electronic
configurations of the complex, where fragment A corresponds to a closed-shell moiety and B an
open-shell species with degenerate electronic configurations. The lower panels demonstrate the
MO coefficients at each stage, where the solid and shaded blocks represent MOs optimized at the
isolated fragment level and the polarized ones in the global system, respectively. Note that the
MOs on fragment B in the initial (i) and final (iii) frozen states differ from each other, as indicated
by slightly different colors.

As the polarized wavefunction is variationally optimized, it provides a possible way to

define a single most appropriate electronic configuration for the frozen state. Using polar-

ized fragment orbitals that are represented by the diagonal blocks of the converged ALMO

coefficient matrix, one can recalculate the MOs of each fragment without the presence of

other fragments, which corresponds to the “depolarization” step in Fig. 3, that is, the tran-

sition from stage (ii) to (iii). To prevent the fragment MOs from rotating away from the

optimal electronic configuration determined by the polarized ALMOs, we suggest one to
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perform these “depolarizing” SCF calculations using the initial maximum overlap method

(IMOM)72,73 combined with the direct inversion of iterative subspace (DIIS)74 algorithm.

After each diagonalization of the Fock matrix, IMOM chooses to occupy the new MOs that

have the largest projection into the space spanned by the initial guess orbitals, which thus

ensures the resemblance between the polarized and depolarized fragment MOs. In the rest

of this paper, we refer to the procedure described above and illustrated in Fig. 3 as the

“Polarize-then-Depolarize” (PtD) approach.

We note that the ambiguity in the definition of the frozen state due to the presence

of highly symmetric open-shell species was previously discussed in the context of ALMO-

EDA for bonded interactions by some of us.53,54 In the original scheme, which is based on

a complete active space(2,2) [CAS(2,2)] description of a single chemical bond,53 a similar

PtD approach was employed: using polarized fragment orbitals (in the spin-flipped state)

as the initial guess, the RO wavefunction on each isolated fragment is relaxed, successively,

with respect to doubly occupied-virtual (D-V) orbital rotations, singly occupied-virtual (S-

V) rotations, and finally all possible orbital rotations. The desired electronic wavefunction

given by the polarized fragment orbitals is retained in the resulting fragment orbitals in

most cases, thanks to the stepwise manner of handling these orbital rotations. The recent

extension of ALMO-MP2-EDA to RO orbitals also adopted the PtD approach,40 where the

resemblance between the polarized and depolarized fragment orbitals was ensured via MOM

as in the present paper.

One can use the following criteria to verify whether the fragment spin alignment scheme is

functioning properly for a given system: (i) the isolated fragment energies should be identical

before and after being aligned; (ii) the energy of the frozen state constructed from MOs of

aligned fragments should be no greater than that of the pre-alignment frozen state. In this

way, the electronic configuration of the FRZ state is uniquely determined to be the one with

the lowest possible energy, by which the arbitrariness in the separation of ∆EFRZ and ∆EPOL

13



in a uALMO-EDA calculation will be eliminated. This scheme should be applied not only

in vertical EDA calculations but also in the protocol of adiabatic EDA when one performs

geometry optimization and harmonic frequency analysis on the frozen PES, which ensures

that the nuclear forces are calculated within the lowest-energy frozen state.

2.3 Implications for the Polarized State: Rehybridization versus

inductive relaxation.

The treatment of polarization (POL) differs in a basic way between complexes of closed shell

molecules and complexes involving open shell molecules. In the fully closed shell EDA case,42

POL arises from occupied orbitals on a given fragment mixing with the polarization-specific

virtuals (the FERFs)43 to polarize in the complex environment, and to partly relax Pauli

repulsions present in the frozen state. In the case where a radical is involved, the character

of the radical orbital may change to more effectively interact with its closed shell partner.

Part of those changes can arise from mixing the doubly occupied orbitals with the singly

occupied orbital to rehybridize the radical orbital. This rehybridization (REHYB) can be

usefully distinguished from the mixing with FERFs, since it has no analog in closed shell

complexes. For example, on a single center a radical p orbital may acquire some sp2 or sp3

character by mixing with occupied levels.75 In a large radical cation, the β hole may similarly

localize to more favorably interact with a Lewis base (e.g. see Sec. 4.2).

We have developed a new approach to quantify REHYB based on a special SCF-MI

calculation that only permits orbital rotations on the open-shell moiety that resemble the

doubly-singly (D-S) rotations in the case of an restricted open shell (RO) fragment. Indeed,

REHYB describes an effect that is somewhat similar to the concept of rehybridization in

the context of bonded ALMO-EDA.75 Accordingly the rest of POL is assigned to electrical

polarization (EL POL). The details about how the REHYB term is evaluated in uALMO-
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EDA are given in Appendix A of the present paper. This enables us to write

∆EPOL = ∆EREHYB + ∆EEL POL (10)

Furthermore, in the context of the adiabatic EDA, it is in principle possible to evaluate

the change in geometry from FRZ to REHYB, to determine the contribution of the latter

to changes from the FRZ geometry to the POL geometry (or to other properties such as

frequency shifts).

We must note that including the REHYB term as part of polarization (as chosen here)

is not the only possibility. It can also be first introduced as a fragment preparation energy

penalty, before the frozen energy is evaluated, such that FRZ includes the energy lowering

due to REHYB. This was the choice made in the bonded ALMO-EDA scheme based on

spin-projected KS-DFT.54 In the bonded EDA, the mixing between doubly occupied and

singly occupied orbitals (D-S rotation) on each open-shell fragment takes place before the

construction of the frozen state, at the cost that the MOs constituting the frozen wavefunc-

tion are no longer optimal for each isolated fragment. Rather, the α density is fixed as in the

frozen wavefunction, and the β-hole is permitted to relax within the span of the α density,

giving rise to an orbital rehybridization term in the bonded EDA.

However, since there is no well-defined separation between doubly and singly occupied

orbitals in unrestricted SCF, we found that a procedure resembling the method in ref. 54

could still produce non-unique energies for the frozen state when the system is oriented

differently in the lab frame. For this reason, the PtD approach seems to be the only feasible

fragment spin alignment scheme for uALMO-EDA. Another advantage of the PtD approach is

that the supersystem frozen wavefunction is constructed from stationary MOs of monomers,

which vastly simplifies the evaluation of its nuclear forces in adiabatic EDA.
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3 Computational Details and Proof-of-Concept Exam-

ples

All calculations were performed with a locally modified version of the Q-Chem 5.2 software

package.76 The second-generation ALMO-EDA using unrestricted orbitals was employed to

produce all the vertical EDA results, where the FRZ term was further decomposed into

ELEC, PAULI, and DISP contributions using the “quasiclassical” scheme as introduced in

ref. 45 and truncated fragment virtual orbitals43 determined by non-orthogonal dipolar and

quadrupolar FERFs (the nDQ model) were employed to determine the magnitude of POL

and CT. The adiabatic ALMO-EDA results were obtained by optimizing the geometries

of isolated fragments and complexes in their FRZ, POL, and fully relaxed states. The

geometries were relaxed until the maximum component of the nuclear gradient was smaller

than 10−4 a.u. and the energy change from the previous step was smaller than 10−7 a.u. The

vibrational frequencies were computed via a finite-difference approach using the analytical

nuclear gradients, for which the step size of each atomic position displacement was set to 10−3

Å. Note that the POL state in the adiabatic ALMO-EDA was obtained using the original

AO-based ALMO definition69 since analytic nuclear gradients for the FERF-based approach

are currently unavailable.

Unless otherwise specified, the ωB97M-V functional77 and the def2-TZVPD basis set78,79

were employed in the vertical and adiabatic EDA calculations reported below. ωB97M-V, a

range-separated hybrid (RSH) meta-generalized gradient approximation (mGGA) with the

VV10 non-local correlation dispersion correction,80 was shown to be one of the most accurate

density functionals available for non-covalent interactions via extensive benchmarks.81,82 It

also shows decent performance for radical-molecule interactions (the root-mean-square error

on the TA13 dataset is 2.75 kcal/mol81), which constitute a particularly difficult category

of interactions for DFT methods. Besides ωB97M-V, we also generated results with M06-
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2X83 for some of the systems, since this global hybrid mGGA with high percentage of

exact exchange (54%) yields the best accuracy on TA13 among the functionals tested in ref.

81. The numerical integration of the exchange-correlation functional was performed on an

ultrafine (99, 590) grid (99 radial shells with 590 Lebedev points on each shell), while the

SG-1 grid84 was employed for the integration of VV10.

The fragment spin alignment procedure described in Sec. 2.2 was employed for vertical

and adiabatic ALMO-EDA calculations on all radical-molecule complexes investigated in this

work. The polarization calculation in this procedure, which is illustrated as the first step

in Fig. 3, was performed using AO-based SCF-MI.69 The fragment coupled-perturbed SCF

(CPSCF) equations for FERFs were solved on top of fragments whose spin densities had been

properly aligned, as was the evaluation of z-vectors85 that are required for obtaining the an-

alytic nuclear forces on the frozen surface. We noticed that in several cases, the polarization

calculation starting from the initial fragment orbitals will land onto an unstable solution,

which then fails to yield the favorably aligned fragment electronic configurations after the

depolarization step. To ensure the stability of the SCF-MI solution, we employ the geo-

metric direct minimization (GDM) method86 to variationally minimize the SCF-MI energy

combined with checks of wavefunction stability with respect to on-fragment occupied-virtual

mixings. The orbital gradient and Hessian of SCF-MI required in the GDM optimization

and wavefunction stability analysis have been previously derived and implemented by some

of us.43 For an SCF-MI solution that is detected to be unstable, a small displacement (or-

bital rotation) is given along the direction of the eigenvector that corresponds to the most

negative eigenvalue of the orbital Hessian before relaunching the GDM optimization.

We demonstrate the effectiveness of the fragment spin alignment procedure using the

two complexes from the TA13 dataset shown in Fig. 1. The calculations are performed

at the M06-2X/def2-TZVPD level of theory. As we have mentioned above, the energy of

the initial frozen state of this complex depends on how the radical orbitals are oriented in
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the lab frame. This is an artifact caused by the fact that the frozen state is constructed

from isolated fragment MOs. As shown in Fig. 2, the frozen state of the x-aligned complex

has an energy that is about 11 kcal/mol higher than that of the z-aligned complex, and

the orientation of the empty 2p orbital on F• differs in these two frozen complexes. The

external field exerted by the interacting water molecule breaks the degeneracy of the 2p

orbitals, and the polarization step indeed leads to the same electronic state (2A′) for both

the z- and x-aligned complexes (see the two middle panels in Fig. 2). We note that for

the x-aligned complex, the SCF-MI wavefunction stability analysis and correction procedure

described above is required, as otherwise one would obtain an unstable SCF-MI solution

that resembles its “unresolved” state. The final frozen states obtained from depolarizing

the stable SCF-MI solution for these two complexes also show no difference, indicating that

the arbitrariness in defining the frozen state has been removed. The final, uniquely defined

frozen state has an energy that is lower than the initial frozen state of either the z-aligned

or x-aligned complex, and their spin density profiles, as shown in the rightmost panels of

Fig. 2), closely resemble that of the polarized state. The C∞ axis of the empty 2p orbital

lies in the Cs plane while forming a small angle with the F· · ·O direction, which differs

from that in the initial (“unresolved”) frozen states of both the z- and x-aligned complexes,

where the C∞ axis is always along the z direction (in and perpendicular to the symmetry

plane, respectively). This further emphasizes the necessity of employing the fragment spin

alignment procedure for one to obtain a uniquely defined, lowest-energy frozen state.

The inconsistency in the resulting FRZ and POL energies when the complex is oriented

differently in lab coordinates also occurs for two other water-halogen complexes, H2O· · ·Cl•

and H2O· · ·Br•, in the TA13 dataset. As shown in Table 1, without the PtD fragment spin

alignment procedure the discrepancy in the FRZ term reaches ∼10 kcal/mol for all three

systems depending on whether the complex is z- or x-aligned, and the magnitude of POL

varies correspondingly. When the PtD procedure is applied, on the other hand, the resulting
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Table 1: Dependence of the FRZ and POL energies (in kcal/mol) of uALMO-EDA on the orienta-
tion of the H2O· · ·X• (X = F, Cl, Br) complexes from the TA13 dataset under the lab coordinate.
The “axis” column indicates the direction of O· · ·X as in Fig. 2. Note that POL energy here is cal-
culated using the AO-based ALMO definition such that it corresponds to energy difference between
the “polarized” state and the “unresolved” (no PtD) or “resolved” (with PtD) frozen state.

axis
no PtD with PtD

FRZ POL FRZ POL

H2O· · ·F•
z 8.54 -1.66 8.30 -1.42
x 19.52 -12.64 8.30 -1.42

H2O· · ·Cl•
z 1.29 -1.68 1.18 -1.57
x 10.80 -11.19 1.18 -1.57

H2O· · ·Br•
z 0.98 -1.98 0.86 -1.86
x 11.19 -12.19 0.86 -1.86

FRZ and POL energies turn out to be independent of the orientation of each complex.

We now move to the FH· · ·•OH complex, whose spin densities at different stages of the

alignment procedure are shown in Fig. 4. Differing from the H2O· · ·F• example, the same

electronic configuration for the frozen state is obtained regardless of the set-up of the lab

coordinates, where the C∞ axis of oxygen’s empty 2p orbital lies in the molecular plane

and orthogonal to the O−H σ-bond (see the leftmost panel in Fig. 4). Nonetheless, such

an electronic configuration of the frozen state (2A′) is not the energetically most favorable

one, which is the one shown in the rightmost panel with the 2p orbital perpendicular to

the molecular plane (2A′′), with an energy that is 3.6 kcal/mol lower. According to our

discussion above, this energetically more favorable configuration should be adopted as the

correct frozen state. We demonstrated that one can achieve this by using the PtD procedure,

as the polarization step manages to identify that within the stable SCF-MI solution the empty

2p orbital on the O atom should be perpendicular to the molecular plane, which is shown in

the mid-panel of Fig. 4. The final frozen state obtained from the depolarization step then

inherits the feature of the stable SCF-MI solution.

With the two examples above, we have shown how the PtD fragment spin alignment pro-
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Figure 4: Contour plots of the spin density of the FH· · ·•OH complex. All atoms in the complex
lie in the xy-plane. The other plotting and computational details are the same as in Fig. 2.

cedure described in Fig. 3 eliminates the arbitrariness in defining the frozen state in uALMO-

EDA calculations. In the following two sections, we employ uALMO-EDA augmented with

these additional steps to investigate several examples of radical-molecule interactions.

4 Application to Complexes of Aromatic Radical Cations

4.1 Benzene Dimer Radical Cation

The benzene dimer radical cation is a prototypical open-shell π-dimer system and it was

previously investigated by Gonthier and Sherrill using density-fitted SAPT0(UHF).30 Here

we employ uALMO-EDA to study the face-to-face stacked (sandwiched) and T-shaped con-

figurations of the benzene dimer radical cation, whose structures are illustrated in the insets

of Figs 5 and 6, respectively. The geometries of these complexes are taken from ref. 30 so

that our EDA results can be directly compared to the results of SAPT0(UHF).

We first validate the use of the ωB97M-V functional for these radical-neutral interactions.

As shown in Figs. 5(a) and 6(a), the resulting total interaction energies (denoted as “Total”)

are in good agreement with the reference values from ref. 30 calculated with the frozen natural

orbital (FNO) variant87,88 of the EOM-IP-CCSD (equation-of-motion coupled-cluster singles

and doubles for ionization potential) ansatz89 despite the marginal overestimation at short
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Figure 5: ALMO-EDA results (in kcal/mol) for the sandwiched benzene dimer radical cation at
varying interplanar distances (left panel) and the comparison against EDA results for the charge-
neutral counterpart (right panel). The energy difference in each term is evaluated as ∆EC

X −
∆EN

X , where “X” denotes a given energy component, and “C”/“N” represents the results for the
cationic/neutral species. The ALMO-EDA results are calculated at the ωB97M-V/def2-QZVPPD
level of theory, and the reference values are from ref. 30.

range for the sandwiched configuration. In Fig. S1 in the Supporting Information (SI) we

further compare the performance of ωB97M-V against that of M06-2X and SAPT0(UHF).

For the sandwiched dimer, M06-2X overestimates the interaction energy more significantly

than ωB97M-V at equilibrium and longer distances, while the SAPT0(UHF) results are

markedly underbound except for the longest distances. For the T-shaped dimer, M06-2X

yields overbound results across the entire plotting range, while SAPT0(UHF) under- and

overestimates the interaction energy in the short and long ranges, respectively, resulting

in a skewed potential energy curve (PEC). ωB97M-V offers superior accuracy than either

M06-2X or SAPT0(UHF) for the interaction PECs of these two benzene dimer radical cation

configurations.

The sandwiched benzene dimer radical cation is more strongly bound than the T-shaped

isomer by ∼7 kcal/mol comparing their equilibrium interaction energies shown in Figs. 5(a)
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Figure 6: ALMO-EDA results (in kcal/mol) for the T-shaped benzene dimer radical cation at
varying C−H· · ·π distances (left panel) and the comparison against EDA results for the charge-
neutral counterpart (right panel). The computational and plotting details are the same as in Fig. 5.

and 6(a)). This differs from the case of the neutral benzene dimer where the T-shaped

configuration has a more stable equilibrium structure (see Tables S1 and S2 in the SI).

The uALMO-EDA results for the sandwiched dimer (Fig. 5(a)) suggest that ELEC, DISP,

and CT all contribute significantly to the binding of this complex, among which CT makes

the largest contribution around the equilibrium distance, while POL, on the other hand,

only plays a secondary role compared to other attractive energy components. For the T-

shaped dimer (Fig. 6(a)), ELEC makes the largest contribution among all energy components

at equilibrium, which is followed by DISP and CT, and POL is also of greater relative

importance compared to its role in the sandwiched dimer. We note that starting from an

initial guess with charge and spin localized on one of the monomers, the full SCF calculation

for the T-shaped dimer would land onto an unstable solution, whose spin density profile is

demonstrated in Fig. S2(a) in the SI; our EDA results, on the other hand, are based upon

the stable SCF solution whose spin density profile is shown in Fig. S2(b).

While uALMO-EDA and SAPT0(UHF) are two approaches formulated rather differently,
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they yield similar trends for the composition of interaction energies in the sandwiched and T-

shaped dimers (see Fig. 2 and Fig. 3(a) in ref. 30 for the SAPT0(UHF) results). To be more

specific, we find that PECs for the electrostatics (“Elst”), exchange (“Exch”), and induction

(“Ind”) terms in SAPT0(UHF) closely resemble those for the ELEC, PAULI, and DISP terms

in uALMO-EDA, respectively. The δHF term in SAPT0(UHF), which accounts for the high-

order induction effect that is not captured by the perturbation theory, roughly corresponds

to the CT term in uALMO-EDA although the magnitude of the former is notably smaller.

The underestimation of the CT energy is likely to be the main reason why SAPT0(UHF)

markedly underbinds the sandwiched benzene dimer radical cation. The dispersion (“Disp”)

contribution predicted by SAPT0(UHF), on the other hand, turns out to be slightly more

attractive than its counterpart in uALMO-EDA.

The comparison between the EDA results for the cationic and neutral sandwiched dimer

(Fig. 5(b)) reveals that the substantially stronger binding in the radical cation system mainly

results from its enhanced CT because of the existence of a β-hole on one of the benzene

monomers. At r = 3.3 Å, CT stabilizes the radical cation system by over 11 kcal/mol. The

β-hole also renders the PAULI term less repulsive and DISP term less attractive, as one

would expect. The positive charge on one of the monomers also enhances the polarization

effect and renders the long-range electrostatics more attractive, for which the differences

from the neutral dimer results are within 5 kcal/mol except at the shortest distance. These

trends also hold for the T-shaped dimer (Fig. 6(b)), albeit with a less remarkable difference in

the CT component. We note that unlike other terms, the difference between the magnitude

of the ELEC term in cationic and neutral complexes does not vary monotonically with the

intermolecular distance, which holds for both the sandwiched and T-shaped isomers. For the

sandwiched dimer, the trend is even reversed at the shortest distance (2.7 Å), i.e., the ELEC

term becomes more favorable in the neutral complex. This can be explained by the governing

role of charge penetration effect in the short-range electrostatics,45,90 which depends on the
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overlap of monomer electron densities and thus is less pronounced in the electron-deficient

cationic dimers.

4.2 Nucleophilic Addition to Benzene+• and Naphthalene+• by

Pyridine

FRZ

Full

FRZ

POL

Full

(a) (b)

d = 3.10 Å

d = 2.84 Å

d = 1.53 Å

d
d = 3.66 Å

POL

d

d = 3.48 Å

d = 1.53 Å

Figure 7: Structures of the (a) Bz+•−Py and (b) Naph+•−Py complexes obtained at the FRZ,
POL, and full SCF levels of adiabatic ALMO-EDA. d refers to the distance between the N atom
of pyridine and the closest C atom on the aromatic radical cation moiety.

We revisit the benzene+•− pyridine (Bz+•−Py) and naphthalene+•− pyridine (Naph+•–

Py) complexes that were previously investigated by Peverati et al.13 The geometries of these

complexes optimized with ωB97M-V/def2-TZVPD are shown in the bottom two panels of

Fig. 7, in which the shortest C−N distance is 1.53 Å for both complexes. This result is

in excellent agreement with the previously reported values (1.53 Å for both complexes)13

based on geometry optimization at the ωB97X-V91/cc-pVTZ92 level of theory. We then

performed vertical uALMO-EDA calculations with the same model chemistry at the equi-

librium structures of these complexes, and the results are summarized in Table 2. It was
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found by Peverati et al. that despite the almost identical C−N bond lengths in Bz+•−Py

and Naph+•−Py, their binding energies differ strikingly by ∼16 kcal/mol (calculated using

ωB97X-V/pc-393,94), and the stronger binding of Bz+•−Py was attributed to its less pro-

nounced Pauli repulsion according to the EDA results in ref. 13. Our results in Table 2

agree with the previous findings, where the Bz+•−Py complex is more strongly bound by

15.7 kcal/mol and its PAULI term is ∼20 kcal/mol less repulsive than that of Naph+•−Py.

We note that the binding energy (BIND) in Table 2, as in ref. 13, describes the energy change

upon the formation of a complex relative to the individually relaxed monomers, and thus

it includes both the total interaction energy (INT) and monomer geometry distortion (GD)

energies, i.e., the energy penalty for each fragment to change its geometry into the one that

it possesses in the complex. According to the results in Table 2, the GD term also makes

a contribution of 4.5 kcal/mol to the more favorable binding energy in Bz+•−Py, which is

close to the previously reported value (5.3 kcal/mol) as well.13 These results indicate that

the two combinatorially designed functionals ωB97X-V and ωB97M-V, when paired with

sizable basis sets (triple- or quadruple-ζ), produce rather consistent results for these two

radical-neutral complexes not only in terms of the total binding strength but even for each

energy component. The consistency in EDA results also suggests that the issue related to

the non-unique definition of the frozen state does not emerge for this set of systems, since

the calculations in ref. 13 were performed without the fragment spin alignment procedure.

While the magnitude of ELEC, DISP, and CT shows minimal difference between these

two complexes, the POL contribution is notably more favorable for Naph+•−Py. This was

also noticed in the previous work and was then rationalized by the potentially larger energy

lowering upon localizing the β-hole in Naph+•, as the delocalization of the positive charge

could be more extensive in Naph+• than in Bz+•. We quantified this effect by performing

the partition (see Sec. 2.3, and Appendix A) of polarization into rehybridization (REHYB)

and electrical induction (EL POL) contributions. On this basis, we identified that the con-
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Table 2: ALMO-EDA results (in kcal/mol) for the Bz+•−Py and Naph+•−Py complexes at their
equilibrium geometries calculated at the ωB97M-V/def2-TZVPD level of theory. The differences
between the EDA results for these two systems are shown in the rightmost column. To make the
results comparable with those in ref. 13, the ELEC, PAULI, and DISP terms are obtained using
the “orthogonal” frozen energy decomposition scheme.44

Bz+•−Py Naph+•−Py Difference

FRZa 152.7 168.8 16.1
ELEC -75.2 -77.5 -2.2
PAULI 245.5 265.1 19.6
DISP -17.6 -18.8 -1.2
REHYB -8.3 -14.9 -6.6
EL POL -116.5 -116.3 0.2
POLb -124.8 -131.2 -6.4
CT -91.6 -90.3 1.3
TOTAL -63.7 -52.6 11.1

GD 23.3 27.8 4.5
BINDc -40.4 -24.8 15.6

a FRZ = ELEC + PAULI + DISP
b POL = REHYB + EL POL
c BIND = GD + INT

siderably more favorable polarization energy in Naph+•−Py almost fully arises from its more

substantial energy lowering associated with the electron density reorganization that local-

izes the β-hole, i.e., the REHYB term (see Table 2); the EL POL energies for these two

complexes, on the other hand, are nearly identical to one another. The more significant

reorganization of electron density in the Naph+•−Py complex is further demonstrated by

visualizing the change in spin density upon the rehybridization step (Fig. 8), revealing that

a greater amount of spin density is depleted from the aromatic system and gathered around

the C atom attacked by pyridine in Naph+•−Py (the right panel).

Due to the relatively short intermolecular distances in these two complexes, a vertical

EDA inevitably yields strongly repulsive FRZ terms that are dominated by PAULI repulsion.

In addition, POL is predicted to contribute more than CT to the formation of these 2-

center 3-electron (2c-3e) bonds, which at first glance is a somewhat counterintuitive result.
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(a) (b)

Figure 8: Reorganization of the spin density on (a) Bz+• and (b) Naph+• upon the localization of
the β-hole. The contours (isovalue = 0.001 a.u.) show the difference between the spin density (Pα−
Pβ) of the “rehybridized” state (after the special SCF-MI calculation described in Appendix A)
and that of the FRZ state. The red color indicates regions with an increase in α-electron density
or decrease in β-electron density while the blue color indicates the opposite.
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Figure 9: Comparison between the vertical and adiabatic ALMO-EDA results for the Bz+•−Py
and Naph+•−Py complexes. Note that the GD term is zero by definition within adiabatic EDA.

However, similar trends were observed previously for closed-shell Lewis acid-base adducts

such as NH3−BH3 and BH3−CO.46,50 To obtain a complementary view of these interactions,

we also investigate Bz+•−Py and Naph+•−Py using the adiabatic uALMO-EDA, which

involves optimizing the complex geometries on the POL and FRZ surfaces. As shown in

Fig. 7, the closest C−N distance in Bz+•−Py and Naph+•−Py is roughly doubled when CT

is absent, highlighting the importance of CT as a driving force in the formation of these

complexes. The bending of the C−H bond relative to the aromatic plane is a by-product

of charge transfer, since the bending angle is roughly zero at the POL and FRZ levels (see
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Table S3 in the SI). It is noteworthy that the optimal structures of Naph+•−Py on the

FRZ and POL surfaces are of C2v symmetry, which drastically differs from its fully relaxed

structure and the structure of Bz+•−Py optimized on the FRZ and POL surfaces. The energy

components obtained from the adiabatic EDA, as shown in Fig. 9, are in sharp contrast

with the vertical EDA results. All energy components are of much smaller magnitude than

those given by vertical EDA, as in adiabatic EDA the cost to overcome Pauli repulsion is

absorbed in each energy component. The results suggest that these complexes are only

loosely bound at the FRZ and POL levels, further emphasizing the governing role of CT in

the complexation procedure. Under the adiabatic picture, the stronger binding in Bz+•−Py

is mainly attributed to its greater strength of CT, which is ∼15 kcal/mol more favorable than

that in Naph+•−Py, while the differences in the other two energy components are minimal

(see Table S3 in the SI for details). This conclusion is consistent with the fact that Bz+• has

a higher adiabatic electron affinity (9.15 eV) than that of Naph+• (8.01 eV), that is, Bz+•

is more susceptible to the electron-donation of Py (the electron affinity values are computed

using ωB97M-V/def2-TZVPD).

5 Application to Hydroxyl Radical (•OH) Complexes

5.1 •OH–Water Complexes

In atmospheric chemistry, the hydroxyl radical (•OH) mainly comes from ultraviolet pho-

tolysis of ozone in the presence of water vapor.95 With non-negligible abundance (∼106

molecules/cm3), atmospheric •OH serves as the initiator of many radical chain reactions,

such as the oxidation of volatile organic compounds.95–97 •OH can form complexes with

H2O because water’s much larger concentration in the troposphere (∼1017 molecules/cm3).98

Moreover, recent studies have shown that water can participate in many gas-phase reactions

and influence the reaction kinetics.5–10,99 For instance, Abel et al. found that water can ac-
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Figure 10: Structures of the •OH(H2O) complex optimized using ωB97M-V/def2-TZVPD with
contour plots of the associated electronic spin densities (with an isovalue of 0.005 a.u.): (a) the
global minimum with an 2A′ electronic state; (b) the structure optimized in the low-lying excited
state 2A′′; (c) the transition structure between two equivalent 2A′ global minima that are symmetric
with regard to the plane of the H2O molecule; (d) a local minimum with •OH serving as the H-bond
acceptor. The O· · ·H distance for each H-bond is given.

celerate the reaction between •OH and acetaldehyde (CH3CHO) by lowering the reaction

barrier, behaving as a catalyst.5

Here we employ the uALMO-EDA to probe the interactions between •OH and H2O

molecules, which were recently investigated by Hernandez et al. in a combined experimen-

tal and computational study.98 First we focus on the binary complex •OH(H2O), whose

minimum-energy structure, as shown in Fig. 10(a), is of Cs symmetry, which is consistent

with the spectroscopic characterization.100 The β-hole lies in the symmetry plane and thus

the corresponding electronic state is of 2A′ symmetry. We note that wavefunction stability

analysis and correction are required to ensure that the true minimum-energy structure is

obtained, since otherwise the geometry optimization would have been performed on the PES

of a low-lying excited state (2A′′), in which the β-hole is perpendicular to the symmetry

plane (Fig. 10(b)). At their respective minima, the energy of the 2A′′ state is 0.33 kcal/mol

(∼115 cm−1) higher than that of the 2A′ state, which is in good agreement with the previ-

ously reported energy differences between them.18,100 The vertical ALMO-EDA results for

the 2A′ and 2A′′ states (Table S4 in the SI) at the minimum-energy geometry (Fig. 10(a))
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Table 3: Adiabatic EDA results for four isomers of •OH(H2O) ((a)–(d) in Fig. 10) and the
“down-up” configuration of •OH(H2O)2 at the FRZ, POL, and fully relaxed levels. For the binary
complexes (a)–(d), ∆Ebind represents the energy lowering relative to the total energy of relaxed
monomers, while for the ternary complex •OH(H2O)2 it is calculated relative to the sum of the
energy of an equilibrium water dimer and that of a free •OH. The tilt angle (◦) refers to the angle
between the O−H bond in •OH and the bisector of the H2O molecule, rOH (in Å) and ωOH (in
cm−1) denote the length of the radical O−H bond and its stretching frequency, respectively, ∆ωOH

denotes the shift relative to ωOH of a free •OH, and ω1 denotes the lowest harmonic frequency
obtained. The vibrational frequencies are calculated with all the H atoms on H2O deuterated
in order to decouple the OH stretch modes of •OH and H2O. At the employed level of theory
(ωB97M-V/def2-TZVPD), rOH and ωOH for the free •OH are 0.974 Å and 3734 cm−1, respectively.

FRZ POL FULL FRZ POL FULL FRZ POL FULL

(a) (b) •OH(H2O)2
∆Ebind -3.68 -4.52 -5.87 -3.50 -4.30 -5.54 -6.18 -7.88 -10.53
tilt angle 147.3 144.8 139.4 141.9 139.8 134.1 – – –
rOH 0.974 0.976 0.982 0.975 0.976 0.982 0.976 0.979 0.990
ωOH 3746 3718 3586 3741 3713 3585 3724 3672 3446
∆ωOH 12 -16 -148 7 -21 -149 -10 -62 -288

(c) (d)
∆Ebind -3.65 -4.47 -5.77 -2.26 -2.68 -3.60
rOH 0.974 0.976 0.981 0.974 0.974 0.975
ωOH 3748 3724 3610 3730 3729 3717
∆ωOH 14 -10 -124 -4 -5 -17
ω1 51i 72i 96i 35i 45 62

suggest that the 2A′ complex is energetically more stable mainly because of its more favor-

able ELEC and less repulsive PAULI terms. Fig. 10(c) shows the structure of the transition

state (TS) between two equivalent minima of the 2A′ complex that are mirror images of one

another with respect to the H2O plane. This TS (with one imaginary frequency of 96i cm−1)

was obtained by geometry optimization subject to C2v symmetry, such that all atoms reside

in the same plane. There is also an 2A′′ energy minimum featuring a co-planar structure

(Fig. 10(d)), in which the •OH radical serves as an H-acceptor rather than a donor. Structure

(d) is less strongly bound than the most stable structure, (a), by over 2 kcal/mol.

We applied the adiabatic ALMO-EDA to binary complexes (a)–(d), yielding the results

shown in Table 3. Note that due to the existence of two closely lying electronic states,
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the PtD procedure is indispensable for getting the correct results for the FRZ state, and

wavefunction stability needs to be checked and corrected for the POL and FULL surfaces as

well. Similar to the water dimer,46 the main driving force for the formation of these H-bonds

is the FRZ interaction, while POL and CT also make rather significant contributions to

binding. The angle between the direction of H−O• and the bisector of the H2O molecule,

denoted as the “tilt angle” in Table 3, is quite far from 180◦ at all stages for complex (a).

Complex (c), on the other hand, is characterized to be a TS across the board as indicated

by its consistently imaginary ω1 (Table 3), even although one may suppose that this C2v

structure is more favored by the dipole-dipole electrostatic interaction between •OH and

H2O. Complex (b), which is in a different electronic state than (a) and (c), turns out to

be less bound than either of them at all stages. The shifts in its observables show similar

trends as those in complex (a) in general, while it is noteworthy that the tilt angle in (b) is

consistently ∼5◦ smaller than that in (a).

For complexes (a)–(c), one can observe significant elongation of the radical O−H bond

and a red shift of over 100 cm−1 in its stretch frequency relative to that of free •OH. The

adiabatic EDA results suggest the dominant role of CT in giving rise to these effects, which,

once again, is in good agreement with our previous investigation of closed-shell systems such

as the water dimer and the OH2· · ·Cl– complex.46 Interestingly, the radical OH stretch

frequency is slightly blue-shifted on the FRZ surface for these three complexes ((a)–(c))

despite the marginal increase in the bond length, which differs from the normal correlation

between the bond length and stretching frequency for the proton-donating group X−H in

H-bonding complexes.48,101

Moving to complex (d), the •O−H bond is elongated and red-shifted at all levels of the

adiabatic EDA despite the effects being far less pronounced. The relatively large shift from

POL to FULL suggests that the CT from •OH to H2O also weakens the •O−H bond. We

note that with FRZ interaction only, isomer (d) turns into an unstable transition structure
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Figure 11: Equilibrium geometries of (a) •OH(H2O)2 and (b) the H2O trimer optimized with
ωB97M-V/def2-TZVPD. Indexes “1”, “2”, and “3” are used to refer to each fragment in the many-
body expansion.

as indicated by its imaginary ω1, suggesting that there exists no stable energy minimum on

the FRZ surface when •OH serves as the H-acceptor.

We now turn to the ternary complex •OH(H2O)2, whose optimized geometry is shown as

Fig. 11(a). The •OH radical (fragment 3) forms one H-bond with each of the water molecules

(fragments 1 and 2), serving as the proton donor and acceptor, respectively. The non-H-

bonded H atoms of 1 and 2 are below and above the plane of three O atoms, respectively, and

it is thus labeled as the “down-up” complex under the convention of ref. 98. The •OH· · ·OH2

H-bond is 0.06 Å shorter than that in the most stable binary complex (Fig. 10(a)), and the

other H-bond, which we denote as HOH· · ·•OH, is also 0.02 Å shorter than that in the

corresponding binary complex (Fig. 10(d)). The unpaired electron in the stable structure is

approximately perpendicular to the plane of three oxygen atoms (see Fig. S3 in the SI), so

the orientation of the β-hole relative to the 1−3 and 2−3 H-bonds resembles those in binary

complexes (a) and (d), respectively.

We first treat the two neutral H2O molecules as a whole and investigate their effects

on •OH using the adiabatic EDA (see Table 3). The equilibrium binding energy, which is

evaluated relative to the energies of an equilibrium water dimer and a free •OH, is less than

twice of that in binary complex (a). The lengthening of the radical O−H bond and the

red shift in its vibrational frequency, however, are both almost exactly doubled compared to
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Table 4: ALMO-EDA results (in kcal/mol) for the MBE of the •OH(H2O)2 complex and the H2O
trimer. The meaning of indices “1”, “2”, and “3” are shown in Fig. 11. The 3-body term (∆E3b is
defined as the difference between the total interaction energy (∆E123) and the sum of three 2-body
terms (∆E12, ∆E13, and ∆E23).

OH•(H2O)2
∆E12 ∆E13 ∆E23 ∆E3b ∆E123

FRZ -1.61 -0.92 -1.39 -0.03 -3.96
POL -1.30 -1.79 -0.78 -1.78 -5.65
CT -1.90 -2.58 -1.31 -0.61 -6.40
Total -4.81 -5.28 -3.49 -2.42 -16.00

H2O trimer
∆E12 ∆E13 ∆E23 ∆E3b ∆E123

FRZ -1.49 -1.37 -1.50 -0.08 -4.43
POL -1.35 -1.25 -1.35 -1.82 -5.77
CT -2.01 -1.79 -1.99 -0.62 -6.41
Total -4.86 -4.40 -4.83 -2.52 -16.61

those in the most stable binary complex. Energy decomposition results suggest that FRZ still

makes the largest contribution to the binding between •OH and (H2O)2 within the adiabatic

picture, although the significance of both POL and CT is slightly increased. Differing from

the binary complexes (a)–(c), the radical O−H bond is already elongated and red-shifted at

the FRZ level, and the red-shifting effect of POL is nearly doubled for the ternary complex.

CT, on the other hand, still remains the main contributor to the changes in rOH and ωOH.

We note that the frequency shifts obtained for the binary (a) and ternary (“down-up”)

complexes are in good agreement with the unscaled unrestricted MP2 frequencies reported

by Hernandez et al.,98 which are −131 and −262 cm−1, respectively.

To better understand the interactions in the ternary •OH(H2O)2 complex, we apply

vertical ALMO-EDA to the full many-body expansion (MBE) of its interaction energy:

∆E = ∆E12 + ∆E13 + ∆E23 + ∆E123. (11)
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Here the 2-body interactions are defined as ∆E12 = E12 − E1 − E2, and the single 3-body

correction is ∆E123 = E123 −∆E12 −∆E13 −∆E23 − E1 − E2 − E3. Results for the radical

complex can be compared to those for the MBE of an equilibrium water trimer (Fig. 11(b)),

as summarized in Table 4. For simplicity, the ELEC, PAULI, and DISP terms (whose MBE

is given in Table S5) are combined altogether as the FRZ term in Table 4.

In terms of the total interaction energy, the H2O trimer is more strongly bound than

•OH(H2O)2 by ∼0.6 kcal/mol, and the EDA results suggested that this difference mainly

stems from the FRZ term rather than POL and CT. Turning to the MBE results, the 3-

body effect (∆E3b) is cooperative in both complexes for all three energy components (FRZ,

POL, and CT), with the H2O trimer showing slightly higher cooperativity in all of them.

The overall difference between the 3-body terms of these two complexes is relatively small,

constituting only 1/6 of the difference in total interaction energy. The more strongly bound

H2O trimer thus must mainly benefit from its 2-body terms. While the magnitude of ∆E12

(HOH· · ·OH2) is only marginally different in these two complexes, the HOH· · ·•OH interac-

tion (∆E23) in •OH(H2O)2 is markedly weaker than its counterpart in the H2O trimer (by

1.34 kcal/mol). The •OH· · ·OH2 interaction (∆E13), on the other hand, is ∼0.9 kcal/mol

more favorable than its counterpart in the H2O trimer, which is however insufficient to com-

pensate for the deficiency in ∆E23. Note that the relative strength of the 2-body interactions

in these two complexes are well correlated with the O· · ·H distances for the H-bonds shown

in Fig. 11.

The energy components of ∆E13 and ∆E23 indicate that the H2O trimer possesses more

favorable 1−3 and 2−3 FRZ interactions, which seem to be the main contributor to its

stronger overall interaction energy. However, they arise from rather different reasons. The

stronger 1−3 H-bond in •OH· · ·OH2 is mainly driven by POL and CT. As a result, the

•OH· · ·O distance is 0.07 Å shorter than its counterpart in the H2O trimer, giving rise to a

PAULI term that is ∼3 kcal/mol stronger (see Table S5 in the SI) and consequently a less
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favorable FRZ term for the 1−3 H-bond in the radical ternary complex. The more favorable

FRZ interaction between fragments 2 and 3 in the H2O trimer, in contrast, contributes to

the stronger HOH· · ·OH2 H-bond than HOH· · ·•OH: the more repulsive PAULI term of the

former is fully compensated by the gains in its ELEC and DISP terms (see Table S5 in the

SI), which differs from the case of the 1−3 H-bond where the increase in PAULI overpowers.

Combined with substantially more attractive POL and CT terms, the more favorable 2-

body interaction between 2 and 3 (∆E23) turns out to be the dominant reason for the higher

stability of the H2O trimer than that of •OH(H2O)2.

In summary, the strength of the three 2-body interactions is more balanced in the

H2O trimer. Replacing one water molecule with an •OH radical strengthens one H-bond

(•OH· · ·OH2) while weakening the other (HOH· · ·•OH), leading to a less stable ternary

complex as the latter effect is more pronounced. The strengthening of the 1−3 H-bond is

mainly driven by the enhanced POL and CT when •OH serves as the H-donor, while the

weakening of the 2−3 H-bond results from the diminished strength of ELEC, DISP, POL,

and CT, namely, all attractive forces when •OH is in place of H2O as the H-acceptor. These

effects are also fairly local, as indicated by the relatively small difference in the 3-body terms

of these two complexes.

5.2 Reaction of •OH with Aldehydes

The gas-phase reactions between formaldehyde (HCHO) and acetaldehyde (CH3CHO) with

the •OH radical are known to be the main channels for these carbonyl compounds to par-

ticipate in atmospheric reactions. Using electronic structure calculations, Alvarez-Idaboy

et al. characterized stationary points along the •OH + HCHO and •OH + CH3CHO reac-

tion pathways.1 In both reactions •OH forms highly stabilized pre-reactive complexes with

the aldehyde, which plays an essential role in the reaction mechanism. Meanwhile, for the

hydrogen abstraction pathway (where •OH attacks the H attached to the carbonyl group),
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Figure 12: Optimized geometries for the pre-reactive complexes and transition states along the
•OH + HCHO/CH3CHO reaction pathways. Top row: the pre-reactive complex (PRC) for •OH
+ HCHO and the transition states for the hydrogen abstraction (TS1) and nucleophilic addition
(TS2) reactions; bottom row: the PRC formed by •OH and CH3CHO and the transition state for
the hydrogen abstraction (TS1) reaction. “F” and “A” in the parentheses are abbreviations for
formaldehyde and acetaldehyde, respectively.

the apparent activation energy (energy difference between TS and non-interacting reactants)

is close to zero for HCHO and even more negative for CH3CHO, while for an alternative

nucleophilic attack in which •OH adds to the carbonyl group, the barrier was found to be

much higher, indicating that this pathway can be excluded.1

Using the ωB97M-V/def2-TZVPD model chemistry, we optimized the structures for the

critical points in these two reactions, including the pre-reactive complexes (PRCs) formed

by •OH with each aldehyde and the transition states for their H-abstraction reactions (TS1).

As in ref. 1, we also included the TS of the nucleophilic addition pathway for the •OH +

HCHO reaction (TS2(F)). All these optimized structures are exhibited in Fig. 12, where

both PRC(F, A) and TS1(F, A) are planar (Cs symmetry). The unpaired electron is mainly

localized on the •OH moiety but becomes more delocalized in the TS structures, which is

illustrated with the HCHO complexes in Fig. S4 in the SI. We note that the most favorable

electronic configuration for the PRCs possesses 2A′′ symmetry, that is, the unpaired electron

is perpendicular to the molecular plane (Fig. S4(a)). In the TS structure for H-abstraction,
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Figure 13: Relative energies (a) and ALMO-EDA results (b) for the stationary geometries
characterized in Fig. 12. The left panel shows the interaction energy (INT), binding energy
(BIND = INT + GD), and harmonic zero-point energy corrected binding energy (BIND(ZPE))
for each pre-reactive or transition state complexe; the right panel shows the components of the
interaction energy for each complex except TS2(F) since its energy components are of a vastly
different range (see Table S7 in the SI for its EDA results). Note that the dashed lines connecting
energy levels belonging to the same category are only for guiding the eye rather than indicating
the reaction pathway.

on the other hand, the 2A′ state turns out to be more stable, and the unpaired electron lies

in the molecular plane facilitating its attack on the H atom (Fig. S4(c)). This differs from

the assignment by Alvarez-Idaboy et al. that both the PRC and TS are of 2A′ symmetry.1 To

confirm our results, we further computed the energy difference between 2A′′ and 2A′ for the

two PRCs with the M06-2X functional and the model chemistry employed in ref. 1 (MP2/6-

311++G(d,p)102,103), and the results agree with those given by ωB97M-V (see Table S6 in

the SI). Therefore, we use results calculated for the more stable 2A′′ state for the PRCs;

and note again, due to the existence of two closely lying electronic states, the PtD approach

combined with wavefunction stability analysis is essential for ensuring the consistency of

state symmetry throughout the EDA procedure.

Figure 13(a) depicts the energy landscape for the PRC and TS structures in the •OH +

HCHO and •OH + CH3CHO reactions. The two PRCs are both strongly bound by over 5

kcal/mol, and the one with acetaldehyde (A) is more stable than that with formaldehyde (F)
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by ∼1 kcal/mol, indicating that the H-bond between •OH and the carbonyl group is stronger

in PRC(A). This is confirmed by PRC(A)’s shorter O· · ·H distance (see Fig. 12) and its more

favorable ELEC, POL, and CT components as shown in Fig. 13(b), which as a by-product

also induces slightly stronger Pauli repulsion. The stronger H-bonding interaction in PRC(A)

can be rationalized through the electron-donating effect of the methyl group, which increases

the electron density on the carbonyl group and renders the O atom more negative. The effect

of zero-point energy (ZPE) destabilizes these two PRCs to approximately the same extent,

rendering their relative stability unchanged.

The relative stability of the two transition states for H-abstraction, TS1(F) and TS1(A),

is similar to that of the two PRCs, with TS1(A) being more strongly bound by ∼1 kcal/mol.

Note that the ZPE-corrected effective activation energies obtained in the present work are too

negative compared to the values reported by Alvarez-Idaboy et al.,1 which were computed at

the CCSD(T)/6-311++G(d,p) // MP2/6-311++G(d,p) level of theory. Nevertheless, fairly

good agreement is achieved for the energy difference between TS1(F) and TS1(A). These

two transition structures feature close contact between •OH and the H atom that is being

abstracted, which can be viewed as extraordinarily short H-bonds. The EDA results for these

two TS structures (Fig. 13(b)) reveal that CT plays the most significant role in stabilizing

these TS complexes, followed by the also substantial ELEC and less pronounced DISP and

POL contributions, which differs from the more typical stable H-bonding interactions in the

PRCs that are dominated by ELEC. Interestingly, the relative strength of POL and CT

in TS1(F) and TS1(A) manifests an opposite trend to their relative strength of binding,

suggesting that TS1(F) gains its higher stability mainly through the components of FRZ

interaction. Indeed, according to the EDA results, TS1(A) possesses not only more favorable

ELEC and DISP interactions compared to those in TS1(F) but also a less repulsive PAULI

term, which, taken together, stabilize TS1(A) relative to TS1(F) by over 1 kcal/mol.

The transition state for the nucleophilic addition of •OH to formaldehyde, TS2(F), is
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of a rather distinct structure compared to others in Fig. 12, where the O atom in •OH is

almost exactly above the C atom (the O· · ·C−−O angle is 92◦) and the HCHO molecule is

bent slightly (with a dihedral of 8.4◦). The interaction between •OH and HCHO remains

attractive in this complex and is merely 0.25 kcal/mol less favorable compared to that in

the TS1(F). The EDA results (see Table S7 in the SI) suggest that ELEC and CT make

almost equal contributions to the stabilization of this TS complex, and the strength of POL

and DISP is also more than twice as large as those in TS1(F). Nonetheless, as indicated

in Fig. 12(a), TS2(F) is subjected to substantial destabilizing effects from GD and ZPE,

which results in a much higher effective activation energy (3.6 kcal/mol) and consequently

renders the nucleophilic addition pathway unfavorable relative to H-abstraction for the •OH

+ HCHO reaction.

6 Conclusions

In the present work, we demonstrated how the special electronic structure of open-shell

species poses a challenge to energy decomposition analysis (EDA) methods employed to

probe intermolecular interactions involving radicals. To address this challenge, we have

introduced extensions to the absolutely localized molecular orbital (ALMO)-EDA to enable

its usage with unrestricted Kohn-Sham density functional theory (KS-DFT) calculations on

radical-molecule complexes. Our main conclusions are as follows:

1. The frozen orbital supersystem used in the ALMO-EDA (and other EDAs such as

SAPT that also construct this state from isolated fragment MOs) often does not have

a uniquely defined energy when the isolated radical has partly occupied degenerate

orbitals. We introduced the “polarize-then-depolarize” (PtD) approach to uniquely

define the variationally best frozen energy, utilizing intermolecular polarization to re-

solve the degeneracy of radical’s electronic states. This approach was demonstrated

39



on two model complexes (H2O· · ·F• and FH· · ·•OH) that otherwise suffer from the

problem of non-unique EDA results.

2. Polarization in radical-neutral complexes arises not only from mixing of singly and

doubly occupied levels with strictly empty levels on each fragment, but also from

mixing of the doubly occupied orbitals with the singly occupied levels to rehybridize

the latter. A procedure to evaluate this REHYB energy as a special contributor to

polarization in unrestricted KS-DFT methods is introduced.

3. Since radical-molecule complexes often have more than one low-lying state, one needs to

be cautious to consistently follow the desired state through each intermediate (frozen,

polarized, unconstrained) state of the EDA. This is facilitated by gradient optimiza-

tion of polarized and unconstrained states and performing stability analysis on the

converged states to ensure a local minimum with respect to orbital rotations.

4. Integrating the above methods with the previously established vertical42 and adia-

batic46 ALMO-EDA schemes defines a second generation unrestricted ALMO-EDA

(uALMO-EDA) approach. The vertical EDA yields useful insights regarding the

strength of each energy component, while the adiabatic EDA describes how each com-

ponent induces changes in observable properties, such as geometry and vibrational

frequencies.

5. For the sandwich and T-shaped benzene dimer radical cations, we demonstrated that

uALMO-EDA, when paired with state-of-the-art density functionals, is capable of

yielding more accurate total interaction energies than SAPT0(UHF). Comparison against

the EDA results for the closed-shell dimer isomers reveals that the strengthened bind-

ing between two benzene moieties upon ionization arises from enhanced CT, POL, and

long-range ELEC as well as diminished Pauli repulsion.
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6. Analysis of complexes between pyridine (Py) and the benzene (Bz) and naphthalene

(Naph) radical cations (Bz+•−Py and Naph+•−Py) illustrates how the adiabatic EDA

can provide a deeply insightful complement to the vertical EDA. The adiabatic EDA

emphasizes the dominant role of CT in the stability of the complexes, and identifies

it as the cause of the stronger binding between Bz+• and Py. By contrast, the latter

identifies POL as the most substantial binding force and attributes the difference in

their total binding energies to the PAULI term. A stronger REHYB term accounts for

the larger POL contribution in Naph+•−Py (within the vertical uALMO-EDA).

7. We investigated binary and ternary •OH–water complexes. The adiabatic uALMO-

EDA results for the minimum-energy electronic configuration of •OH(H2O) reveal that

elongation of the •O−H bond and red shift in its stretching frequency almost entirely

result from CT, akin to the H-bond of the water dimer. These molecular property shifts

are almost doubled in the ternary complex, •OH(H2O)2, with which we demonstrated

the application of ALMO-EDA to the many-body expansion (MBE) of the total inter-

action energy. The MBE shows that the relative stability of •OH(H2O)2 vs. the H2O

trimer is determined by changes in the strength of the two 2-body interactions.

8. We investigated the pre-reactive complexes (PRC) and transition state complexes in the

•OH + HCHO and •OH + CH3CHO reactions. •OH forms strongly bound PRCs with

formaldehyde and acetaldehyde via H-bonds with the carbonyl group (•OH· · ·O−−C),

which are governed by attractive electrostatic interactions. In contrast, the TSs for

H-abstraction exhibit much shorter C−H· · ·•OH hydrogen bonds, and CT is the largest

stabilizing contribution complexes followed by attractive ELEC.

9. These application examples, taken together, illustrate ways in which uALMO-EDA

can facilitate understanding of radical-molecule interactions and thereby assist in the

study of radical chemistry in general.
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A Approach to quantify the energy lowering associ-

ated with the localization of β-hole

Consider an open-shell fragment A with converged unrestricted orbitals {φα1 · · ·φαnα · · ·φαnA}∪

{φβ1 · · ·φβnβ · · ·φβnA}, where nα and nβ denote the number of α and β electrons, respectively,

and nA denotes the total number AO basis functions on A. Without losing generality, we

also assume nα > nβ for this fragment. Our goal is to define the orbital rotation degrees

of freedom that resemble the DS rotations in ROSCF. In most general cases, the orbitals

of different spins obtained from a USCF calculation are not properly paired as in the RO

case, that is, the ith α and β orbitals can possess entirely different characters. This is

illustrated through the left panels of Fig. S5 in the SI using the example of the H2O· · ·F•

complex. Therefore, it is desirable to find a transformation that aligns the α and β orbitals

without varying the USCF energy of this fragment. Here we adopt Löwdin’s orbital pairing

scheme that were originally employed to correspond MOs from two determinants that are

nonorthogonal to each other.104 Defining Co,α and Co,β as the MO coefficient matrices for

the occupied α and β orbitals, we first form the overlap between them

Sαβoo = CT
o,αSACo,β (A.1)

and then singular-value decompose (SVD) it

Sαβoo = UαsV
T
β (A.2)

where the SA matrix in Eq. (A.1) is the overlap matrix of AO basis functions on fragment A.

Using the left and right singular vectors from the SVD, one can obtain the Löwdin-paired
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orbitals by rotating the original α and β occupied orbitals

C′o,α = Co,αUα (A.3)

C′o,β = Co,βVβ (A.4)

With the occupied α and β MOs aligned, we still need to rotate the virtual orbitals in

the β space to make the lowest-lying nα − nβ ones resemble the singly occupied orbitals in

RO. We first partition the rotated α MOs into a doubly-like (“d”) and a singly-like (“s”)

group, that is, C′o,α ≡ [C′d,α,C
′
s,α], where C′d,α stands for the first nα columns of C′o,α and

C′s,α for the rest nα − nβ columns. Then we form the overlap between C′s,α and all β virtual

orbitals (C′v,β)

Sαβsv = (C′s,α)TSAC′v,β (A.5)

and perform another SVD

Sαβsv = U′αs
′(V′β)T (A.6)

Denoting the first nα − nβ columns of V′β as V′s,β, the following transformation yields the β

virtuals that resemble the singly-like α orbitals (C′s,α) the most, which are denoted as C′s,β

C′s,β = C′v,βV
′
s,β (A.7)

and correspondingly the singly-like α orbitals are rotated one more time

C′′s,α = C′s,αU
′
α (A.8)

The resulting paired α and β orbitals whose MO coefficients are represented by [C′d,α,C
′′
s,α]

and [C′o,β,C
′
s,β], respectively, are shown in the right panels of Fig. S5 in the SI. In the special

SCF-MI calculation for the rehybridization step that we mentioned in Sec. 4, we only allow
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orbital mixings between the doubly-like and singly-like orbitals in fragment A’s β space

with all other orbital rotation degrees of freedom frozen. The variational subspaces for this

special SCF-MI problem can thus be denoted as [C′Ao,β,C
′A
s,β]@[C′Ad,α,C

′′A
s,α]⊕⋃NF−1

I [CI
o,α,C

I
o,β],

where the orbitals on the right-hand side of “@”, including the α occupied orbitals on A

and both the α and β occupied orbitals on other fragments, remain unchanged in this SCF-

MI calculation and serve as the environment that the active β orbitals on fragment A are

embedded in. In our code implementation, such an SCF-MI calculation is enabled by simply

deleting those frozen degrees of freedom from the full orbital gradient vector in the GDM86

optimization of the SCF-MI energy. The energy lowering associated with this special SCF-

MI calculation relative to the energy of the frozen state is defined as the rehybridization

energy (∆EREHYB), which describes the stabilization effect arising from the electron density

reorganization on the open-shell fragment that localizes its β-hole in the presence of other

fragments:

∆EREHYB = EDS
SCF-MI − EFRZ (A.9)

where EDS
SCF-MI stands for the energy of the supersystem at the convergence of the above-

described SCF-MI calculation that permits DS-like orbital rotations only.
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(5) Vöhringer-Martinez, E.; Hansmann, B.; Hernandez, H.; Francisco, J.; Troe, J.;

Abel, B. Water catalysis of a radical-molecule gas-phase reaction. Science 2007, 315,

497–501.

(6) Long, B.; Zhang, W.-J.; Tan, X.-F.; Long, Z.-W.; Wang, Y.-B.; Ren, D.-S. Theoretical

study on the gas phase reaction of sulfuric acid with hydroxyl radical in the presence

of water. J. Phys. Chem. A 2011, 115, 1350–1357.

(7) Vaida, V. Perspective: Water cluster mediated atmospheric chemistry. J. Chem. Phys.

2011, 135, 020901.

(8) Gonzalez, J.; Anglada, J. M.; Buszek, R. J.; Francisco, J. S. Impact of water on the

OH+ HOCl reaction. J. Am. Chem. Soc. 2011, 133, 3345–3353.

45



(9) Buszek, R. J.; Francisco, J. S.; Anglada, J. M. Water effects on atmospheric reactions.

Int. Rev. Phys. Chem. 2011, 30, 335–369.
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