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RESEARCH ARTICLE

Sensory Processing

Choice-related activity and neural encoding in primary auditory cortex and
lateral belt during feature-selective attention

Jennifer L. Mohn,1,2 Joshua D. Downer,1,3 Kevin N. O’Connor,1,2 Jeffrey S. Johnson,1,2 and
Mitchell L. Sutter1,2
1Center for Neuroscience, University of California, Davis, California; 2Department of Neurobiology, Physiology and Behavior,
University of California, Davis, California; and 3Department of Otolaryngology—Head and Neck Surgery, University of
California, San Francisco, California

Abstract

Selective attention is necessary to sift through, form a coherent percept of, and make behavioral decisions on the vast amount
of information present in most sensory environments. How and where selective attention is employed in cortex and how this per-
ceptual information then informs the relevant behavioral decisions is still not well understood. Studies probing selective attention
and decision-making in visual cortex have been enlightening as to how sensory attention might work in that modality; whether
or not similar mechanisms are employed in auditory attention is not yet clear. Therefore, we trained rhesus macaques on a fea-
ture-selective attention task, where they switched between reporting changes in temporal (amplitude modulation, AM) and spec-
tral (carrier bandwidth) features of a broadband noise stimulus. We investigated how the encoding of these features by single
neurons in primary (A1) and secondary (middle lateral belt, ML) auditory cortex was affected by the different attention conditions.
We found that neurons in A1 and ML showed mixed selectivity to the sound and task features. We found no difference in AM
encoding between the attention conditions. We found that choice-related activity in both A1 and ML neurons shifts between
attentional conditions. This finding suggests that choice-related activity in auditory cortex does not simply reflect motor prepara-
tion or action and supports the relationship between reported choice-related activity and the decision and perceptual process.

NEW & NOTEWORTHY We recorded from primary and secondary auditory cortex while monkeys performed a nonspatial feature
attention task. Both areas exhibited rate-based choice-related activity. The manifestation of choice-related activity was attention
dependent, suggesting that choice-related activity in auditory cortex does not simply reflect arousal or motor influences but
relates to the specific perceptual choice.

amplitude modulation; auditory cortex; decision; lateral belt; single neuron

INTRODUCTION

The auditory system is often faced with the difficult chal-
lenge of encoding a specific sound in a noisy environment,
such as following a conversation in a loud room. The neural
mechanisms by which the auditory system attends to one
sound source and ignores distracting sounds are not yet
understood. Studies probing the mechanisms underlying au-
ditory attention in cortex have been largely concerned with
task engagement, wherein the effects of active performance
on neural activity are compared with those of passive listen-
ing. Studies in auditory cortex (AC) utilizing this paradigm

have shown that task engagement can improve behaviorally
relevant neural sound discrimination (1–8), modulate neuro-
nal tuning (9–14), alter the structure of correlated variability
within neural populations (15, 16), as well as other effects
(17–20). Though informative, this active/passive paradigm
makes it difficult to disentangle arousal and motor effects
from the mechanisms more specifically employed in selec-
tively attending to a single sound source or feature amidst
auditory “clutter.”

Studies on the neural basis of auditory selective attent-
ion at the single neuron level are rare (21), and nonspatial
auditory feature-selective attention has been relatively
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unexplored (22). Feature-selective attention, which segregates
particular sound features, such as intensity or fundamental
frequency, is essential for tasks such as discriminating
between talkers in a noisy environment (23–27). Furthermore,
it can prove useful for listeners to switch between attended
sound features because the most distinctive feature dimen-
sionsmay vary across sources (24, 27).

In visual cortex, feature-based attention has been sug-
gested to follow a gain model similar to spatial attention,
where responsivity to the attended feature increases in cells
tuned to the attended feature and decreases in cells tuned to
orthogonal features (28, 29). Studies of spatial attention in
AC single neurons suggest that AC employs a mechanism
similar to that reported in visual cortex, where a gain in neu-
ral activity increases when attention is directed into the
receptive field of a neuron and, conversely, gain decreases
when attention is directed outside the receptive field (12, 30,
31). We endeavored to see if feature-selective attention in AC
is also facilitated by a gain in activity in neurons tuned to an
attended feature.

How and where task relevant sensory information is trans-
formed into a decision in the brain is still largely unclear.
Reports of activity correlated to the reported decision in AC
have been mixed where some have not found choice-related
activity (32–34), some have found it in higher areas, but not
A1 (35, 36), and some studies have found it as early as pri-
mary auditory cortex (A1) (1, 5, 35, 37–45). As one progresses
further along the auditory cortical hierarchy, there is either
an increasingly larger proportion of neurons showing activ-
ity correlated to the decision, or the nature of the choice sig-
nal changes (1, 36, 46). Both cases suggest that the sensory
evidence informing task-relevant decisions is transformed as
the informationmoves up the processing stream (23, 47–49).

There has also been uncertainty as to whether the
reported choice activity in AC could be more reflective of
motor influences than perceptual or decision-related influ-
ences. Go/No-Go tasks are typically used in auditory cortical
studies, and these tasks require movement for report of one
choice, but not the other (46, 50); forced-choice tasks reduce
this uncertainty by requiring movements for either report
(42). It has been well documented thatmovement canmodu-
late auditory cortical activity (42, 51, 52). Here, we employ a
Yes/No forced-choice task format in which a movement is
required for both responses to disentangle motor-related
from choice-related activity in AC.

We investigated whether a mechanism for feature-selec-
tive attention similar to feature-based attention in visual cor-
tex is employed in primary (A1) and secondary (middle
lateral belt, ML) auditory cortex using noise that was ampli-
tude modulated (AM) or bandwidth restricted (DBW).
Monkeys were presented sounds that varied either in spec-
tral (DBW) or temporal (AM) dimensions, or both, and per-
formed a detection task in which they reported change along
one of these feature dimensions. In this study, we focus on
the amplitude modulation feature, as it has been well stud-
ied and is a salient communicative sound feature for
humans and other animals (53–56) and can be helpful in
sound source segregation (24, 57). Spectral content changes
were used as a difficulty-matched attentional control. We
hypothesized we would see a gain in AM encoding when ani-
mals were cued to attend to that feature, compared with

when they were cued to attend DBW changes. We also exam-
ined choice-related activity in AC, hypothesizing to find a
larger proportion of neurons with significant choice-related
activity in higher-order AC (ML) than in A1.

MATERIALS AND METHODS

Subjects

Subjects were two adult rhesus macaques, one male (13kg,
14–16yr old) and one female (7kg, 17–19yr old). All animals
were fluid regulated, and all procedures were approved by
the University of California–Davis Animal Care and Use
Committee and met the requirements of the United States
Public Health Service policy on experimental animal care.

Stimuli

Stimuli were constructed from broadband Gaussian
(white) noise bursts (400ms; 5ms cosine ramped), 9 octaves
in width (40 to 20,480Hz). Four different seeds were used to
create the carrier noise, which was frozen across trials. To
introduce variance along spectral and temporal dimensions,
the spectral bandwidth of the noise was narrowed (DBW)
and/or the noise envelope was sinusoidally amplitude
modulated (AM). The extent of variation in each dimens-
ion was manipulated to measure behavioral and neural
responses above and below threshold for detecting each fea-
ture. It is important to note that somemethods of generating
DBW introduce variation in that sound’s envelope; however,
we implemented a synthesis method that constructs noise
using a single-frequency additive algorithm and thus avoids
introducing envelope variations that could serve as cues for
DBW (58).

Sound generation methods have been previously reported
(59). Briefly, sound signals were produced using an in-house
MATLAB program and a digital-to-analog converter [Cam-
bridge Electronic Design (CED) model 1401]. Signals were
attenuated (TDT Systems PA5, Leader LAT-45), amplified
(RadioShack MPA-200), and presented from a single speaker
(RadioShack PA-110) positioned�1.5m in front of the subject
centered at the interaural midpoint. Sounds were generated
at a 100-kHz sampling rate. Intensity was calibrated across
all sounds (Bruel & Kjaer model 2231) to 65dB at the outer
ear.

Recording Procedures

Each animal was implanted with a head post centrally
behind the brow ridge and a recording cylinder over an 18-
mm craniotomy over the left parietal lobe using aseptic sur-
gical techniques (60). Placement of the craniotomy was
based on stereotactic coordinates of auditory cortex to allow
vertical access through parietal cortex to the superior tempo-
ral plane (61).

All recordings took place in a sound attenuating, foam-
lined booth (IAC: 2.9 � 3.2 � 2 m) while subjects sat in an
acoustically transparent chair (Crist Instruments). Three
quartz-coated tungsten microelectrodes (Thomas Recording,
1–2 MΩ; 0.35-mm horizontal spacing; variable, independ-
ently manipulated vertical spacing) were advanced vertically
to the superior surface of the temporal lobe.
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Extracellular signals were amplified (AM Systems model
1800), bandpass filtered between 0.3Hz and 10kHz (Krohn-
Hite 3382), and then converted to a digital signal at a 50-kHz
sampling rate (CED model 1401). During electrode advance-
ment, auditory responsive neurons were isolated by present-
ing various sounds while the subject sat passively. When at
least one auditory responsive single unit was well isolated,
we measured neural responses to the two features while the
subjects sat passively awake. At least 10 repetitions of each of
the following stimuli were presented: the unmodulated
noise, each level of bandwidth restriction, and each of the
possible AM test modulation frequencies (described in the
Feature Attention Task section). We alsomeasured pure tone
tuning and responses to bandpass noise to aid in distinguish-
ing area boundaries.

After completing these measures, experimental behavi-
oral testing and recording began. When possible, tuning
responses to the tested stimuli were again measured after
task performance, to ensure stability of electrodes through-
out the recording. Contributions of single units (SUs) to the
signal were determined offline using principal components
analysis-based spike sorting tools from Spike2 (CED). Single-
unit waveform templates were generated using Spike2’s tem-
plate forming algorithms, and spikes were assigned to
matching templates. Single units were confirmed by their
separability in principal-component space. Spiking activity
was generally 4–5 times the visually assessed background
noise level. Fewer than 0.1% of spike events assigned to sin-
gle-unit clusters fell within a 1-ms refractory period window.
Only recordings in which neurons were well isolated for at
least 180 trials within each condition were included in analy-
sis here.

Cortical Field Assessment

Recording locations were determined using both stereo-
tactic coordinates (62) and established physiological meas-
ures (63–65). In each animal, we mapped characteristic
frequency (CF) and preference between pure tones and
bandpass noise to establish a topographic distribution of
each (Fig. 1). Tonotopic gradient reversal, BW distribution,
spike latency, and response robustness to pure tones was
used to estimate the boundary between A1 and ML and

assign single units to an area (7, 16). Recordings were
assigned to their putative cortical fields post hoc using re-
cording location, tuning preferences, and latencies.

Feature Attention Task

This feature attention task has been previously described
in detail (22). The subjects performed a change detection
task in which only changes in the attended feature were rele-
vant for the task. Subjects moved a joystick laterally to initi-
ate a trial, wherein an initial sound (the S1, always the 9-
octave-wide broadband, unmodulated noise) was presented,
followed by a second sound (S2) after a 400ms interstimulus
interval (ISI). The S2 could be identical to the S1, it could
change by being amplitude modulated (AM), it could change
by being bandwidth restricted (DBW), or it could change
along both feature dimensions.

Only three values of each feature (AM, DBW) were pre-
sented, limiting the size of the stimulus set to obtain a reason-
able number of trials for each stimulus under each attention
condition to compare in analyses. The stimulus space was fur-
ther reduced by presenting only a subset of the possible cova-
rying stimuli. Within each recording session, we presented 13
total stimuli. To equilibrate difficulty between the two fea-
tures, we presented values of each feature so that one was
near each animal’s behavioral threshold of detection, one was
slightly above, and one far above threshold.

Thresholds were determined for each feature and subject
independently using six levels of each feature before choos-
ing three values and beginning the covarying feature atten-
tion task. For Monkey U, the DBW values were 0.375, 0.5, and
1 octave (8.625, 8.5, and 8 octaves wide carrier, respectively)
and the AM depth values were 28%, 40%, and 100%. For
Monkey W, the DBW values were 0.5, 0.75, and 1.5 octaves
(8.5, 8.25, and 7.5 octave wide carrier, respectively) and the
AM depth values were 40%, 60%, and 100%. For all analyses
in which data are collapsed across subjects, DBW values and
AM values are presented as ranks (DBW 0–3 and AM 0–3).
Each animal’s behavioral performance during feature atten-
tion was similar at these values. For AM 1, they were slightly
above chance (Monkey W 53% correct, Monkey U 59%), for
AM2, they were better (Monkey W 71% correct, Monkey U
75% correct) and they were quite good at detecting AM3

Figure 1. Tonotopic maps for both animals. We
have included here tuning preferences from ses-
sions that were not included in this study to pres-
ent a fuller example of the recording areas. Gray
lines indicate putative A1/ML borders. Arrows in
center indicate anterior-posterior and medial-lat-
eral orientation.
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(Monkey W 86% correct, Monkey U 89% correct).
Performance was similar for increasing values of DBWwhere
Monkey W performed at 54%, 73%, and 90% correct, and
Monkey U performed at 65%, 76%, and 88% correct for DBW
1–3, respectively. Performance was calculated for each ses-
sion with a regression model (22). We used a binomial logis-
tic regression to determine the extent to which the rank
value of a given feature affects the probability of the animal
making a “target-present” report. Conceptually, as the influ-
ence of a given feature (e.g., AM) on the probability of the
subject responding “target-present” increases, the regression
coefficient (e.g., bAM in this example) will increase. If one of
the features has no effect on the behavioral response, its beta
coefficient will be 0. This regression showed that, in general,
the monkeys were performing the task using the appropriate
feature (Fig. 2A). When combining 1) the stimulus construc-
tion of Strickland and Viemeister, 2) the broad frequency
spectrum of even the most restricted stimuli, 3) the animals’
behavior, and 4) that we saw results that depended on per-
forming DBW detection, the notion that bandwidth restric-
tion is providing temporal envelope cues that are the
primary driver of performance is not supported. There was
also no systematic relationship of performance drifts with
early or late trials within a session or block (Fig. 2, B and C).
Behavior from the A1 sessions have been previously reported
in more detail (22), and performance was similar during the
ML recording sessions.

Within a given session, AM sounds were presented at only
a single modulation frequency. Across sessions, a small set
of frequencies was used (15, 22, 30, 48, and 60Hz). The AM
frequency was selected randomly each day. Subjects were
cued visually via an LED above the speaker as to which

feature to attend (green or red light, counterbalanced
between subjects). Additionally, before each block of feature
attention trials, there was a 60-trial instruction block in
which the S2s presented were only altered along the target
feature dimension (i.e., sounds containing the distractor fea-
ture were not presented). Subjects were to respond with a
“yes” (up or down joystick movement, counterbalanced
across subjects) on any trial in which the attended feature
was presented, otherwise, the correct response was “no” (op-
posite joystick movement). We chose upward or downward
joystick movement to avoid influences on single neuron
choice activity dependent on contralateral movements. Such
movement-related activity has been recently reported in
other studies (42). Hits and correct rejections were rewarded
with a drop of water or juice, and misses and false alarms
resulted in a penalty (3–5 s timeout).

During the test conditions, the S2 was unmodulated
broadband noise (no change from S1) on 25% of the trials,
covarying on 25% of the trials, and contained only DBW or
AM on 25% of the trials, respectively. Sounds in the set were
presented pseudorandomly such that, over sets of 96 trials,
the entire stimulus set was presented exhaustively (includ-
ing all four random noise seeds). Block length was variable,
based in part on subjects’ performance, to ensure a sufficient
number of correct trials for each stimulus. Not including
instruction trials, block length was at least 180 trials and at
most 360 trials, to ensure that subjects performed in each
attention condition at least once during the experiment.
Subjects could perform each attention condition multiple
times within a session. Only sessions in which subjects com-
pleted at least 180 trials per condition (excluding instruction
trials) were considered for analysis in this study.

Figure 2. Animals’ behavioral perform-
ance. A: performance of each animal by
attention condition, shown by the regres-
sion coefficients that correspond to the
influence of each feature on the animals’
response. Each symbol identifies a single
recording session. Increases in coefficient
values represent an increased probability
that the animal will report “yes” as the
level of that feature increases. Both ani-
mals’ behavioral responses are influenced
more strongly by the target feature than
the distractor feature. This analysis is iden-
tical to that of Downer et al. (22), but now
has added the ML sessions. B: examples
of performance over time during a behav-
ioral session. Performance would fluctuate
across a session but did not tend to sys-
tematically get worse near the end of the
session. Gray rectangles indicate instruc-
tion trials at the beginning of a new block.
Titles over plots in B denote the session
from which the data were recorded. C: av-
erage performance across all sessions by
percent of total trials for each monkey.
AM, amplitude modulation; BW, band-
width; ML, middle lateral belt.
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Analysis of Single Neuron Feature Selectivity

Spike counts (SC) were calculated over the entire 400-
ms stimulus window. SCs in response to feature-present
stimuli were normalized over the entire spike count distri-
bution across both features, including unmodulated noise,
for that cell. To characterize this response function, we
calculated a feature-selectivity index (FSI) for each feature
as follows:

FSIAM ¼ SCAM>0;DBW0 � SCAM0 ;DBW0

SCAM>0;DBW0 þ SCAM0;DBW0

ð1Þ

FSIBW ¼ SCDBW>0;AM0 � SCDBW0;AM0

SCDBW>0;AM0 þ SCDBW0 ;AM0

ð2Þ

where SCx is the mean SC in response to the given set of
stimuli designated by the subscript. A Kruskal–Wallis rank-
sum test was performed between distributions of SCs with
the feature-present (feature level greater than 0) and those
with the feature-absent (feature value of 0) to determine the
significance of the FSI for each neuron. Cells that had a sig-
nificant FSI for a given feature were categorized as encoding
that feature with firing rate. Neurons were classified as hav-
ing “increasing” (or “decreasing”) responses to a feature if
their FSI was greater than (or less than) zero for that feature.

Phase-Projected Vector Strength

Vector strength (VS) is a metric that describes the degree
to which the neural response is phase locked to the stimulus
(66, 67). VS is defined as:

VS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPn

i¼1 cos hiÞ2 þ ðPn
i¼1 sin hiÞ2

q
n

ð3Þ

where n is the number of spikes over all trials and hi is the
phase of each spike, in radians, calculated by:

hi ¼ 2p
ti mod p

p
ð4Þ

Where ti is the time of the spike (in ms) relative to the
onset of the stimulus and p is the modulation period of the
stimulus (in ms). When spike count is low, VS tends to be
spuriously high. Phase-projected vector strength (VSpp) is a
variation on VS developed to help mitigate issues with low
SC trials (68). VSpp is calculated by first calculating VS for
each trial, then comparing themean phase angle of each trial
to the mean phase angle of all trials. The trial VS value is
penalized if out of phase with the global mean response.
VSpp is defined as:

VSpp ¼ VSt cosð/t � /cÞ ð5Þ
where VSpp is the phase-projected vector strength per trial,
VSt is the vector strength per trial, as calculated in Eq. 1, and
jt and jc are the trial-by-trial and mean phase angle in radi-
ans, respectively, calculated for each stimulus by:

/ ¼ arctan2
Pn

i¼1 sin hiPn
i¼1 cos hi

 !
ð6Þ

where n is the number of spikes per trial (for jt) or across all
trials (for jc). In this report, we use VSpp exclusively to mea-
sure phase locking, as SC tended to be relatively low and VS

and VSpp tend to be in good agreement with the exception of
low SCs where VSpp tends to be more accurate than VS (68).
To determine significance of VSpp encoding for each neuron,
a Kruskal–Wallis rank-sum test was preformed between dis-
tributions of VSpp values on trials with nonzero AM depths,
to those from unmodulated noise trials. Of note, VSpp in
response to an unmodulated stimulus is a control measure-
ment assuming the samemodulation frequency as the corre-
sponding AM frequency from that recording session.

Analysis of Neural Discriminability

We applied the area under the receiver operating charac-
teristic (ROCa), a signal detection theory-based (69), to
measure how well neurons could detect each feature. ROCa
represents the probability an ideal observer can detect
the presence of the target feature given only a measure of
the neural responses (either firing rate or VSpp). To calcu-
late ROCa, we partitioned the trial-by-trial neural responses
into two distributions: those when the target feature was
present in the stimulus and trials where it was absent. Then
we determined the proportion of trials in each group where
the neural response exceeds a criterion value. We repeated
the measure using 100 criterion values, covering the whole
range of responses. The graph of the probability of exceeding
the criterion for feature-present trials (neural “hits”) versus
the probability of exceeding the criterion for feature-absent
trials (neural false alarms) plotted for all 100 criteria as sepa-
rate points creates the ROC. The area under this curve is the
ROCa. ROCa is bounded by 0 and 1, where both extremes
indicate perfect discrimination between target feature-pres-
ent and target feature-absent stimuli, and 0.5 indicates a
chance level of discrimination between the two distrib-
utions.

Analysis of Choice-Related Activity

Choice probability (CP) is an application of ROC analysis
used to measure the difference between neural responses
contingent on what the animal reports, for example, whether
a stimulus feature is present or absent (70, 71). Similar to
ROCa described above, CP values are bounded by 0 and 1,
and a CP value of 0.5 indicates no difference (or perfect over-
lap) in the neural responses between “feature-present” and
“feature-absent” reports. A CP value of 1 means for every trial
that the animal reports a feature, the neuron fired more than
on trials where the animal did not report the feature. A CP
value of 0 means that, for every trial that the animal reports
a feature, the neuron fired less than on trials where the ani-
mal did not report the feature. Stimuli that did not have at
least five “yes” and five “no” responses were excluded from
analyses. CP was calculated based on both firing rate and on
VSpp. For rate-based CP, we calculated CP both for each stim-
ulus separately and pooled across stimuli. We calculated this
stimulus-pooled CP by first separating the “yes” and “no”
response trials within stimulus, then converting these rates
into Z-scores within a stimulus, then combined these Z-
scored responses across stimuli. This type of Z-scoring has
been found to be conservative in estimating CP (72). CP was
calculated during both the 400-ms stimulus presentation
(S2) and during the response window (RW), the time after
stimulus offset and before the response (typically �0.2–
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3.0 s). The significance of each neuron’s CP was determined
using a permutation test (71). The neural responses were
pooled between the “feature-present report” and “feature-
absent report” distributions, and random samples were
taken (without replacement). CP was then calculated from
this randomly sampled set. This procedure was repeated
2,000 times. The P value is the proportion of CP values from
these randomly sampled repeats that were greater than the
CP value from the nonshuffled distributions.

RESULTS
We recorded activity from 92 single units in A1 (57 from

Monkey W, 35 from Monkey U) from 16 recording sessions
and 122 single units in ML (49 from Monkey W, 73 from
Monkey U) over 17 recording sessions as animals performed
a feature-selective attention task. All metrics reported here
were first assessed separately for each subject and were
determined to be similar between the animals (Wilcoxon
rank sum test >0.05) and thus were pooled to increase our
statistical power.

The raster plots of neural activity are shown for three
example neurons across different conditions for entire trials
(Fig. 3), and for the same neurons expanded just to show the
responses to S2 (Figs. 4, 5, and 6). Each neuron’s ability to
encode AM with firing rate or VSpp and/or to encode DBW is
shown in the legend of Fig. 3. In the examples from Figs. 3, 4,
5, and 6, with one exception, when collapsing across DBW,
for all AM stimuli (AM1, 2, 3) including unmodulated (AM0),
the firing rate was higher in the attend-AM condition than
attend DBW (Figs. 4, 5, and 6 subpanels). The exception was
AM3 in Fig. 4. The example neurons in Figs. 4, 5, and 6, all
monotonically increase firing rate as AM depth goes from
level 1 to level 3, although the neuron in Fig. 4 also responds
strongly to the unmodulated noise (AM level 0). Also note
that the neuron in Fig. 4 shows strong phase-locking to AM.
This overall effect was consistent with a population effect
(later described in Fig. 8) where, on average, there was a non-
significant increase in firing rate across all stimuli in the
attend AM condition, but because AM0 also increases this
did not lead to increased neuronal ability to detect AM.

Feature Tuning

There was no significant difference in the proportions of
neurons in A1 and ML that encoded AM (47.8% A1, 38.5%
ML; P = 0.08, v2 test). We found a large proportion of neurons
in both A1 and ML that were sensitive to the relatively small
changes in DBW from the 9-octave wide unmodulated noise
(Fig. 7), though there was no difference in the proportion of

DBW encoding neurons between areas (32.6% A1, 29.5% ML;
P = 0.18, v2 test; Table 1).

There was a positive correlation between AM and DBW se-
lectivity in both A1 (Fig. 7A, Pearson rho=0.31, P = 0.002)
and ML (Fig. 7B, Pearson rho=0.31, P = 5.32 e-4), so cells that
tended to increase firing rate for increasing AM levels, also
tended to increase firing rate for increasing DBW levels
(FSIAM vs. FSIBW). In this feature-selective attention task, we
found no significant difference between A1 and ML in the
proportions of “increasing” and “decreasing” encoding cells
for either AM (“Increasing” P = 0.21, v2 test; “Decreasing” P =
0.11, v2 test) or DBW (“Increasing” P = 0.22, v2 test;
“Decreasing” P = 0.52, v2 test).

A large population of neurons decreased firing rate for
increasing AM depth (“decreasing cells”) in both A1 and ML
(Table 1, Fig. 8, C and D). We also found that nearly half of
the neurons in both A1 and ML decreased firing rate for
increasing DBW (Table 1, Fig. 9, C and D). However, the pop-
ulation of neurons that significantly encoded AMwas largely
dominated by cells that increased firing rate for increasing
AM depth in both A1 and ML (Fig. 8, A and B), with only
13.6% of AM encoders (6 cells, 6.5% of all A1 units) classified
as “decreasing” units in A1, and 10.6% of AM encoders
“decreasing” in ML (5 cells, 4.1% of all ML units). Among sig-
nificant DBW encoders, the population was more evenly split
between “increasing” and “decreasing” units in both A1 and
ML (Fig. 9, A and B): 43.3% of DBW encoders (14.1% of all A1
units) have “decreasing” functions in A1 versus 30.6% in ML
(9.0% of all ML units).

Vector Strength Encoding

We found a similar proportion of cells in A1 and ML that
significantly phase locked to AM (P = 0.77, v2 test), as meas-
ured by phase-projected vector strength (VSpp; Table 1). As in
previous reports (46), we found VSpp to be weaker in ML than
A1 at low AM depths (Fig. 10, C and D, P < 0.05 at low AM
depths, Wilcoxon rank-sum test), but not significantly differ-
ent at the highest AM depth (P = 0.73, Wilcoxon rank-sum
test). In both A1 andML, there was no significant difference in
phase-locking (VSpp) between the attend AM and attend DBW
conditions (P> 0.05, signed-rank test, Fig. 10, C andD).

Feature Discriminability and Context Effects

We used the signal detection theory-based area under the
receiver operating characteristic (ROCa) to measure how
well an ideal observer could detect the presence of each
sound feature based on the neural responses (either firing
rate or VSpp). Increases in the levels of both features tended
to yield increasing ROCa (A1 AM Spearman rho=0.15, DBW

Table 1. Percentage of cells in A1 and ML that increased firing rate in response to each feature dimension versus
those that decreased activity in response to the feature dimension

AM rate

Coder

Decreasing

AM

Increasing AM +

AM Coder

Decreasing AM +

AM Coder BW Coder

Decreasing

BW

Increasing BW +

BW Coder

Decreasing BW +

BW Coder

VS

Coder

A1 (n = 92; %) 47.8 32.6 41.3 6.5 32.6 42.5 18.5 14.1 32.6
ML (n = 122; %) 38.5 27.1 34.4 4.1 29.5 41.8 20.5 9.0 30.33

The majority of cells that significantly encoded AM (AM coder) in both A1 and ML increased firing rate in the presence of AM sounds.
Cells that significantly encoded DBW (BW coder) in A1 were about equally likely to be increasing as decreasing. BW coders in ML were
more likely to have increasing functions than decreasing. AM, amplitude modulation; A1, primary auditory cortex; BW, bandwidth; ML,
middle lateral belt; DBW, bandwidth restricted.
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Spearman rho=0.06; ML AM Spearman rho=0.13, DBW
Spearman rho=0.05; Fig. 11). However, there was no signifi-
cant effect of attentional condition on either feature at any
level of feature modulation for either A1 (Figs. 8A and 9A) or
ML (Figs. 8B and 9B).

VSpp-based discrimination (ROCa) of AM fromunmodulated
sounds was better at the lowest modulation depth in A1 than
in ML (P = 0.02, Wilcoxon Rank Sum Test, Fig. 10, A and B). At
the higher modulation depths, VSpp-based discrimination was
similar in A1 andML (P = 0.99, AM depth 2; P = 0.26, AM depth

3; Wilcoxon Rank Sum Test; Fig. 10, A and B). However, there
was no significant difference in VSpp discriminability between
attention conditions for any modulation depth in either area
(P> 0.05, signed-rank test, Fig. 10,A and B).

Choice-Related Activity

In A1, during the attend AM condition, CP values were
evenly distributed �0.5 during the ISI (ISI median =0.49, P
= 0.11, signed-rank test), the stimulus presentation (S2 me-
dian CP=0.50, P = 0.87, signed-rank test), and the

A                                                                       B

C

Figure 3. Example responses of A1 (A and B) andML (C) neurons to AM noise by attentional condition. On the largest scale, we sort by S2 stimulus. The lowest
rectangle in each had no AM and no bandwidth restriction (AM0, BW0). Then the going up the next rectangle (AM0) shows the responses to stimuli with no
AM but with BW restriction (within the rectangle sorted from lowest on bottom to highest level of BW restriction). The three different levels of stimuli with AM
and BW restriction are then shown above. For these within each rectangle the sorting by BW restriction is the same as for AM0. Each subplot is separated
into “Attend AM” trials (left) and “Attend BW” trials (right). Bars below each plot indicate stimulus presentation. Black bars below time axis indicate presentation
of the S1 and S2 stimulus. A: this neuron encoded AM with average firing rate and vector strength (VSpp) and encoded BW with firing rate. (Definitions of
“encoding” are statistically based and in the METHODS). B: encoded AMwith firing rate but not with VSpp and did not encode BW. C: encoded AM and BWwith
firing rate but did not use VSpp to encode AM. AM, amplitude modulation; A1, primary auditory cortex; BW, bandwidth; ML, middle lateral belt; S1, initial sound;
S2, second stimulus; VSpp, phase-projected vector strength. Titles over each subfigure denote the session fromwhich the data were recorded.
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response window (RW median CP =0.49, P = 0.43, signed-
rank test; (Fig. 12, A, C, and E). In contrast, during the
attend DBW context, the CP values tended to be lower than
0.5 during both the stimulus (S2 median CP =0.49, P =
0.02, signed-rank test) and the response window (RW me-
dian CP =0.46, P = 4.2 e-8, signed-rank test), but not signif-
icantly different from 0.5 during the ISI (ISI median =0.51,
P = 0.92; Fig. 12, B, D, and F). That is, during the attend
DBW condition, the population of neurons tended to
decrease firing rate when reporting target feature detec-
tion, whereas during the attend AM condition, it was
equally likely for a neuron to increase firing rate for a
report of target detection as it was for a report of target ab-
sence. There was a significant difference in the popula-
tion CP distributions between attention conditions
during the RW (Attend AM median = 0.49, Attend DBW
median = 0.46, P = 0.004, signed-rank test), though nei-
ther during the ISI (P = 0.33, signed-rank test) nor the S2
(P = 0.06, signed-rank test).

The choice-related activity in ML was similar to that
reported above in A1 during the ISI and S2. During the attend
AM condition, activity was evenly distributed �0.5 (ISI me-
dian CP=0.50, P = 0.47; S2 median CP=0.50, P = 0.94,
signed-rank test; (Fig. 13, A and C). During the attend DBW
condition, average CP was less than 0.5 during the S2 (S2 me-
dian CP=0.49, P = 0.043 signed-rank test; Fig. 13D), but not
during the ISI (ISI median CP=0.49, P = 0.15, signed-rank
test; Fig. 13B). However, during the response window, CP val-
ues were less than 0.5 in both the attend AM condition (me-
dian CP=0.48, P = 0.004 signed-rank test) and the attend
DBW condition (median CP=0.47, P = 2.7 e-5 signed-rank
test; Fig. 13, E and F). This is in contrast to A1 where CP val-
ues tended to be lower than 0.5 only in the attend DBW con-
dition. There was no significant difference in the
distribution of CP values in ML neurons between the attend
AM and attend DBW conditions during either the ISI (P =
0.49, signed-rank test) or the S2 (P = 0.15, signed-rank test).
However, there was a significant difference in the CP

Figure 4. Same as example cell in Fig. 3A, with
the peri-S2 time window expanded. Inset shows
firing rate as a function of AM depth, error bars
show SE. The unmodulated stimuli (AM0) had
significantly higher firing rates in the attend AM
versus the attend BW condition. Although the fir-
ing rate appears higher in the other AM stimuli
(AM1, 2, 3) during attend AM, none of those AM
stimuli showed significant changes in activity
between attend AM and attend BW. AM, ampli-
tude modulation; A1, primary auditory cortex;
BW, bandwidth; S2, second stimulus; DBW,
bandwidth restricted. w3092 indicates the ses-
sion from which the data were recorded.

Figure 5. Same as example cells as in Fig. 3B,
with the peri-S2 time window expanded. Inset
shows firing rate as a function of AM depth,
error bars show SE. AM0 and AM1 was signifi-
cantly greater in attend AM than Attend BW.
AM, amplitude modulation; A1, primary auditory
cortex; BW, bandwidth; S2, second stimulus;
DBW, bandwidth restricted. w3059a denotes
the session from which the data were recorded.
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distribution between the attend AM and attend DBW condi-
tions in ML during the response window (Attend AM
median=0.48, Attend DBW median=0.47, P = 0.033 signed-
rank test), reflecting the population shift to CP values less
than 0.5 in the attend DBW condition compared with the
attend AM condition.

There was no significant difference in the proportion of
neurons in A1 (19.5%) and ML (26.2%) with significant
choice-related activity during the stimulus window (P = 0.31,
v2 test; Figs. 12, C and D, and 13, C and D) or ISI window (A1
17.4%, ML 20.5%, P = 0.38, v2 test; Figs. 12, A and B, and 13, A
and B). In both areas, the population of neurons with signifi-
cant choice-related activity during the response window
(from S2 end to joystick movement) was not significantly dif-
ferent between the two areas (41.3% A1, 34.4% ML, P = 0.41,
v2 test; Figs. 12, E and F, and 13, E and F). Additionally, the
proportion of neurons with significant CP was larger during
the response window than during both the ISI and the stimu-
lus window.

DISCUSSION
We found a large proportion of cells in ML that decreased

firing rate with increasing AM detectability, similar to previ-
ous findings in ML (46, 73). However, unlike these previous
studies whereML had a significantly larger population of cells
with decreasing AMdepth functions than A1, we found a simi-
lar proportion of A1 neurons with decreasing AM depth func-
tions. Further, the majority of neurons in both A1 and ML
significantly encoding AM depth had increasing AM depth
functions. This suggests that the encoding of amplitude mod-
ulation can be flexible depending upon the behavioral and
sensory demands of the task. In essence, with increased per-
ceptual difficulty, stimulus/feature ambiguity, and task diffi-
culty, it may be necessary for A1 to develop a more robust and
appropriate code to solve the task, and for ML to take onmore
of the sensory processing, and thus the encoding schemes
lookmore similar between these two areas.

We also found a large population of cells in both A1 and
ML that were sensitive to changes in bandwidth. This was
particularly surprising, as the changes in bandwidth were
relatively small compared with the 9-octave wide unmodu-
lated noise. It’s possible that the DBW encoding we saw was
due to an increasing concentration of power in the middle
frequencies of the broadband noise as the level of bandwidth
restriction increased. It could also be caused by decreasing
power in flanking inhibitory bands. Further studies investi-
gating if and how neurons in A1 and ML encode small
changes in spectral bandwidth to broad-band sounds under
power-matched conditions could be enlightening.

Using phase-projected vector strength (VSpp) as a measure
of temporal coding, neither ML nor A1 single neurons
showed attention-related changes in VSpp-based sensitivity
to AM or VS-based choice-related activity. This is consistent
with previous results from our laboratory showing smaller
effects for VSpp-based attention and choice than for firing
rate (46). A recent study that could help interpretation of
this result shows thalamic projections to the striatum (an
area involved in decisions and possibly attention) relay in-
formation about temporally modulated sounds in the form
of phase-locking, whereas cortical projections to the striatum
only convey information about temporally modulated
sounds with average firing rate over the stimulus (74).

Attending to the target-feature did not significantly
improve single neuron amplitude modulation or bandwidth
restriction detection in A1 or ML. This seems surprising con-
sidering the wide array of effects that have been previously
reported in auditory cortex related to different tasks, and be-
havioral contexts (1–3, 5, 17, 20, 44, 75, 76). In macaque mon-
keys, an improvement in both rate-based and temporal AM
encoding was observed in A1 and ML neurons when animals
performed a single-feature AM detection task compared
with when animals passively listened to the same stimuli (7,
46). We did not see a similar level of encoding improvement,
possibly due to the more fine-tuned form of attention
needed to perform this task.

Figure 6. Same example cell as in Fig. 3C, with
the peri-S2 time window expanded. Inset shows
firing rate as a function of AM depth, error bars
show SE. For all conditions, firing rate was higher
in attend AM, but this was only significant for
unmodulated (AM0) and the most modulated
(AM3). AM, amplitude modulation; BW, band-
width; ML, middle lateral belt; S2, second stimu-
lus; DBW, bandwidth restricted. w3344a indicates
the session fromwhich the data were recorded.
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One might expect to observe smaller effects from this
more selective form of attention than in a passive versus
active listening task, as the difference between attending to
one feature of a sound compared with another is much

smaller than switching between paying attention to a sound
and passive sound presentation. Furthermore, arousal, as
measured with pupillometry, has recently been shown to
correlate with increases in activity, gain and trial-to-trial

Figure 7. Single neuron feature selectivity
index (FSI), a measure of how sensitive a
neuron is to changes in each feature value
separately. A: A1: a positive correlation
between AM and DBW selectivity
(Pearson rho=0.3143, P = 0.002). B: ML:
positive correlation between AM and BW
selectivity (Pearson’s rho =0.3109, P =
5.32 e-4). AM, amplitude modulation; A1,
primary auditory cortex; BW, bandwidth;
ML, middle lateral belt; DBW, bandwidth
restricted.

Figure 8. Population average rate-based responses to AM level in A1 (A and C) and ML (B and D). Blue lines indicate responses during Attend BW con-
text, yellow lines indicate responses during Attend AM condition. A: AM encoding (ROCa) in A1. Here, we include only cells that were significant AM
encoders (n = 38 increasing, n =6 decreasing cells). B: AM encoding (ROCa) in ML. Here, we include only cells that were significant AM encoders (n = 42
increasing, n =5 decreasing cells). C and D: population average raw firing rate for all A1 (C, n =92) and ML (D, n = 122). Each plot is separated by “increas-
ing cells” (A1 n =62, ML n =89) and “decreasing cells” (A1 n = 30, ML n = 33). AM, amplitude modulation; A1, primary auditory cortex; BW, bandwidth; ML,
middle lateral belt; ROCa, area under the receiver operating characteristic.
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reliability of A1 neurons (77), which could account for some
of the effects seen in task engagement paradigms.

Feature-based attention has been shown to have gain
effects on neurons tuned to the attended feature in visual
cortex (78, 79). It is possible that we did not see a similar gain
effect of feature attention in AC due to the mixed selectivity
we and others (80) found in the encoding of these features
(i.e., most neurons are sensitive to both AM and DBW).
However, it is likely that mixed selectivity is not the only rea-
son we did not see a gain effect. In a study where rats per-
formed a frequency categorization task with shifting
boundaries, Jaramillo and colleagues (81) similarly found
that neurons in AC did not improve their discriminability
with attentional context. This similar lack of enhancement
seen in a task where only a single feature is modulated sug-
gests that the mechanism for feature attention in auditory
cortex could be enacted via a different mechanism.

In visual cortical studies probing selective feature atten-
tion—where the subject must distinguish between features
within a single object, rather than object- or place-oriented,

feature-based attention—results have been similarly com-
plex. At the level of the single neuron, there have not been
clear, gain-like improvements in the sensitivity to the
attended feature (82–85). Further, the effects of feature-
selective attention seem to be dependent upon not just the
tuning preferences of a neuron, but also the strength of its
tuning (86). These studies, along with our own, suggest that
segregation of features within an object may require a differ-
ent mechanism relative to object-directed, feature-based
attention.

In each of the feature-selective attention studies cited
above, a common observation is that single neurons in sen-
sory cortex have mixed selectivity for the features in the
task, as opposed to being uniquely responsive to one feature
or another. Such mixed selectivity among single neurons
may permit sophisticated, flexible computations at the pop-
ulation level (87). It thus seems likely the mechanism for fea-
ture-selective attention lies not at the level of the single
neuron, but rather requires the integration of activity from a
larger population of neurons. A feature-selective study using

Figure 9. As in Fig. 8. for the BW feature dimension. Population averaged responses to BW level. Blue lines indicate attend BW condition, yellow lines
indicate attend AM condition. A: BW encoding (ROCa) in A1. Here, we include only cells that significantly encoded DBW (n = 17 increasing, n = 13 decreas-
ing cells). B: BW encoding (ROCa) in ML. Here, we include only cells that were significant BW encoders (n =25 increasing, n = 11 decreasing cells).
Population average raw firing rate by DBW level for all A1 (C, n =92) and ML (D, n = 122). Each plot is separated by “increasing cells” (A1 n =53, ML n =86)
and “decreasing cells” (A1 n = 39, ML n = 36). There was no significant effect of attentional condition at any level of DBW for either A1 (A and C) or ML (B
and D). AM, amplitude modulation; A1, primary auditory cortex; BW, bandwidth; ML, middle lateral belt; ROCa, area under the receiver operating charac-
teristic; DBW, bandwidth restricted.
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ERPs found that the neural responses to identical stimuli
varied when the subjects attend to different features of the
stimulus (88). The single neuron and neural circuit mecha-
nisms underlying this effect remain unclear. One such possi-
ble mechanism might be the structure of correlated
variability within the population, which has been shown to
be modulated by feature-selective attention (22). Another
study, simulating populations by pooling single neurons
across A1 recordings permitted clear segregation of these two
features, as well as an enhancement in discrimination of the
attended feature (89). Further studies investigating feature-
selective attention at the level of populations of neurons are
necessary to better understand the underlyingmechanisms.

We did see an interesting difference in the distribution of
choice-related activity between the attentional conditions,
where the correlation between firing rate and choice shifted
direction between conditions. During the attend AM context,
CP was evenly distributed �0.5 with some neurons showing

significant choice activity at either extreme. In contrast, dur-
ing the attend DBW context, CP values were shifted toward
0, with very few neurons having significant choice-related
activity greater than 0.5 (increasing firing rate for “feature-
present” response).

Neurons in auditory cortical areas may also modulate
their responses to motor events (50). Some previous reports
on choice-related activity have been difficult to interpret, as
they employed a Go/No-Go task format in which one percep-
tual choice required a movement and the other choice did
not (46, 50). Therefore, the choice-related activity observed
was difficult to disentangle from a general preparation to
move. The task reported here was a Yes/No forced-choice
task, requiring a motor response to each decision (target
present vs. target absent). The shift in choice-related activity
between attention conditions observed in this force choice
task, and another recent study (42) shows that this choice-
related activity cannot simply reflect motor preparation or

Figure 10. Population averaged phase locking responses to AM. Yellow lines indicate attend AM condition, blue lines indicate attend BW condition. A and B:
VSpp-based discriminability (ROCa) of AM from unmodulated sounds. In cells that were significant VS encoders both A1 (A, n=30) and ML (B, n=37), VSpp-
based discriminability of AMwas not significantly different between attention conditions at any AM level (P> 0.05, signed-rank test). At lowmodulation depths
(AM level = 1), A1 had significantly better AM discriminability than ML (P = 0.02, Wilcoxon rank sum test); however, they were not significantly different at the
higher modulation depths (AM levels 2 and 3, P> 0.05, Wilcoxon rank sum test). C and D: population averaged phase locking responses (VSpp) in all cells for
A1 (C, n=92) and ML (D, n= 122). VSpp is greater in A1 (C) than ML (D) at low AM depths (AM level 1, P = 0.01; AM level 2, P = 0.002, Wilcoxon ranked sum test),
though phase locking is more similar (not significantly different) at the highest AM depth (P = 0.73, Wilcoxon ranked sum). There was no significant difference
in either VSpp between attentional conditions in either area (P> 0.05 for all AM levels, Wilcoxon signed rank test). AM, amplitude modulation; A1, primary audi-
tory cortex; BW, bandwidth; ML, middle lateral belt; ROCa, area under the receiver operating characteristic; VSpp, phase-projected vector strength.
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action. This strengthens the possible relationship between
this activity and the decision or attention process.

The lack of clear attentional improvement of single
neuron feature encoding found in this study suggests

one or more of the following: 1) the feature-selective
attention required in this task is not implemented at the
level of an individual neuron in A1 or ML; 2) the feature-
selective attention necessary for this particular task

Figure 11. Cell-by-cell AM firing rate encoding differences between attention conditions for A1 (A; n =92) and ML (B; n = 122). Filled dots indicate cells that
significantly encode AM. Diagonal line is the unity line. As feature level increased, discriminability of AM from unmodulated sounds became greater
(ROCa further away from 0.5). AM, amplitude modulation; A1, primary auditory cortex; BW, bandwidth; ML, middle lateral belt; ROCa, area under the re-
ceiver operating characteristic.
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occurs at a later stage in auditory processing; 3) the
mixed selectivity of single neurons in A1 and ML for
these features complicates the interpretability of the
effects of attention at the single neuron level, in contrast
to feature-based attention neurons studied found in vis-
ual cortex (28, 29, 90). Although we did not see robust

differences in encoding between attentional conditi-
ons, the difference in attentional choice-related activity
reveals that it is not simply reflective of motor prepara-
tion and suggests that activity correlated to reported
choice as early as A1 could be informing perceptual and
decision processes.

Figure 12. Choice probability in A1 neurons
(n=92). Values closer to 0 indicate increa-
sed activity for “feature-absent” response,
whereas 1 indicates increased activity for
“feature-present” response. Darker colored
bars indicate cells with significant choice ac-
tivity. Black dotted line indicates 0.5, red
dashed line denotes the population median.
A and B: CP during the ISI window was cen-
tered about 0.5 for both the attend AM condi-
tion (A; median=0.49, P = 0.11, signed-rank
test) and the attend BW condition (B;
median=0.51, P = 0.92, signed-rank test). CP
during the attend AM condition is evenly dis-
tributed about 0.5 in both the stimulus win-
dow (C; median=0.50, P = 0.87, signed-rank
test) and the response window (E; median=
0.49, P = 0.43, signed-rank test). In the attend
DBW condition, CP values tended to be less
than 0.5 in both the stimulus window (D;
median=0.49, P = 0.02, signed-rank test)
and the response window (F; median= 0.46,
P = 4.2 e-8, signed-rank test). There was a
significant difference in the population CP
distributions between attention conditions
during the RW (P = 0.004, signed-rank test),
though not during the S2 (P = 0.06, signed-
rank test). AM, amplitude modulation; A1, pri-
mary auditory cortex; BW, bandwidth; CP,
choice probability; ISI, interstimulus interval;
RW, response window; S2, second sound;
DBW, bandwidth restricted. �indicates popu-
lation median significantly different than 0.5,
P< 0.05, signed-rank test.
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