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INVARIANT SURFACES OF ORDINARY DIFFERENTIAL EQUATIONS 
WITH AND WITHOUT TIME LAG 

Anthony J. Schaeffer 

Lawrence Radiation Laboratory 
University of California 

Berkeley, California 

April 7,1967 

ABSTRACT 

Consider thesysteril.·of differential equations 

(1) ~(t) =8[9(t ~r), ~(t -r), E] 

(2) i(t) = A[9(t - r), E] x(t - r) + X[9(t - r), x(t - r), E], 

iii 

where r = 0 whe~ there is no time lag. A mapping S :Rm~ Rn is an Invariant 

Surface of (i, 2) if the pair {~(t), S[~(t)]} is a solution of (1, 2) where . 

. ~(t) is a solution of the equation 

. 
(3) 9(t) = e{9(t - r), S[9(t- r)], E}, 

which must be defined for all time if r > O. In this paper, for E = 0, it is 

assumed that So(9) = 0 is an invariant surface of (1, 2), and it is shown 

that under suitable conditions on 8, A, and X there exists a unique invariant 

surface of (1, 2) near So for E small. The essential conditions on 8, A, and 

X are that: 

(a) All be differentiable with respect to x and 9j 

(b) No characteristic roots of A ever be purely imaginary, and A 

not depend on 9 if there is timelagj 

(c) X have a small linear term, plus higher order i;;erms, in x. 

More general time lag terms are allowe~ in the paper and a systematic treat-

ment of differential equations with time lag is given. 
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INTRODUCTION 

This paper sharpens results of Sacker [1], Marica [3], Hale [13], and 

Diliberto [14] on the existence of Invariant Surfaces of a perturbed system 

of differential e~uations without time lag. It also extends these results 

to systems with time lag in a mU9h stronger form than was done previously 

(Halany [9, pp 501-509]). The e~uations are considered in normal (or polar) 

form - that is, after a change of variables has been made that maps a known 

tnvariant surface into the zero vector. (The existence at' such changes of 

variables is assumed here, as in previous works .. ) The explicit e~uations 
~. 

considered here are: 

(1) e = 8( e, x, y, z, E) 

(2) x = A(e) x + X( e, x, y, z, E) 

(3) 
. E {:s(e) y + Y(e, x, E) } y = y, z, 

(4 ) 
1 

E)}, z = (-::.) .{c(e) z + z(e, x, y, z, E 

and the known surfac'ewhen E = ° is given by {x, y, z} = 0. 

The work is divided into two parts; the first - Chapters I and II ~ is 

devoted to e~uations without time lag, and the second - Chapters III and IV -

to e~uations with time lag. Lemmas and theorems are numbered by chapter and 

result so that 1. 3 refers to :Result 3 of Chapter 1. Corollaries are numbered 

with the main result number and a corollary number so that 1.3.2 is the second 
.. 

corollary to Result 1.3: .' 

Chapter I is a collection of known results stated or derived in notation 

consistent with the rest of the paper. Theorem l.l.gives rate of growth 

estimates for solutions of linear homogeneous time dependent e~uations when 

time dependent estimates are assumed on the eigenvalues. The estimates are 
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given both f'or time increasing and time decreasing. These estimates are used 

to derive Lemma 1.2 which asserts the existence of a unique bounded solution 

to a linear non-homogeneous time dependent equation with a bounded non-

homogeneous term when the eigenvalues are never purely imaginary. This lemma 

is fundamental to the paper. i 

Chapter II contains the existence theoremls for the first part. The 

main result~, Theorem 2.2, asserts the existence of unique invariant surfaces 

of the system (1-4) for s~ll €. I- 0. We assume that A, B, C, 61, X, Y, and Z 

are continuously differentiable in e, x, y, z; Ace), B(e), and c(e) never 

have purely imaginary eigenvalues; X, Y, and Z are quadratic in x, y, and z 

except for a small linear· term; 61 is bounded; anCi. the partial derivatives of 

A, B, C, 61, X, Y, and Z must satisfy certain bounds. 

In order to see clearly what our re sult s say and to compare them wi th 

previous results, it is convenient to rewrite the equations (1 - 4) in more 

. detail. We let w be the vector obtained by grouping x, y, and z as one; for 

example, w ~ {x, y z}. Then we have 

( 7) Y = E {B( e) y + [ ~ ( e) + D2 ( e, x, y, z , E) w + e2 ( e, E))} 

(8) 
1 . 

z = (E') {c(e) z + [d3Ce) + D3(e, x, y, z, E) W' + e3(e, E)]}. 

Our assumptions -in Theorem 2.2 - imply that c(le) is small, 

eR(e, 0, 0, 0, 0)= 0; diCe) == 0, Di(e, x, y, z, E) is small, lI ei (e, E)II ~ ° 
as €. ~O, for i = 1,2,3. 

Previous authors, except Sacker [1], have assumed that c(e) == ° and 

diCe) == 0, where the bar indicates a mean value given by 

• 
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c(e) = lim 
T~oci 
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Marica [3] and Hale [13] exhibit a change of variables that transfOrms equations 

in their form to our form. ,Sacker imposes no condition on diCe), but the 

surfaces he obtains are not continuous in E ~ the perturbation parameter -

at E =0. Simple examples demonstrate that this loss of continuity cannot be 

avoided if diCe) ~ 0. (See Diliberto [14J.) Previous results have required 

DiCe, 0, 0, 0, 0) == 0, while we orily require that they be small. Diliberto 

and Marica also allow a .cross linear tenn of "E E( e) x" in the equation for y. 
In Corollary 2.2.1, we allow more general cross linear terms. The essential 

requirement is that the extra linear tenns do nat destroy the estimates .on 

the eigenvalues of A( e), B( e), and C( e). In this paper, we aSStnrle that the 

equations are continuously differentiable and obtain Lipschitz continuous 
) 

surfaces. Diliberto and Sacker require at least twice continuous differenti~ 

ability to get continuously differentiable· surfaces, while Hale and Marica 

assume Liptschitz equations and obtain Lipschitz surfaces. We also include a 

singular perturbation - liE - tenn, which other authors have not. 

Differential equations with time lag are introduced in Chapter III. 

These equations are treated as functionals from a Banach space to a Euclidian 

space. Theorem 3.1, Lemma 3.2, and Theorem 3.3 show existence, uniqueness -

Gronwall.' s Lemma - and continuous dependency, re spectively. Lemma 3. 5 gives 

rate of growth estimates for autonomous linear homogeneous equations, similar 

to Theorem 1.1; and Theorem 3.6 generalizes Lemma 1.2 to equations with time 

lag. Theorem 3.14 treats Frechet differentiation of solutions with respect to 

initial conditions. The results of Chapter III through Theorem 3.14 - with 

the exception of .Theorem 3.6 - are extensions of well-known results to the time 

lag case. They are derived rigorously here, in consistent notation, because 

of a lack of a collection of such results in any one place. 



The remainder of Chapter III is devoted to the initial value problem 

with time lag. Usually, in the time lag case, an initial function problem is 

treated, and then only for time increasing. Theorem 3.16 demonstrates the 

existence and uniqueness of a solution to the initial value problem in the 

4 

class of functions defined for all time and having a certain maximum exponentiali 

rate of growth. The assertion is made under the assumption that the equation 

is uniformly Lipschitz, and that the Lipschitz constant times the time lag is 

less than lie. Corollary 3.16.2 shows that thiB solution is the unique 

solution defined for all time if the right hand side of the equation is bounded. 

Corollary 3.16.3 and Theorem 3.17 show continuity and differentiability of 

this solution with respect to the initial value. 

Chapter IV extends the results of Chapter II to equations with time lag. 

Here it is required that the linear part of (2 .• 4) - A, B, and C - be inde

pendent of e, but the other assumptions are essentially the same. Our result 

is much stronger than the few previous results; for example, Halany [9; 

PI' 501-509]. Halany considers only a scaler normal - x - perturbation term, 

does not allow time lag in the e variable, allows lag of one fixed amount, 

and requires uniform asymptotic stability for the linear portion of the x 
equation. We, las before, allcw normal, degenerate, and singular perturbation 

terms, and all may be vectors. We also allcw time lag in e, and the lag depends 

on the solution over an entire interval. We assume that the characteristic 

roots of the linear portions - A, B, and C - never be purely imaginary. 

Halany's surfaces are defined from the real line into a Banach space of 

continuous functions, while ours are defined from a Euclidian space to a 

Euclidian space. We have to require that the surfaces be defined for all time. t 

This is not a severe restriction, in particular if the equations are periodic. 

In applications, the surfaces one is us ually interested in are defined 

naturally for all time. 
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I. PRELIMINARIES IN ORDINARY DIFFERENTIAL EQUATIONS 

This chapter is devoted to deriving and stating results that will be 

needed in the second chapter. These results are collected here to avoid 

interrupting later proofs. 

Notation: If x and y are complex n':'vectors and A isa complexn x n 
n 

, matrix, then we ,will u'se the notation: x, y ECnj (x, y) :: .2: Xi y., for 
, 1 1~ 1 

the standard :'inner" product; I xl :: (x, X)2, for the norm of Xj and 

IIAII ::, !I' 'II sU"p 1M, for the' ~trix norm. 
, :, X! T- 0 I xl '- , 

The condition in the following llemina is used by Sacker [1], which 

stimulated this lemma. ',Part, of the lemma is stated and proven by Hartman 

Lemma 1.1: Let A(t) be a complex n x n matrix, continuous for t E £ :: 

[ex t3] C Rl. Assume that A.i (t) is continuous and 

(1) Re(A(t) x, x)} ~ A.l(t) ·lxl
2 

n tE£,XEC. 

(2) Re( (A(t) x, x)} ~ ~(t) I xl 2 

Let J(t, to) be the fundamental matrix associated with A(t). Then 

IIJ(t, to)l! 
t 

(3) ~' exp [J A.l ( 1" ) d1" ] ex ~ to ~ t ~ t3 
to 

II J( t, to)l! 
t 

(4 ) ~ exp [J A.l ( 1" ) d1" ] ex ~ t ~ to ~ t3 
/. to 

(5) II J( t, to)l! 
t 

d1" ] ~ exp [J ~ ( 1" ) , ex ~ t ~ t ~ t3 
to 0 

t 
, (6) IIJ( t, to)11 ~, exp[ J A2 (1") d1" ] ex ~ to '~ t ~ t3 • 

to 

Remark:, :By the fundamental matrix associa te d with A( t), we mean the 

matrix solution,J(t, to) of 

~(t) = A(t) x(t) 

'-I 

• 
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that 'satisfies J( to' to) = I, where I is the identity matrix. 

Proof: Estimates (3) and (5) follOw directly from Hartman [2, p. 55], 

yrhile (4) and (6) follow from (.3) and (5) by the argument below given only 
. \ . 

for (4). We start by noting that 

and 111111 ~ IIB- i ll-l 
if Bis an invertable matrix. 

J-l(to ' t) =J(t, to), and hence, 

Thus we have 

for t, 1:, to E £, 

Thus we have 

~ IIJ-l (t;' t)II-~=IIJ(t, t o )II-
1 

. t 

~ exp [-.{ "'1 ( 1:) d 1: ] 
o 

Interchanging the role of t and to gives (4). 

Q.E.D. 

, 

·The following lemIll8: is essentially due to Marica [.3, p. 8]. 

Lemma 1. 2: .. LetA( t) be a cont inuous . complex n x n matrix defined for 

all t E R and satisfy.' 

( (7) Re{ (A( t) x, x)}~. I\. I: xl 2 for t E R, x E en, 
l 

for some", < O. Assume that fet) is defined for all t E R into Rn and 

If(t)1 ~ K. Then there exists a unique bounded solution, XO(t), of 

(8) x(t) = A(t) x(t) + f(t), 

and xo( t) satisfies the equation 

'7 



(9) 
b 

XO(t) =[00· J(t, t+ -r) f(t + -r) d-r, 

where J(t, to) is the fUndamental matrix associated with A(t). 

(10) 

Proof: The general solution of (8) is 

. t· 
x(t) = Jet, 0) ·:(xo + J J-l(-r, 0) f('t") d't"}. 

o 

The integrals 

(11) 
_00 

(12). 
t' 

J(t, 0) J . 
. t . 

J-l('t" , 0) f('t") d't" = J J( t,'t") f('t") d't" 
_00 _00 

exist and are uniformly oounded since 

Where the last two estimates follow from (7) and Lemma 1.1. Thus,: (10) can 

be written as 

° x(t) = J(t, 0) {xo.-J 
_00 

t 
J-l('t" , 0) f('t")d't"} + J J(t, 't") f('t") d't". 

_00 

8. 

The term inside the brackets is a constant and the second term is bounded, so 

for x(t) to be bounded,we must have 

. , JO J-l( x = . 't", ° _ 00 
0) f( 't") d't", . ; 

since IIJ(t, 0)11,-?00 as t -? _00. Thus xo' and hence xO(t), are uniquely de':' 
, 

termined and XO(t) satisfies (9). 

Q .• E..'D. 

.. :.t 
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Corollary 1.2.1: If in Lemma 1.2 the condition (7) is replaced by 

Re(A(t) x, x)} ~ A Ixl
2 

for t E R, x E Cn 

. for some :\.> 0, then the· same conclusion holds, but with' xo( t) now given by 

00 

= -1 J( t, t + 'r) f( t + 'r) d'r. 
0· 

Proof: In (11) and (12), integrate to + 00 rather than - 00 and proceed 

as before. 

.. Q.E.D. 

9 

Corollary 1.2.2: Let A(t) be a continuous complex n x n matrix defined 

on R. Assume that 

A(t) 

o ~(t) 

where Al(t) and ~(t) satisfy 

Ref (.Al ( t) ~, ~)} ~ -A I ~ 12 

Re(~(t) ~, ~)} ~ A 1~12 

for all t E R and same :\.>.0. Assume also that X [t, x] is defined, bounded, 

continuous in t, and. tipshi tz in x for t E R, x E Cn, I xl ~ p, into Cn . Then 

any bounded solut ion, xo( t)', of the equation 

x(t) = A(t) x (t) + X [t, x(t)] 

satisfies 

1° J1(t, t + 'r) Xl [t+'r, xo( t + 'r)] d'r 
-00 

XO(t) = 
00 

-·1 J2( t, t + 'r) '~ [t+'r, XO( t + 'r) j dT 
0. 
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where J .. is the fundamental matrix association with A. and X =.(Xl , x~}. 
~ .' ~-~ 

Lemma 1.3: (Gronwall's lemma) Let ;\.(t) be a real continuous function 

and.!J.( t) a non-negative continuous function on the interval [a,~ b]. If a 

continuous function yet) satisfies 

yet) 
. . t 

~ ~(t) + J !J.(s) yes) ds 
a 

for a ~ t ~b, then on the same interval 

.t t 
yet) ~ ;\.(t) + J ;\.(s) !J.(s) exp [J !J.(,r), d'r]. ds • 

a s 

In particular ,if ;\.( t) == ~ is a constant, 

t 
_ y( t) ~ ~ exp [J !J.( s) ds J. 

a 

See Coppel [4, p~ 19] for a proof. 

Notation: Let g(x) bea differentiable function from Rn into Rm. 

Then Dx g(xo) will denote the Jacobian matrix [cgj2lx] evaluated at xo' 

, \4 Lemma 1; : (Differentiabili ty of Solutions) Let x be an n-vector, 

y an m-vector, and assume that f(t, x, y), D f(t, x, y), andD f(t, x, y) 
- x y' 

are defined and continuous on all of R x Rn x Rm. Let X(t, to' ¢, y) denote 

the solution of 

i(t) - f[t, x(t), y] 

such that X( to' to' ¢, y) 1= ¢. Then. the derivati ves D¢ X( t, to' ¢, y) and 

Dy X(t, to' ¢, y) exist for all t for which X(t, to' ¢, y) exists. Also, 

D¢ X(t, to' ¢, y) satisfies the matrix equation . 

. 
Z = Dx f [t, X(t, to' ¢, y), y] 0 Z, 

where D¢ X(to' to' ¢, y) = I; and Dy ~(t, to' ¢, y) satisfies 

.' ,-. 

.. 
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'Z=Dxf[t, x(t, t'o,¢, y), y] 0 Z + Dy f[t, X(t, to' ¢, y){ y] 
. . 

where Dy X( to' to' ¢, y) = O. 

The proof follows from Hartman [2, pp .. 95-98] . 

'", 
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II. INVARIANT· SURFACES OF ORDINARY DIFFERENTIAL EQUATIONS 

We now investigate systems of differential equations of the form 

. 
(1) e ( t) = e [e ( t), x( t), d 

. i(t) = A[e(t); EJ 0 x(t) + x[e(t), x(t), EJ, 

wheree and e are m-vectorsj x and X are n-vectors; and e, A, X are defined 

for all e E Rm,. x ERn, I xl .. ;:? (x, lEI. ~~. We will assume that e, A, and X 

are at least continuously differentiable in e and x, and continuous in E. 

Definition: A Lipschitz continuous function see) from Rm into Rn is 

called an Invariant Surface of the system (1, 2) if for fixed E, 

e(t) = ~(t, eO, s) 

x(t) = S[~(t, eO, s)J 

is a solution of (1, 2),.where~(t, eO, s) is the solution of . 

e(t) = ereCt), s[e(t)J, s}, 

(4 ) 

We shall show that under suitable conditions on e, A, and X, there 

exists an invariant surface of (1, 2), unique in some class of function~ for 

lEI small but non-zero. In proving this result, we will: 

i. Derive an integral equation that an invariant surface must 

satisfy. 

2. Use this integral equation to define a mapping whose fixed 

points are invariant surfaces. 

3. Shaw that the above mapping is a contraction. 

- .. 
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'The method originated with Marica [3]. Step 1 is done in Lemma 2.1, and 

Steps 2 and 3 are done in Theorem 2.2. 

Lemma 2.1: Given the system (1, 2), assume' A( e, e:) can be, written 

A( e,' e:) = 

and that there exists a A. > ° such that 

(6) 
2 

e: ;..,1 ~I . 

If for someE =f. 0, there exists an invariant surface s(e) of (1, 2), 
--

,S( 8,) = {8l ( e) HS2 ( e) }, then 

sl(e) = JO -1( J 1 , 'r, 
_00 

e, 7/J) 0 Xl {7/J('r , e, S), S [7/J( 'r , e, S)J, E} ,2I:r 

J-l('r, e, 7/J) 0 X2 {7/J(,'r, e, S), S [7/J('r, e,'s)J, E}d't', 
,2 

13 

where 7/J('r, eO, s) satisfies (3, 4), and J.('r, e, 7/J) is the fundamental matrix 
1. 

associated with ~ [7/J(t, e, s), E] ~uch that J(O, e, 7/J) = I. 

Remark: A splitting of x, X, and S into two components correspondent 

to the assumed splitting of A is used impliCitly in this lemma. 

Proof: The proof will be carried out only in the case when A = ~. - , 

This involves no loss of generality, and the extension to the general case 

will be clear. To simplify the notation, the subscript 11211 will be omitted. 

With the simplification, (5) and (6) become 



14 

Since s(e) is assuned to exist, </J(t, eO, s) is known,and 

x(t) = S[</J(t, eO, s)] satisfies the equation (2) with e(t) = </J(t, eO, s). 

By Corollary 1.2.2, it foliows that 

00 ° '0 ° S[</J(t, e , s)l = .. 1 J(t, t + 1") 0 X (</J(t + 1:, e , s), S[</J(t + 1",Q , s)], EJ d1", 
,0 

where J(t, to) is the fundamental matrix associated withA[</J(t, eO, s), E] .. 

Fix t and let e = </Jet, eO, s);. then 

</J(t + 1",eo, s)= </Jh, </J(t, eO, s),' S] = </J(1", e, s), 

since (:3) is autonomous . Thus 

'00 , 

'see) = -J J(t, t +1"),,0 X (</J(1:, e, s); s[</J(1", e, s)], eJ d1". 

° 
We know that 

(8) 
t+d 

J( t + (j, t ,+ 1") =I + J A[ </J ( f.l. , eO, s), E] 0 J( f.l. , t + 1") df.l. 
" t+1" 

: (j , 

= I + J A[ </J ( f.l., e, S ), E] 0 J( t + f.l. , t + 1" ) df.l. . 
1" 

In this form, the dependence of J on (j, 1", e, and </J is apparent, so to 

emphasize this dependency, we write 

J( t + (j, t + 1:) = J( (j, 1:, e, </J), 

and specifically, 

It is now clear that J(1", e, </J) is the fundamental matrix associated with 

A[</J(1", e, </J), E] and that J(O, e, </J) = I. Thus we obtain 

00 

See) = -J J- l (1", e, </J) 0 X (</J(1", e, s), S[</J(1", e, s)], eJ d1". 

° 

,..::. 

, ~. 
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This expression makes sense for all e, independently of any choice of eO or t. 

Q.E.D. 

Notation: Let fee) be a scaler, vector, or matrix valued function de':' 

fined for all e E Rm. We will use the norm 

Ilfll = sup I fee) I, 
eERm 

where !f(e)! is the absolute value of a scaler, or the Euclidian norm of a 

matrix or vector. Also, we will use the Banach $paces 

and the subspaces of n (PI), n (PV P2) 

and IIDe sll f P2}' 

{s E n(Pl) . D see) is continuous . e 

Theorem 2 .2: Consider the real system of equations 

( 9 ) e( t) = e [e( t) ,x( t ), E] 

(10) :ic(t) = E(E) 0 {A[e.(t)] 0 x(t) + x[e(t), x(t), E]}, 

where e, e are m-vectors, x and X are n-vectors, and E. and A are n X nmatr:lce·s. 

Assume that e, A, X are defined and bounded for all e E Rm, x ERn, 

! xl f ex, ! EI f t3. Assume also that: 

(a) E( E) is the matrix 

E(E) = 

o o l o 

J. 



(11) 

(b) A(e) is the matrix 

o 

A( e) = ~(e) 

o o 

o . J 
Ai2 ( e) - i = 1, 2 ,3; . 

and the inequalities· 

2 
(Ail(e) ~l' ~l) ~ -A. 1(;11 

(Ai2 (e) ~2' ~2) ~ A. I ~212 
i =1, 2, 3 

m . are satisfied for all e E. R ,. Also, there exists a constant 

cl ~. 0 such that 

live All ~ cl · 

(c) live e(· , x, . E) II ~ E"A./2 
; 

live e(·, x, E)II ~ EC 
- 2 

for some constant c
2 

~ o. 

(d) IIx(·, x, E)II ~ c3 Ixl + C4(E). 

live X(', x, E)II ~ C3 I xl + C4( E) 
\ 

live x(', x, E)II ~ c3 ' 

16 

;. 
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. . 0 0 ( 0)· 0 (0 0) . Then the;re exists a P2 , Pl.·. P2 ,E PI' P2 such that far 

there exists a uni~ue invariant surface see) of (9, 10) in n(PIO) 'that is 

Lipschitz contfinuous with constantP20, and II sll ~ 0 as II Ell ~ O. 

Proof: We will, as in Lemma 2.1, assume that the Ail terms are not 

present; thus (11) becomes 

( 12) 

Assume that for some E '10, PI > 0, and P
2 

> 0, there exists an 

see) € n(Pl , P2) that is an invariant surface 'of the system (9, 10). , Then, 

by Lemma 2.1, See) satisfies 

00 

(13) . s( e) = -:-1 E( E) 0 

o 

where ~(T) = ~(T, e, S) satisfies 

. 
(14) e( t) = e {e ( t ), s [a( t) ], E},· ~(O, 8, S) = e, ' 

., 

17 

and JE(T, e,~) is the fundamental rratrix associated with E(E) 0 Ji.[~('r, e, ~)] 

such that JE(O, e, ~) = 1. E~uati6n (13) has three terms., corresponding to 

the "1", "E", and "l/E" in E(E); which will be called the "normal", "degenerate", 

and "singular" terms, respectively, when it is necessary to distinguish them. 

If, in the degenerate term, we make the change of integration variable T~ TIE 
and in the singular term the change T ~ ET, then (13) becomes 

where 

00 

see) = -1 .-J-l(T, e,~, E) 0 X {~(T, E), S[~(T, E)), E} dT, o . 
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'Iji('r, e, s) normal 

'Iji('r/c , ~,S) in the degenerate term 

'Iji(c'r,.e, S) . singular 

and J( 'I, e, 'Iji, c) = J( 'I, 0, e, 'Iji, c) is the fundamental matrix associated vi th 

(16) Al['Iji('t') ] 0 
'\ o I 

'3[1'1;"')] } 
A['Iji(-J;, c) ]' = 0 ~['Iji('t'/ c)] 

0 0 
.. 

By (12), we have 

. 2 
(A['Iji( 'I, e_, S, c)] x, x) ~ A I xl 

for all e E Rm; 't';E R, x E Rnj thus, by Lemma 1.1, we know that 

(18) 

The sup norm is valid here, sin~e (17) holds uniformly for e c If. 

Now,we define a mapping Tc on n(oo, 00) from equation (15) by' 

. 00 . 
(J9) [Tc s] (e) = -J 'J-l('r, e, 'Iji, c) 0 X {'Iji(-r;, c), S['Iji(-r;, c)], c} d'r. 

o 

Our procedure is to show for suitable C, PI and P2 that Tc maps n(~l' P2) into 

itself' and is a contraction. Thus Tc will have a unique fixed point inn(Pl) 

which clearly is an invariant surface. 

We start by showing II Tc sil ~ PI if' II sll ~ PI for sui table PI and C. 

liT sll = c 

From assumption (d), we have 

.' 



Using this and (18) yields 

since Iisil ~ Pl' But. c3/"/I. ~ 1/18 by assumption and C4(E) ~ 0 as I d -? 0, 'so 

II TE sll .~ PI if II sll.~ PI and Eo is small enough that 

(21) 

Now we sh~ that IIDe ~EII~ P2 if II sll ~ PI; IIDesl1 ~ P2 for a suitable 

choice of PI' P2 , and E. Differentiating (19) yields 

19 

= .. - '. -l( . +s 't', e, '1f;, E) o De x {'If;, s ['1f;J , E} 0 De '1f; d't' 

+'J-l('t', e, '1f;, E) o D x X {'1f;, s ['1f;] , E} 0 
Ve S • De '" j 0 

by the Chain Rule, where '1f; = '1f;( 't', E).; To proceed we will need estirra te s on 

IIDe '1f;('T:, E)II and IIDe J-l( 't', e, 7f!, E)II. We will compute an estimate on 

IIDe '1f; ('T: ) II = IIDe '1f;( 'T:, e, s) II (that is, before the change of integrati on 

variable) first. From Lemma 1.4 and (14), we obtain 

Thus, taking norms yields 

'T: 
IIDe '1f;('T:)II' ~ 1 + { {IIDe ell + IIDx ell'll~e,slllllbe '1f;(~)11 d~, 
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to which we apply Gronwall's lemma to obtain 

-, 

Putting the as~umed estimates (c) into this yields 

since IIvs 811 ~ P2' _ Let 

Later we will need ~ < A, so we require 

and th~n we have 

, (~4) ~ ~ 5A/6 < A, 

and the estimate 

After taking norms, the change of integrations variables affects only Ve ~ in 

(22) and most sev~rely in the dege~erate term. For this term, ~~ ~/E, so (25) 

must be replaced by 

. (26) 

.- This estimate will be used in all terms for notational ease. 

Now we need to estimate IIvS J-l(~, s, 'IjJ)II. Recall f~om (16) that 

J-l(~, S, ~, E) = J(O, ~, s, ~, E), and is the matrix solution of 

x(t) = A[~(~, E)] x(t) 

~ I 
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such that J(1", 1", e, 7/1, E) = I. Applying Lemma. 1.4 to the columns of J, one . 

. sees tba t De J must satisf~ 

(27) d 

dt 
[De J(t, 1", e, 7/1, E)] == A[7/I(t, e, S, E)] oDe J(t, 1", e, 7/1, E) 

+ {De A[7/I(t, e, S, E)) oDe 7/I(t, e, S, E)} ° J(t, 1", e, 7/1, E), 

and that De 

The notation used here reCluires caution because many subscripts are concealed 

in it. De A(·) and De J(.) are linear maps from Rm into the m x m matrices. 

Thus De A(.) ° De 7/1( .) is still a linear map fr~m Rminto the n x n matrices. 

The resulting matrix is then multiplied byJ(·). 

ECluation (27) is a linear non-homogenous. differential eCluation and its 

solution is 

De J( t ~ 1", e, 7/1, E) = 

t ' 
f J(t, a, e, 7/1, E) ° De A[7/I,ca, E)] ° De 7/I(a, E) o,J(a, 1", e',7/I, E) da 
1" 

by the standard method of solving such eCluations. Taking norms (sup over e), 

we obtain 

IIDe J(t, 1", .,7/1, E)II ~ 

t 
~ If IIJ(t, a, ., 7/1, E)II IIDe All IIDe 7/I(a, E)IIIIJ(O', 1", .,7/1, E)II dal, 

1" 

and when t = 0 and 1" ~ 0, 

T 
~ IIDe 'AI! r IIJ(o; 0', ., 7/1, E)II IIDe 7/1(0', E)II IIJ(O', 1", ., 7/1, E)II dO'. 

o 

By Lemma 1.1 and (17) (see the remarks around (18)), we have that 
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(29 ) for (J ~ -r. 

Putting this, (?6), and the estimate liVe Ail ~ cl assumed.in (b) into (28) yields 

We now take norms in (22) arid then us e estimates (18), (26), and (30) 

to obtain 

d-r .. 

) 

This integral converges since 'Y ~ 51../6 < I.. (see 24). Thus 

c
1 

~ [~I[xll ~ liVe Jdl + liVe 811 IIvx xII J/ [I.. - 'Y] 

.. 

by (24) and assumptions (d). But~ in (d) we also assumed that c3/"A.~· 1/18, 
P2 

so that 6 P2 c3//i. ~ 3~ Also, if 

(31) 

and Eo is small enough that 

(32) 

.. then for II 811 ~ Pl liVe 811 ~ P2 ~ "A./(3 c~), we have 

.' 



• 

Thus we have shown that,if (31) and (23) hold and lEI is small enough, then 

TE'maps n(Pl' P2) into itself. 

23 

,Continuing on our outlined procedure, we now bave to show for suitable 

Pl' P2' E that TE is a contraction. 

and (23) and let 81 ,82 En(Pl' P2)' 

To this end, let Pl and P2 satisfy (31) 

Let 'ljii( t, E) = 'ljii( t, e, 8i , E) be the 

solution of (14) with 8 = 8i , and Ji(t, E) = Ji(t, e, ~i, E) be the fundamental 

matrix associated with:A['ljii( t, E) J. We wisn to' estiIlE~e II TE 81 - TE 8211. 

From (19), it follows that 

= 

= 

Thus, 

o 

f { J~:(T' E) 0 
1 

E), 81['ljil(~, E) J , 
\ 

X {'Iji (~, 

:: J 
d~ 

E) o X {'lji2(~, E) , 82['lji2(~, E) J , -J2 (~, o \. _ 

00 f (Ji1(T, E) - J21(~, 1 1 1 ... l E)} 0 X['Iji , 8 ('Iji ), EJ " ' 

, + J-l( ~ E) 0 tX[?Jtl , 81('ljil) , 
' 2 

81('ljil), E]} EJ - X[?Jt , 2 . , 
- l + J-l(~, - X(",2, ~l(vF)' Ell ( E) 0 {X[?Jt2 , 81('ljil) , EJ 

.;0 l + J~l(T' E) 0 {X[?Jt2 , 81(?Jt2) , EJ _ X ['lji2 , , 82 ( ?Jt2 ), E ]} 
) 

";:,...-

00 ( ,IIJ~l(~, E) - J;l(~, E)II Ilxll 
'\ 
I 

+ II J2
1( ~, E)II IIDe xii ,1I?Jtl ( ~, E) _?Jt

2 
('r:, E) II 

+ IIJ21(~, E)II IIDxxJl IIDe 81
11 II?Jtl(~, E) - ?Jt2(~, E)II 

+ II J21(~, E)II IIDx xJl 1181 - 8
2 

II 

d~. 
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'. • • • /. • • < '. .', 

,:,As before"we will make the estimate on 7fJ before the chang'e of variables, then 
, ' .1 " 

niake the change and use';the worst case ,estimate.: 'By, (14) 

II l( 1 2 2 oS: 7fJ t,e,s)-7fJ(t,e,s)-

o 

, ., 

\ " 

:; £ t {IiDe ell +' IIDx ell I!~e ill }·lIv;1(·r) - ~2 (·r)1I + IIDx ell II sl - ,lll, _d'r 
. . ~ . 

, ' " ", t " 

:; l12)xelllls1"~S2I1t+ {IiDeell +IIDx~fIHDe'sll1} J.117fJl (-r) ~ 7fJ2(-r)1I d'r 
, . 0 . , .: . 

, ' t 

':; e C2 IIS1 ~ s2l1t+ {E(f../2 + P2 c2)} ~ Ihll(-r) '-: 7fJ2(-r)1I d'r. ' 
f ". .. • 4 4 • 

," .., . .-

, Applying Gronwall"s lemma' and recalling the definition 'of 'Y (before (23»" we 
. '.. 

obtain 

' ... 
After making the change, of variables" this ,becomes 

1 ' '1 ' To estimat~ II J1 (1-, E) -J2 ('r, 'E)II, let " 
, " 

- •.•. ,1. 

.. ' 

Then .6J( t" 'r) satisfies the linear non-homogenous matrix differentialequatiqn 

,d ' , 1 
e) ] o Jl(t, 

' 1 E) - b.J:(t ,'r) =' A[7fJ (t, 'r" B, 7fJ. , 
dt 

- A[~(t, e) ] 0, J
2
(t, ,'r, e, 7fJ2, e) 

, , 

, , 

:,.; A[7fJl(t, E)]o.6J(t, ~) + M(t) 0 J2(t, 'r, e; 7fJ2, 'e)'.'" 

' .. " 

'W 



',:,\ 

'. withthe initial condition b.J(T, T) ="0, where, ',·r.'· 

, ..... ' ", 

, .... 
,". ,:",' 

, , ... '.~ . , ." " 

'The solution of this e'luation is 
v ',' ' ' 

. 0':' 

AJ(t, T)=J
t 

Jl(t, cr, e, if;lj' E) ob.A(cr) 0 J,i d, 'T'~e, ~2, E) 'dcr." 
'T " , " 

. ,:' ."" ,.',: 

. ' . ...., -.. . .. " .,' '.' . 
" , 

,Thus, by taking norms and setting t = 0,; we' obtain",' " .. , .. 

: ~ , '" ;, 
' ..... . 

: :', " ~.J ' 

I , .,', . '. 

",~ J'(IIJ1(0,cr,., 'ljJl,E)IIIIM(cr)11 :IIJ2(cr'·T,~,''ljJ2''E)IId.;.',;" 
o 

, , " ,We hayeby the mean value~heorem that 
~ . :. , .... , ' 

,: ' 

" " 
, , 

, and thus' 
,;:'" . 

. ' .:/ .. ,:' 
, : ~" " ' 

I!b.J( ° ,T)II ~,' 
, ,."." .; 

" : <"", 

'~·.£i~ II 8
1 ~ 8

2
11 f'r e -'Acr [e'Y cr -lJe:>-'( cr~'F )dcr 

''Y' 0 
_ .• ', t·. 

.. .'., 

" ' 

J" 

. ". " 

. .~', '~here(34)and(b) have been used. Clearly': we have , 

, , , 

" ' 

... ; .. 
, ,',::, '2:':' ;', "" ' ,: ,:' ";~,:', 

Finally, w'etake (34) and (35), factor out II 81 ' - 8 II and e-:>-'T to obtain 

00 

~ 1181 - 82 II J, e-:>-'T F(T)dT 
o 

in (33) ,·where 

. -~. 
. " " - , . ..' 



F(-r) 

00 

All we have to show now is r = J e~~-r F(-r) d-r <1. , ° 
00 

r = re~~ -r F( 1:) d-r = 
° " 

, 1 1 2 
cl c2 II xII [A,-'Y - X - 1:.2 ]/1' + IIDx xII/A, 

, ", ,1 1 
+ c2 [IiDe' xII + IIDx S!! IIDe xII J [>-,;.1' ~ A J/'Y 

"cl c2 [Pl c3 + C4(E)J/[A,2(A,. - 1')] .;. c3/X j\ 
+ c2 [Pl c3+ C4(E) + P2 c3 J/[A,(A, - 1')] 

Now select Pl , P2,andEo such that 

" (:56) 

(37) 

(38) 

Then, 

, 

A,(A, - y) 
4 c2 c3 

1 

A,2(A _ y) 
4 c2 (c1 + ~) 

'fori d 

It beconies apparent by looking at (21),' (23), (31), (32), (36L, (37), 

, ' ° 0(, 0) ° (0 0) , and (38) that there exists a P2 ,Pl P2 and E Pl " Pz such that for 

0< lEI ~ EO(P10, P20),1;;here exists auniClue fixed point s(e) of TE inD(Pl °)' 

which in turn is an invariant surface of (9, 10). It is clear that see) is 

Lipschitz co~tinuous with constant P2
o . Also, by iterating (20), we see that 

; If 



:. '. "r" 

, "'" 

" . so thatllSl1 -? 0 as IEI~o, ' 

Q.E.D., " 

Corollary 2.2.1: Consider the system, 

(39 ) e(t) =8[e(t), x(t), eJ 

(4(}) ,ic(t) = E(e) {(A[e(t)] + B[e(t)]) x(t) + x[e(t),x(t),e]}, 

. ','..rhere e ,E, A, and X are as in Theorem 2.2. L~t P be a non':'singular matrix 

that commutes with A(e) for all e. Assume that B(e) is continuously dif-
" 

ferentiable' inBm and 

. ' 

( 41) IIp~l B(') pll, 'II p-l De' B( • ) I'll' '~, 0:, 
, , \" 

( 42) II p-111 ~'~,' II pil ~ 'Y.' 
. . . ' 

"';.\ 

, Assume also that c3 satisfies ::', • r " "'. 
') . '. ,. 

" ,', , , .' . 

,where c
3 

is the ,constant in assumption (d) of Theorem 2.2;' Then the con-
" -'. .' 

clusions of Tneorem 2.2 hold' for' the system (39, 40). ' 

27 ' 

. " '. . 

, Remark: The condition of this corollary is best motivated by considering, 

an example. Let B(e)b~ the matrix 

\' -, 

~B( e) = 

B2( e) 1 

'B3(e) I', 
o o J 

"",' 

and P the matrix " 



} 

; •... 

28 
, :. 

" 
< .', 

r' I IJ.l 
, I'" 

10 
Lo j.... ! 

p ",= 

, " 

, , , 
. " '. ' ' .. 

'where the blocking is the 'same as in A. ,It is clear that Pcommutes with A(e) , '. , "1 ,,' , 
for all e. Then IIp-l B(·)plI ~ IJ.b = Ct~ Ilpll'~ 1J.';'y, lip-II ~ 1J. .. 3=~,for 

some constant b. Condi tion '( 43) becomes 
'.' 

j' , 

\ . . 

which can be ~atisfied'by some.1J. if c'3, ~ 0/[54'(2Tb,)2]\. ,;~. 
, " 

. :. 
, , ClO '1 ,'" ' ,,',"', " . ' 

8(e)' = -J ,'J~ (1', e, 'IjI, ,e:) 0 W(7/I(1', 'i::), 8[7/1(1', ,e:)],e:} d1', 
'0 ' 

, ' 
, , 

'~here W(e, x, e:) ,= ~B(ey 'x:,+ x(e:, x, e:), and'J and 7/1' ~re as before. let 

Q(e) = p-1 8(e). ';rhen,'~ince b~': assumption P commutes with A" P must ~l:So' 

commute with ,J,so that' 
" \ 

, ' , 

Q(e) = _JClO J-~(1',"e, 7/I,e:) 0 p-l oW(7/I(-r:, e:), P Q[7/I(1', e:)), e:} d-r.' 
o . ' , 

Thus, if we can show t~t p-l 
0, W satisfies condition (d) on X imposed in 

',(1 

Theorem 2.2, therl the eXisten'ce of an invariant surface Q(e)'will follow. 
, .. , ,..J '" ' 

But 8(e).; p Q(e), so that the"existence of Q implies the exi'stence of 8' 

" since P is assumed noh-singular. . . .. ' .. 'We show only the first ~art of (d); the 

, rest follows in the same manner. ,Let x = P w, then 

I p-l 0 w[e,' w~' e:] I 
~ IIp~l B(.)pll'lwl +,I!p-l ll IIx(·, Pw,e:)II' 

I; ',,' 

~ Ct Iwl + ~ [c3 .1 Pwl + c4(e:)] 
'" .. -,' 

~ [Ct, + ~, 'Y c3 ] 'I w,l, + ~ c 4 ( e:) 

, ~ (1../18) 1';1+ ~ c4(e:)· 

Q.E.D. 
.. ' 

.,' ; 

',' .. 

, " 

., .-

, ,~ 

.' .. 
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In Theorem 2.2, it was assumed that X contained a small, but otherwise 

·arbitrary, linear term. Corollary 2.2.1 treats the case where X has not 

necessarily small cross linear terms that do not change the eigenvalues of 

A(e) by much. X may still contain a small additional linear term. The 

following corollary treats the case when the degenerate term is absent • 

Corollary 2.2.2: If in Theorem 2.2, 

E( e) 

. A(e) = 
~(e) 
I 

i LO 

then condition (c) . may be weakened to 

c/·) 

with the same conclusion holding. 

° l 
(1 /c:)I3 J ' 

° l 
A3(e)J 

Proof: After the.change of integration variable made in going from (13) 

to (15), the only effect of the degenerate term is in </l( '!, e) and this effect 

is noticed only in the estimates on IIDe </lh, e)1I and II</ll( '!, e) - </l2( '!, e)lI •. 'If 

the degenerate term is absent, then the "worst casel! term becomes the normal 

term (that is, in </l('!)). With the new assumptions, these are 

1 2 c
2 

1181 _ 82 11 '[ e'Y1' .!!</l (1') - </l (1')11 ~ 1]/"1, . 

which ·are precisely the estimates (26) and (34) that were actually used in 

the proof of Theorem 2.2. The proof of this corollary then proceeds as in 

Theorem 2.2. . 

Q.E.D. 
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III • PRELIMINARIES IN EQUATIONS WITH TIME LAG. 

',.'. 
. 1 

This chapter will be devoted to a fairly exhaustive study of.ordinary,· 

. differential equations with time lag. The exhaustiveness is necessary because.. ,_ 

'. of the relative lack of general basic theorems proven rigorollsly. Although 
,I 

rp.ost· of the material prese~ted is "known -.:. well' kn<;:>Wn in the case :wi th'out time' . . '- ~I, 

.' lag -.- some of the material appears to be new. 

We will treat these. equations as functionals from a Banach space, to a 

"Euclidian . space. . The ,approach appears to have originated with Krasovshii [5J, 

, although this'work has b~en influ~nced tr.ore by Hale [6,7J, Hale: and Perello 

[8), Halany [9], andOg~zto~eli:JiOJ. Th~ functional analysis necessary for 

'this work' has. been taken from Dieudonn,e [llJ; . 

Definition': . A function f(~) from ['-r, oJ into En is called a Regulated 

Function if th e upper .,·limi t, f( A.+) = lim.. f( fJ.), exists for A. € [-r, 0) and fJ. -71\.+ , .' 

.the lOw.~r limit, f(A.-~ ,= fJ.l~~~ f(fJ.), exists for A. € (-r, ·.OJ. " CThis .is true 

if and only if f is. the uniform limit of step functions.) The space of all 
. . - " 

bounded regul~ted f~ctions from [-r, oJ into Rn is a Banach space under the 

norm, IIfll = 

.. p. l39])·c 

. sUP' I f (A.) I, and will' be denoted by Brn. 
-r ~ A. ~. ° 

, . . ~ . I . 

(Dieudonne [II, 

We will 'denote an 'element of B~ with'a subs,cript "r" ·(thatis,. ¢r), and. 
. ." ~ . 

. ". use A. as the argument in [-r, oJ. Let x( 1') be defined at least on [t- r, t 1 

. into Rnj then we will define an element Xr(t) € B~ by 

The function Xr(t) is the segment of x(1') obtained by letting l' range from 

.' . n . n 
t- r to t ... · . Let X(t, ¢r) be a mapping from,a subset of Rx "Er ,into R. T.'1US, 

for fixedt, X(t, ¢r) is a functional. A differential equation with time lag 

will then· be written . 

.,> 

", 

. i 

. , 

"I 
. ! ., I 

.i 

i 

·1 

I 
i 

! 
I 
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( 1) 

·1 . 
where x( t) = h l~mo +h [x( t + h) - x( t) J denotes the right-hand deri vati ve of x 

at t •. Initial conditions for (1) will be imposed as 

(2) ~(o) ~ ¢~; that is, 

A function X(t, ¢r).will be called continuous (in both arguments) at 

(to, ¢~) if, given E > 0, there exists °1 , °2 > 0 such that 

whenever It - tOI < °1 and II¢r - ¢~II < °2 , . X( t, ¢r) will be called Lipschitz 

in ¢r if there exists a constant L such that 

Existence, Uniqueness, and Continuous Dependence Theorems 

Theorem '3.1: (Existence and Uniqueness) 

Let H = [to, to + ~J X (¢r : II¢r - ¢~II ~ b} be a set in R X ~, wh~'e, 

¢~(A) is a constant 'function'. Let X( t, ¢r) be a continuous function from H. '-., 

into Rn. Assume that X(t, ¢r) is uniformly Lipschitz in ¢r' with constant L, 

o II 0 0" b/ .. and uniformly bounded by M in H. Then for any </J r such that </Jr - ¢l.11 ~ 2, 

there exists an a(</J~), 0 < a ~ a, such that 
'-

i(t) = X[t, xr(t)J, 

has the unique regulated solution in [to r, to + aJ, which is continuous for 

t E;' to' 

Proof:' We assume without loss that to = O. Define the Banach spaces 

" 
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/ . .\ '. 

, f 

~ u( t): 

l 

u( t) regulated' for t € [to - r, to' + 0:] I 

.. ~r<O) = 1/1~, II "r(t) -q,~11 ~ b, a ~. t ~ Ct . J . , . 
'. with the sup normj . and define' a map T from cP i~to the space of :regulated . 

. ' ~urictions by . 
I ' 
I 'l/J0(-t;) 

[Tu] (t) = ). r 
. \ 0(') . . ':, I'I/J O. + 

\: r ..• ' 

t 
1. X[o', ur ( 0')] aci', 
o ..... 

-r ~ t ~ oJ 
.': ·O~;t,~o::f.· .. · 

.-
The integral her~ is well' defined b~cause X[ t,. ~(t)] is regulated if X(t, ¢r), 

is continuo~s and u(t) isregulat~d.: (See Dieudonne [11, Section 8.7] for a 

. discussion of integr~ls of regulated. functions.) It is' clear that [Tul (t) 

is defined and regulated for -r ;;: t ~ 0:, ahd- continuous .for:,O··,~,.,t.~. 0:, ';·' .. ,We ' 

show that 'forO < 0: ~ min (a, b/2M},T ; cP ~ cPo . Clearly [Tu]r(O) '= 7/1~, so' 
. . J 

all we need to show is that II [Tu]r( t) - ¢oll ~'b for 0 ~ t :;; 0:, l3:J.t -. r . . 

.~ sup 
f... 

. M dO'· 

: , 

, t+A~O ~ 
, . 't + A. ~ 0 ) 

1 
t+)'.o~ 

t + f... ~ 0 j .. ' 
J 

.since ¢~(f...) is a constant function and Ixi ~·'M. Since'O: ':~'r. (b/2M, a), we 

see that 

for 0 -:r: t ~ 0::. 'We. complete the proof by showing that for some Ct., T : rP ~ cP 
\ . 

'is a contraction.' . Thus T has a fixed point in & which clearly must be a 

. , ~ 

\ . 

. ':: 

1i" 

" .. 

" 



'. 
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. sOlution'to the dif~erenti~l' equation (3). 
'-;", 

thus 

';II[Tul ] - [Tu2 ]lla =, 0 ~s¥:p~ a ! [TU1J(t) -' [Tu
2
](t)!' 

;t ' " 
~ , sup' J !X[a, ui;(a)] -X[a,'u~(a)H·da 
O~t~ao,,, ' 

. '-' .. 

. ,," 

. ,:'" ' 

, The sup is only taken forO ~t ~a sinc~ Tu1and Tu2a~re~on -r ;;ft, ~,O. ' ;' 

" ' , ",'" 'n' " 
" The norm in the last expression above, is the Br,norm, but 

' ..... : 
" \.~' .' ". 

. f '. 

',' ,Thus ,we have 
, , 

'r .. ' 

, . :, . "'J' .! .. '" :' . . . . '", 

, ," '\\." 

~so that ifaL< 1,Tis'a contraction ori. &. 
,I. : 
,",: . 

,Q.E.D • 

" ')', 

", ••..• J • " 

, \, , " 

> .... 
", 

Lemm~ 3.2:(G:t;'o~~all;s)' Let u(t), v(t), wet) 'beno~-negative continuous' 
\... 

',functions, uand von (a-,r,b], and w on [a,bJ. Assume t:b..at 

u( t li'-{ :v:(_t~ • t ." .. ' .. - .' ". - ,_a_- ~ t~.~},-: 
:,", :,v(t) +! w(-r) 11~(1-)11 d-r ,. a ~ t ~ b ,', 

'" t , ' ,', ,'" "', t ' 

'Then u(t) ~ 11~'(t)II~ljvr(t)11 + J Ilv~(s)1I w(s) exp[j w(-r) d-r] ds. 
a ' " " ' s 

Proof: 'Clearly u( t) ';;f II ~(t )11 ~ But we have, ' 

.": ." 

, 
,~ , 

. ' ", ! 

. ". \':: I;, .:' 
.\ 

'.' -' 



., . 

. , " 

'. ··.~sup 
'x 

vet + x)" . 

.' .-, ." 

··t+x 
, 'I , . 

,. 

, .,.' 

" '. t'+ x ~"'a 
".'.0 " 

vet '+x) + J .. w(i) IIUr('t")II· d't";. " ' t+X~a . 
. ' a 

t . 
'.' ~ IIv~(t)1I +' J w(~) .. II~('t")11 d't" j . a~t ~·b·.:.·· 
. a 

The lemma now follows from Lemma. 1.3 applied 'to Ilur(t)11 ~ ' .. 
. ' . ." 

.. ,'.' 

Q.E::O. 
'. :. ,. 

, .' . 
, ' ,.' , . 

Gronwall's leIm1l8, in the time lag case does not appear to have been stated 

or proven previously. , !. 

Theorem 3:3: (C'ontinuoUs Dependenc~) 'LetH =[t~;t; + a]x{¢r: 
. 0 .' :-'0 ' '. .' _. .' .'. . 

- S II'~ b} X {?/Jr: II?/J~ - ?/Jrll ~ C} be a set in R X R
n 

X. If1, where Sr(t-.) is' r _, 

a constant. function .. Let x[t,'¢r' ?/Jr] be a function fro~.H tOR~. Assume 

that X is continuous in t and ¢r and uniformly Lipschitz in ¢~, with constant 

L, in H ... Let ?/J~,'?/J~ E. B~~e such II?/J~- ?/J~II . ~ G, and ¢;, ¢;' € B~ be such tba t 

lI¢i'_ soil'~ b/2 .• ·Then 'there exists an ex > 0 such. that the eq,uations. . r r. 
". 

have uniq,ue solutions for to - r ~ t ~ to + ex. Also, iflx(t, ¢r' t) 
\... . 

. X(t, ¢r' ?/J;) ~. e: for all t,. to ~ t ~ to + ex, II¢r - s~11 ~ b,' then. 

Proof: The exist ence of ex follows irrunediate~,y from Theorem 3.1 All we 
, 

have to prove is the estimate on the difference of the solutions. Let 

•. 

• 1 

. , , 

. , .. ' 



[' ¢~( t) _ ¢2(t) 
r . , t 

.I. , 
1 ° 1 ~ 1 1 

b.(t) = ¢~(O) ~ ¢r(O) + f : (xCcr, xAcr),7/Jr J 
to 

-xCcr, x~( cr), 7/J~]} dcr'ot. 

Thus we have 

d't' , 

By applying Gronwall's lemma with 

vet) 
(I 1 2 

. i I¢r - ¢rll 
= '\ 1 0.· 2 ~' 

i lI¢r - ¢rll + EC t - to) 
i ... . \ 

\ :::: ! 
we see that the resUlt follows; 

Q.E.D. 

Linear Equations 

Consider the linear differential equation with time lag, 

;:§; to 

~ to 

\ , 

. ;' 

i ). 
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, 
0' 

where A(t) is .a continuous linear functional from B~ into Rn for fixedt. In 

what we will be doing llere,. A( t) will be assumedcontinuous in t for all t __ E R. 

Lernma
o
3.4:Let A(t) be a continuous linear mapping from B~ into Rn for 

° fixed t E R. Assume that A(t) is continuous in t for all t E R. Then there 

exists a continuous linear mapping J( t, to)' called the fundamental operator 

associated with A(t), from B~ into Rn , defined for to ~ to - r, that maps an 

initial condition ¢r into a solution of 

\ 

\ 



. ,,' .', 

...... , 

, , 

.,',:: 

" ,'. 

' .. ; -; 

. \ 

' .. " 
, ,';, 

, . 
. ': . ~. . 

.' 
, " 

~' (4) 
. , ... ,.::.-

~( t) = A( t ) , 0 Xr( t) . 
' .. 

,':;:. ,"".: ',', ' 

.. ' 

. ',' ". . '-r' & A.. & c., 

. is continuous and linear 'for fixed t, defined for t ~ t~,' and theeq'}l8.1ity, . 

.",' .~ 

, '. 

," ' 

' .. ' .' ..' ~, '.,' . . ' .. 
Proof,: Existence on an intervai [to-' r~:to;+ hJ. fOllOwsiriunediately. . 

from Theorem 3 .1. Since A( t) is a' continuous mapping for each t € R, h can 
.,' . .', . ",' ,,' .. -.... '," . 

. . ,'be selected in:depend~ntly' of to' for' to in any comp~ct set, so that. a 'solution 

, . on' [ to r, to' + .h ~ can be cont'inu~d to. [ to 
. '. '.' 

J.:', to "'·2h], and so· on for all 

. ,t ~ to - r. Uniqueness of solution folloN's from Gronwall's inequal:i.ty·:Lnthe ' 
.,.,' . 

same manner as in equations without time ;Lag •. Thus) J( t, to) 0 ¢r' the 
, ' ",'. . . . 

" . 

solution of (4),··can be defiried Uriquelyfbr allt ~ t~ ,~, r. Solutionsto (4) .. 1 

• were shown to depend~ continuously on ¢ 
: . '... .' . r 

in Theorem 3.3, so that J(t, to) is a 
, '. '. '. . 

continuous mapping. ,It is also linear, since if 

. x(i) 
.,'\, 

.where ex and (3€ R, then 

.. " .. , 

:' . 

' ........ , ... ;. 'x(t) ~ J(t',to)' 0 [o:¢~ + ~ ¢~]. .' 
, , 

',I ' • . . " . 

.. " 

'.' 

" ; 

,', . 

. ' 

. ~. , 

,~ . . 
.-



continuous and linear .. Also, ,J(t, ~l) 0 ¢~ and J(t, to) 0 ¢~ agree on 

[tl - r, tlJ, and thus by uni~ueness must agree for all t ~ tl -r. Thus 

Q.E.D. 

We now w.ish to obtain an .expression .for the solution of the Ilon-

homqgenous e~uation 

x(t) = A(t) 0 Xr(t)+ f(t) 

Halany [9, Section 4.3) derives an expression for the solution of (5), which 

in our notation is 

t 
(6) x(t) = J(t, to) 0 ¢~ + ~o' [J(t, -r) 0 Ir] f(-r) d-r, 

where Ir is the matrix function 

( . \ r "I I 

) 
10 , -r ~ A< OJ r ( 7) Ir = Ir(A) = -l I, A = 0 

/ 
\ 

The discontinuity.of Ir is the reason for using regulated functions rather 
L 

than continuous functions. 

For the rest of the considerations in this section, we will restrict 

ourselves to the autonomous case; that is, A does not depend on t. We define 

the function expr(~) as an element of B~ by 

-r ~ A~ OJ. 

Definition: A number ~will be called a characteristic root of the 

linear functional A or of the differential e~uation 

(8) 
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. . '. '. 

" , 

i 
I 

if there exists 'a non-zero complex n-vector w for which 

., : 
" 

,",,1 
, ' 

where I is the identity matrix~ or ~Cluivalently if' 

. , 
f.-.I]' =:' o. ., . , 

, This definition, can be motivated ,by, "guessing" a solution to (6) ,of the 

form el-Lt w. It is known that in any ha~f plane, Re z ~ ,,(, there are. only a 

,finite nUmber of characteristic r~ots of (6), and that these have only finite 

multiplicity. Hale [6] proves 'this' when B~ is a space of 'continuous fUnctions., 

The result also applies in our case since eXPr(l-L) is continuous~ The following 

le~ is proven' by Hale 'and Perella [8] when B~is a space of continuous 

functions. 

,n n 
Lemma .3.5:' 'Let A be a continuous linear mapping from Br into R., , Assume 

that no characteristic roots of A ,are, purely imaginary. Then there exist sub~ 

spac~s B~and B~' ~f, B~ and constants I-L, K, K' > 0 such that 

(9 ). 

(10) 

(a), Bn=B~'@ B~ 
r' . , 

(b)' . Jr(t, to) 0 <1>; ,is defined and contained in B~ for allt if 

<1>+ E Btl; 
r ',+ 

\ 
': \ 

J J(t, 

J J(t, 

to) 

to) 

0 ¢+J ~ KII¢;II " r 

0 ct>;J '~ K';II<1>~1 

el-L( t-to) , ,~ "', t ~ t .. 
OJ 

, ' 

I-L(t~t'o)" ' ' 

e , t ~to' 

",(C)"'Jr(t,to)o,<1>~ is defined and cont'ained in B:: for all t ~ to if 

'\j>-E Bn .' 
"r -' 

-
, 'I J( t, to) 0 <1>;1 ~ K 11<1>;11 

I, ' 

, .' 

. , 

( 
.... .;, . 

, ! 
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Remark: In our case, where B~ is a space of regulated functions, parts 

'( a) and (b) in the above lemma follow as in Hale and Perel16 since Bn is the 
+ 

finite dimensional space of "characteristic" functions of A. The only part 

of (c) that is not immediately clear is the estirrate (11), but since J(t, to) 

is a continuous operator and *; = Jr(to + r, t~) 0 ¢; is a .continuous function 

(Of ~) ,( 11) holds with perhaps a different K. 

From this lemma, it follows that x(t),the solution of (5) given'in (6), 

can be written 

(12) 

where 

(13 ) x+( t) = J(t, to) 0 

+ t 
[J( t, cr) I+J f( cr) ,¢r + fc 0 dcr , r 

0 

t 
x-(t) =J(t, to) 0 ¢; + L [J( t, cr) 0 I-J ,f( cr) dcr , 

, "6 r 
( 14) 

+ - +-with ¢r = ¢r + ¢r and ,Ir = Ir + I r · We are now in a position to prove an 

analogy of-Lemma 1.2 and Corollary 1.2.1. 

Theorem 3.6: "Let A be a continuous linear'mapping from B~ into Rn and' 

f(t) a continuous bounded function from R to Rn. If A has no purely imaginary 

characteristic roots, then any bounded solution of 

, (15) x(t) = A 0 xr(t) + f(t) 

that is defined for all t !1:;, to can be written 

( 16) 
00 

x(t) = x~(t, to) - J [J(t, t + cr) 0 I;J f(t +.cr) dcr 
o 

t 
,- x-(t, to) = 'J(t, to) 0 ¢; + I '[J(t, ,cr) 0 I;J f(cr) dcr. 

"0 



. ,'. 

; , 

", , 

.,', 
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.. ' '.' " 

. Also there exists a uniq,ue bounded solution'xO(t) of (15) that is defined for 

. . ',~ , all t,' given by ." -~., 
~ .'" 

, . 
.. 

, , 

" (18) . 
; .. 0 ' ... ' '., .. 

. "~O(t) ~ r- [J(t, 't + 0') ~ IrJf(t':rO')·. dO' 
_00 

,'.J ~ 

".' " . 00 . . . . '.. . + . ' 

',' . , ,':' .. 
" . 
, " 

,- I [J( t, t + 0') o.Ir J J f( t'-!- 0') , dO'. ' 
, " 

"~ . . , ' '!J' 
" 0 .' ., ,J, 

and (14). 

, ; 

\:, 

'. 1 

. " • <'.:, 

'.',,' , , ~'K II(rll' e-fJ.(t'~to)' + M K e-fJ.(~-to)/fJ. < 
~, ..... . I 

..' 
:' ~" .', 

.)' 
, , 

where fJ. and K a~~' 'const~tsguaranteed by Lemma. 3.5, and M\s a bound on If( 0') f • <' .. ' 
. ,', .•..• . .... . . ' j , 

j'. . 

.; "x+( t," t~)-= 'J( t, to) 
t .'.,' _ 

,.,0', 

. ~" 

00 
. ; 

{ [J( t, 0') 0 I;J f( 0') dO', 

.' + ' 
if the integrals make sense and converge. "But, J( t, 0')0 I,r = J( t, to) 0, 

' .. + '. ' + n 
Jr(to' 0')0 Ir for all t, to' 0' since Ir € B+. The integrals converge, as in 

Lemma 1.2,' because"the 'estimate (9) is valid and f(O') is bounded. The only way 

,'for x+(t) tob~ bounded, since IJ(t, to) 0 ¢;I ~oo as t.~oo by (10), is for its 

multipl;ler to vanishj that,is, 

..... 

Thus J we are left' with th'e e:q>ress ion .. ' 

.... 
,.' . 

.'. " 

. I 

. i 

, 
. , 

i 



00 

x+(t, to) = -1 ,[J(t, t + 0') 0 r;J f(t + 0') dO', 
, 0 

and (16) and (17) follow. Notice that x+(t, to) is uniquely defined for all 

tand to,and thus the second integral in (18) is valid; but x-(t, to) need 

not be defined for t ~to and is not unique. To obtain an x-(t, to) that is 

+ defined for all t, we folloH the procedure used on x. Thus, 

t 
+ 'J [Jet, 0') 0 r;J f(O') dO', 

_00 

if the integrals make sense and converge. But J(t,l tO ) 0 Jr(to ' t) 0 r; = 

J( t, 1") 0 r; is valid since 1" ~ to ~ t. We c.an assume to ~ t because to will 

drop out shortly. The convergence follows as before. Thus, if we assume that 

t 
¢; = [~ [Jr(to' 1") 0 I;] f(1") d1", 

then x-(t, to) is defined and bounded for all t, and 

o 
(20) x-(t, to) = J [J(t, t + 0') or;J f(t + 0') dO', 

_00 

as stated in (18) independently of to' To'show the uniqueness x-(t, to), let 

y-(t) be defined and bounded for all t, and 

t 
(21) , y-( t) = J( t, 1"0) 0 7fJ~(1" 0) + J [J( t, 0') 0 r;J f( 0') dO' 

for some"'. Thus, as in (19), o 

t 

"'0 

'TO' ' 

J [Jr ('" 0' 0') 0 r;J feO') dO'} 
-00 

+ J [J(t, 0') 0 r;J f(O') dO' 
-00 

for t ~ "'0' , Notice that y-(t) is actually independent of "'0' the term,lIinside" 

the } 's '! is uniformly bounded in ... 0' and the second integral is actually 



'. 

- ' 

". . . .' 
x-(t, to) defined in '(20). Thus, since I J(t" TO) ~ {·}I ~ 0 as TO ~ _00 by , , ' 

i 
" 

y-(t) ~ X-(t, to) as TO ~ _00. 
, " 

But,.' as noted bef~re, 'y-(t) is independent of TO; this' imp'lies equality" and, ~,' 

uniqueness follows. " 

.' ~', . Q.E.D . 

Calculus in a Banach Space 
, ", 

Before we cariproceed to the differentiability properties of solutions,we 

collect some facts on differentiation in a Banach space., ,We have taken this 

material. almost verbatim from Chapter VIII of Dieudonne I'S book [9], "and '..rill 
, 

state it without proof. 

Definition: . ',Let E and F be Banach spaces; let f be a ,continuous mapping , . 

of A, an open subset of E,. into F. We say that f is (~echet) differentiable 

at Xo E Aif there ,is a iinear map u of E into F such that 

'\ 

We will denote the derivative of f at x~ by Dx f(xo)' 

Lemma 3.7: If the continuous map f from Ac E into F is differentiable 

at ·the point xo ' . then Dx f(x~) .is a uniquely determined continuous linear 

mapping of E into F. 

Examples:, If f is a constant function, then D x f( xo ) =, 0, since 

IIfC~) - f(x~)11 =' o. 

,If f is a continuOllS linear mapping at' E into F, then Dx f(xo) = f for 
, 

all Xo E ,E. Sincef(x) - f(xo ) = f(x ~ xo ), thus 

I' 



" 

Theorem 3.8: (Chain Rule) Let E, F, G be three Banach spaces; A an 

open neighborhocxl of Xo E Ej f a continuous mapping of A into F; 'Yo = f(xo); 

B an open ~eighborhood of Yo E F; and g a,continuous mapping ofB into G. 

Then, if f is differentiable at Xo and g is differentiable at Yo' the ITappir~ 

h = g [f] (which is defined and continuous in a neighborhood of Xo into G) ,is 

differentiable at xo' and we have 

Application: Let f, g be two continuous mappings of the open subset A 

of E into F. If f and g are differentiable atxo' so are f + g and at (a a 

scalar), and 

Definition: Let E be a Banach space. A Segment joining two points 

Ii, bEE is the set of' points fa +- S (b - a): 0 ~ S ~ 1}. 

Theorem 3.9: (Mean Value) Let E, F be two Banach spaces; f a ,continuous 

mapping into F of a neighborhocxl 'of a segment S joining two point s xo' Xc + /:::"x 

of E. If f is differentiable at every point of S, then 

Ilf(x
O 

+ /:::"x) - f(xo)11 ::; 1 I/:::"Xl I ,sup Ilvx f(Xo + s/:::"xll. ' 
. " 0 ~ s ~ 1 ' 

Theorem 3.10: Let E,F be twoBanach s:eacesj f _adifferentiable __ !Tlapping 

into F of an open neighborhood A of a segment S joining two point s x, x + /:::"x 

of E. Then, for e~ch XOE A, we have 

~ 1 I/:::"xl 1 sup Ilvx f( 't") - Vx f( xo)ll. 
't" E S 
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f' '. ," 

Noticeth~'t these last ,theorems are not as strong as the ones in ordinary 

Calculus because a pOint where equality holds is not guaranteed. .. 

Theorem 3.11: Let A be an open ·connected subset in a Banach space E, 

{fn} a sequence of different~able mappings of A into a Banach space F. Suppose 

-that: (1°) there exists one point Xo € A such-that· the sequence{fn(xo)} 

converges in F, (2 0) ,for every pOint a € A, there is a ball B( a) of center·' 

a contained in A such that in B( a) the sequence {O . f' } converge~uniformly .. ·, . x n . . " 
o • . ' •• '. 

Then for each a € A, . the sequence {fn} converges uniformly in B( a); more o';er , 

if, for each x.€ A, f(x) = lim 
n~oo 

= lim Ox· fn( x)" then g( x) = 
n ~oo , . 

Ox f(x) for' each x € A. 

'Lemma 3.12: Let I = [0:, (3] € R be a compact interval, Eand' F real 

,Banach spaces, f· a continuous mapping of I X A (A an open sUbset of E). into F. 

Suppose also that ° f(t, x) exists and is Gontinuous on I X A. Then , x ~ . 

. , . (3 .. . 
g(,x) = Jf( t, x) dt 

0: 

is continuously differentiable in A, and, 

(3 

° g(x) = 6 Ox f(t, x ~ 

.. 

Theorem 3.13: Det I= [0, 00] and f(t, x) 

x) dt. 

be a function from I X A 

(A an open subset of a Banach space E) into a Banach space F. Suppose that 
00 

the integraljf(t, 'x) .dtconve'rges to g(x) on A. 
o 

If Dx f(t, x) exists and 

is continuous in I XA, and if the integral 

00 

. J ... ° f(t, x)dt 
ox· 

. converges uniformly on· A, theri Ox g(x) exists on A and 

'··0 g(x) 
: . X 

. ,.' 
: '-,'. 

00 

= J Dxf(t, x) dt. 
o 

., 

.- , 
'. ! 
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Proof: Dieudonne does not state this theorem,but it follows from 

Theorem 3.11 and Lemma 3.12 as in the standard real variable analogy. See 

Apostol [12, p. 443J for a proof in this case. 

Differentiation with Respect to Initial Conditions 

Theorem 3.14: Let 

where h(t-.) is a constant function .. Let X( t, ¢r) be defined. and continuous 
.\ 

fromH into Rn , and. continuously differentiable in¢rfor II¢r- ~~II < b·. Let 

x(t, to' ¢r) denote the solution of 

(22) 

that satisfies 

Then, if II¢r - ~rll ~.b/2, there exists an ~> Osuch that x(t, to' ¢r) is de-
. . 0 . 

fined for to -r .~ t ~ to + ex; also if II¢r - ~rll ~ b /2, then the derivative 

'D¢r x(t, to' ¢~) .of x(t, to' ¢r) at ¢~ exists for to - r ~ t ~ to + ex, and 

(24) 

\ 

·0 
where J( t, to) is the fundamental operator associated with 'D¢r X[ t, xr ( t, to, ¢r) J, 

~ - - - - . 

Proof: The.existence of x(t,·to ' ¢r) and ex folloNs from Theorem 3.l. 
o 

By Theorem 3.4, J(t, to) exists as long a:s x(t, to' ¢r) is defined; that is, 

for to - r ~ t ~ to + ex. All we have to show is the equality (24). T.~is 

reduces to shOwing that 

I 



46 

We assume that to':: 0, '.without loss, and will supress it. Then J(t) 0 IYPr is 

the solution of' 

-
~(t) = D¢ X[t, Xr(t, ¢~)] 0 ~r(t) 

r 

that satisfies ~r(O) =liPr ' Thus, 
. . 

. {liPr(t) " 
J( t ) 0 liPr = t 

.'l t:lPr(O) + { D¢r X[T, 

. ~. 

\ 
t ~ 0 I 
t ~ ~(. ' 

) 

.' . Let Ht) = J(t) ~ b4>r' x(t) = 'x(t, ¢~ + &/JrL XO(t) =' x(t,¢~),' D(t) == 

D¢r X[t, x~(t)].Then: 

.. ~ ".' 

o t ~ 0 

, t ~ 0 

But we have' 

(26) 
. 0 

Ixh,~(-r)] - X[T,Xr (T)] - D(T) 0 ~r(T)1 

f· .,~ Ix(~,'~(T)- X[T, X~(T)]- D(T) 0 [~(T)-x~(T)]1 

~ IIXr(-r) ~(T)II s;; IID¢r X[T, 7fJr (T)]< 'D¢r X[T,' ~(T)]II 

+:IID(T)IIIIXr(T) - X~(T) - ~r(T)II,· 

by Theorem 3.l0,·where 7fJr (-r:) ~ 4(-r:) as llliPrll ~O. By Theorem 3.3, we have 

.. ' 



for 0 & 'r & Ct. Let 

then!::. X(l:::lPr ) ~ 0 as Ill:::lPrll ~ 0 by (27) and the' assumption that D¢r X( t, ¢r) 

is continuous. Thus, upon putting (26) and (27) into (25), we obtain 

to which we apply Gronwall's ineCluality, Yielding', 

,I x( t) -, xO( t) - s ( t) 1 

• [ 0 . 

l K IIl:::lPr ll !::., X(l:::lPr ) 

, 
• t & oJ 

t ~ 0 

& K ~ II~rll b. X(l:::lPr ) for -r & t & Ct. 

GOing back to the difference Cluotient ,we see that 

t & 0 1 
t ;:; 0 ( 

'oj 

\ 

lim 
'lI~rll,~.o 

, o· 
1 x(t, to' ¢r + ~r) - x(t, to' ¢r) - J(t, to) o.6.1>rl 

I Il:::lPrl I 

~ lim 
11M) I ~ 0 

K' !::., X(~ ) = o. . r 

Q.E.D. ' 

47 
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Equations with Small Lipschitz'Constant 

In this section, we discuss solutions bf differential equations with time· 

lag or advance that· are defined for all time. In defining a solution ~or all 

. time, it is easier to start from an initial' value rather than an initial . . 

function as was uone in the earlier sections. We show that if the Lipschitz 

constant is small, then there is a'unique solution that has minimum rate of 

growth for t,he initial value·.' problem. 

We deal with equations'with time advance, so that. the difficult part. of 

the problem occurs for positive time; but. ~he results ,are equally valid in the 

time lag case, as a Simple reversal'of time shows. : We. use the.notation 

(28) 

for an equation with advance, where 

for 0 ~ A. ~ r • 

. With a slight'stretch of the notation, we 'will sayxr(t) E B~. 

Since the results we a~ after appear t~ be previously unknown (and. are .' . 

somewhat surprising), it is worthwhile treating the simplest non-trivial case 

before starting formal proofs. The simplest case of' (28) is 

x(t) = L x(t + r) 

where' x-is a scalar and L > O. If a solution (29) is defined for all t ~ 0) 

then it can be extended uniquely for all t ~ 0, since for t·~ 0 (29) is an 
.... 

equation with. time lag. Thus we are looking for a solution u(t) of (29) 

that is defined for all t ~ 0 such that u(O) = 1. If such a solution exists, 

it must satisfy 

t 
~( t) = 1 + L 1 u( 0 + r) do. 

o 

I .; 

'. ; , 
, 

i .. 

" 

1 
! ' 
t .. 
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We now show that a Piccard iteration scheme converges to 

00 

f(t, r, L) = (~ 
n=o 

. uniformly in any compact intervaJ. [0, TJ, if L r e < 1-

LetuO(t) = 1 for t ~ O. Assume uN(t) is'defined for t ~ OJ and define 

t 
uN+l(t) := 1 + L J uN(cr + r) dcr. 

o 

Our induction 'hypothesis is that 

which is clearly true forN = O. Thus 

t 
~N+l(t) = 1 + L J uN(cr + r) dcr 

o 

N 1 t n-l 
= 1 + ~ (L n+ In!) J (cr + r) [cr + (n + l)r] dcr 
'n=o 0 

N+l. 
= ~ Ln t(t + nr)n-l/nl , 

n=o 

as can easily be checked. It is clear that 'uN(t) is defined for all t ~ 0 

and all integers N ~ 0 by the induction step. To show convergence of (31), 

fix T > 0 and let 0 > 0 satisfy L(r + 0) e = 1, which is possible since 

L r e < 1 •. Select n large enough that Sterling's estimate for n!. is valid 
, 

and that no ~T. Then for 0 ~ t ~ T ~ no, we have 

Ln t(t + nr)n-l n n-l n 
L T[n~r + ,od J e 

~ (27Tn)I/2 nn = n! 

T L e [LC r + 0) eJ n- l T:L e -3/2 
=: " 

(";r/12 3/2 = 
(27T )1/2 

n . 
n 

00 
n . n-l 

Thus, the sum n~o Lt(t + nr) In! converges uniformly and absolutely for 
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,0 ~. t ~ T., The standard interchange of limit and integration then shows that' 

(31) is a solution of (3?) and hence (29). 

We now show that f( t, r, L) is the uniq,ue solution of (29) with minimum ' ~: 

rate of growth that satisfies the initial conditionx(O) = 1. 

solution of (29) that satisfies x(O) = 1 and 

"lx(t)1 ~ K' f(t, r, L) for 't ~ O. 

Then, if u(t) '='f(t, r,L) ando(t) = u(t) - x(t), we have 

, , 

10(t)1 ;1; (K' + 1) f(t,' r'; L) = K f(t, r,LL 

Let x(t) be any' 

t ~ 0 

't t , 
lo(t)/ ~,L f. 10(0' +,r)1 dO' ~ K L 1 'f(O' + r, ,r, L) dO' 

',0 0 

/' ,,= K [f(t, 
,00 n n-l' . ' 

r, L) - 1 J = K L Lt( t + nr) /n!., , 
n=l 

, 00 ' 

, '. n n-l 
Take the new estimate (lo(t)1 ~ K"L:, L t(t'+ nr) /nl) and put it back in 

t ,",' n=l , 00 

lo(t)/ ~ L f 10(0' +'r)1 dO'. This yields 10(t)1 ~ K 2:, Ln t(t + nr)n-l/nl, 
o ' n=2 

t ~ O. ' Iterate the procedure; thus, after the Nth' step, 

00 

10(t)I"~ ~K n~N Ln t(t + nr)n-l/nl t ~ O. 

But, ,since the series (31) converges uniformly' and absolutely,' the partial su;ns 

from N to ~ must go to zero as N approaches ()c). Thus, 10 ( t) I - 0) and hence 

i x( t) = u( t) for t ~ O. , 

We now, show that f(t, r, L) = el-lot where IJ. = L fer, r, LL and I-lo is 
0, 

the characteristic root of (29) with minimum real part" The characteristic 

eq,uation of (29) ,'is (see ('8)) 

'" 

. 
" 

'. 

r' 
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Since this cannot be solved simply for ~, we study an inverted problem and 

treat L as a function of ~; that is 

for ~ ~ 0; L(~) has one and only one maximum f6r ~ ~ 0 (at !,.L = l/r), and 

L(O) = . lim L(~) = O. Hence 
~.~ 00 

GOing back to (32), we see that if L r e < 1, then (32) has two real 

positive soluti<?ns. Let flo be the smaller of these; then ~o < l/r, ande~ot 

is a solution of ,(29). But f(t, r, L) ~ K ef:lot, since f(t,· r, L) is the uni<;.ue 

solution of (29) with minimum rate of growth.' Since f(O, r, L) = e~otl =1, 
,t=O 

the following Gronwallian lemma shows f(t, r, L) = e~ot, since there can only 

"be one solution of (29) with growth rate:;less than e t/r. 

Lemma 3.15: Let u(t) be defined and positive for t ~ O. Assume~hat 

u( t) satisfies 

t 
u(t) ~ c + L ~ Ilur(O')11 dO', 

where L r e. = p < 1 andc ~ O. Then 

Note: 

. t/r 
u(t) ~ c f(t, r, L) ~ c e . 

sup I u( 0' + r) I . 
o ~. f,. ~ r 

Proof: lur(t)l~ K e(t + r)/r = K' e et / r . Thus 
t 

u(t) ~ c +K L e'J 
o 

We claim that for N,~ 0, 

O'/r \ t/r 
e dO' ~ c + K L ere = 

. t/r 
c+Kpe . 

\ 
\ 

" 



I' 

. " 

. \ 

u(t) ~ c 

. which has' just been shown for N := O. Assume (35) true atN .. Then 

N 
II ur ( t)1I ~. c 2: 

n=o 

. and by (33), '. .' . . ~ .' . 

(. 

\ !IT . n+l . t'. . ': n-l' '. 
u(t') ~ .e[l·of. Z (L . In!) . f (0' + 'r) [0"+ (n+ 1) r) dO' 

.' n=o . 0 ., 

+.:. K L e . N+l J.t O'/r d' .... P . e.· . cr, 
o 

. I': 

N+l . n .' n-l' '." N+2 .t/r' ' 
',~c 2: L.t(t+.nr) Inl.+Kp :e. ',,'. 

n=o 
.... 

. . and induction is valid.:," Let N ~ 00 ,in (35), then J .. 
. ' 

u(t) ~ c f(t;' r, L) ~:c et/r • 

. ... ".' 

\ . 
. ;' . 

Finally, we need to sho"; that ,J..I.o' ':::' L 'f( r, r" L) • . But, from (32), 

" ~ I 

·J..I.o = L eJ..l.oI':. =L f(r,'r,L) 

since eJ..l.ot = f(t, r, L) .. : 
,.J 

Summarizing the above, if L r e < l,·then 

00 . 

n 'n-l . L t( t + nr) Inl J..I.ot = e 

is the unique solution of 

.' 

. i(t) = L x(~ + r) 

that is defined for all t, satisfies 

x(O) = 1, 

" 

52 
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and has minimum rate of growth. Also 

(36) iJ.o = L f(r, r, L) < l/r. 

The condition L r e ~ 1 becomes more reasonable if one notes that its 

negation implies that the characteristic equation (32) has no real roots, and 

, thus a unique solution with minimum rate ·of growth cannot be defined since 

complex roots appear in conjugate pairs. It maybe possible to extend this 

result by constructing a real solution with minimum rate of growth. The 

double root case when L r e = 1 is ignored here. 

Later we will need stronger Gronwallian type resultsj in particular, 

the case where 

,t 
u(t) ~ v(t) + L J Ilur(cr)11 dcr. 

o 

No general results are available for this problem yet, but the following 

corollaries are strong enough for Our needs here and give some hint in the 

general case. 

Corollary 3.15.1:' Let u(t) be as in the previous le11l1ll8., but with (34) 

" 
,replaced by 

Then it follows that 

u(t) ~ c e t f(t, r, L) ~ c e t et / r , 

,Proof: Putting (33) in (37) yields 

u(t) ~ c t + K p 
t/r 

e • 

Iterating through (37) yietds 
,\ 



':, 

. , .. 

,', " 

: .. ' 

.' .. fer all N ~'l and t ~O. Let N ~()(), then .. 

.' . . , 

" " 

-',.' 

OQ.' n-l 
u(t) ~ c L: t [L(t + nr)], Inl = c[f(t, r, L) 1]/1: 

n=l 

'," : 

~ c t f(r;.r, L)exp[L f(r,'r;L) tJ 
. . 

. I 

t .J: 

, ~,' ,';, 

,Q.E.D. 
- ,:' .,,",' 

-. " .. " ..... , .. - ,.'.. . , . 

Cerellary 3 .15~ 2: '·'Let . li( t) be asbef~re,. but wi'th (33) replaced by. 

0. ,,', . 

.... " 
, . , 

. where c ~ O. Then if p "'= L ,re <1, 

'- ), 

," 

Preef: Starting the itera~ien precedure as befere, we see that 

·The first iteratien through (38) yields 

u( t) ~; c et / r +c L -1 e e(J/r d(J + K p L J e e(J/r d(J 
eo. 

. [ . ., t/r. 2 t/r 
~, . c 1 + .L r e J e + K p e . 

..' . 

Subsequent i teratiens yield ",' . 
• > 

.. .' 

"--'- ; 

I !: 
" i 



.' 

for all integers N !1; 0 and t ~ O. Since p < l,we have pJ;'J+l ~ 0 -and 

M n ' 
2: p ~ 1/ (1 :- p) ~ Thus ,- the result follows. 

n=o 

Q.E.D. 

Theorem 3.16: Let X[t,¢rJ be defined into,Rm, continuous in t, and 

Lipschitz in ¢r with constant L for 'all t in R, and ,all continuous ¢r ,in B;. 
Let ¢r(A.) be a constant functibn and assume that I X( t, ¢~) I ~ M for all t. o _ , 

If,L r e < 1, then there exists a solution u(t) to the initial value problem, 

,(40) 

Further, u( t) is the unique solution of (39, ,40 ) that is 

(a) defined for all t, -00 < t < 00, and 

(b) satisfies lu(t)1 ~ H et/~ for t !1; 0 and some H> O. 

Also, u(t) satisfies the estimates 

( 41) lu(t)1 ~ rXol + (K/L) (f(t - to,r, L) - I} , 
'. 

( 42) 

where K = M + L I Xo - ¢~( 0) I " 

t ~ t ' - 0 

Proof: Assume without loss that to": O. Let u (t) : Xo for t !1; O. o ' 

Assume that un(t) is defined and continuous for t !1; O. Then 

~(t) : u~(t, A.) = ~(t + A.)' , ' 

is defined, continuous in A., and in B; for all t !1; OJ and thus X[ t, u~( t) J 

is defined, and 

, t r 
u l(t): Xo + J X[cr, u (cr)J dcr 

n+ 0' n 



," , 

i 

" . ~ 

," is, defined and continuous', for all t !1; O. Thus.' the' sequence {~( t)) is de-: 

, , fined for t !1; 0, n'!1; 0.' 
~ " 

, .. :.:,':": . "We nOw show that o~ any' compact interval [0, TJ, the sequence. '(un(t)) 

'·':converges' unifO~Y to a solution' of (39,40).' 
" 

't 
'I ul(t) '- uo(t)1 :;i! f 1 xC;, xr] 1 

.. 
der 

0 0 

,t " "r' .. ;' 
;i! f (IX[er) xr] X[ er, <prJI ,+ I X[er, '¢ 0] I } der·' :,' 

0 0 0 

'r r' " , 
, , ~, L II xo - ¢ 011 t + Mt·= Kt, '. 

'. t. 

. ') ", ,',; 

Ilu~(t)' ':',;ut(t)ll;i! Kr((t + r). " 
~'. '. , , . 

. " 

Claim that " ~ .;" .', . 
. - ,,', ,',-,' 

(43) , 
: ' ""',: " ' . ': 'n 1 . 
',I~(tL- ~n_l(t)I:.,;i! Kt (L(t + nr)} ~ Inl., ' " .. ' 

.. ,-' 

I' By the above, (43) is true for n= 1. Assume it true for n,;' N,then , ' 

Thus 

, ,t 

, ":;i! L £ Ilu~(er) - u~_l(er)" 
'" .: ': Nt, 

, .:: "; ':;i! '. K N~, J (er + ~) [er + (n, + 1)' r J n-l der 
, :" 0' 

.. ,.,' • ,I. . ," 

.' .' " 'N ' 
...;;i!. K t (L[t + (N +'1) r]} I(N + 1)1, ., 

.'.' . 

and the inducti6~" is v~lid so that' (43) holds for all n ~O and all t,!1;O. 
: • ", "I 

Let 

, , 

", • I 

'" .' 

! 
I 

~ I 

, " 

, 
,t: : 

, 
,.\ 

i 
4 

, I 
-': 1 

i 

, i 

I 
! 
I 

1 
I 

I 
I 
! 

• I 
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',-; 

00 " 

,', (44) 
" .: 

, u(t,) :: xO +i:' un(t )1L -.l..~,( t)" n=l -n . , .. -, 

':,.:.:,', 

, ',then . :.". .:.' . 
or··-, 

. -"', .'., .... , 

, 00 

,. . . 

~ I xOI + (K/L}iLn ' t(t+ nr)n-l/nI " 
, n=l 

.: '-'" 

" "' 

'.~,' . 

" for t';;i ° ,and (4l):holds,. It has already, been seen that the '~erie~ for' 
. . ., . . , ' 

f(t, r, 'L)converges'unifOrmly onTO,' T] forL ~e<!,: so,tt follows that 

'., (44) convergesun~f~rm.lYo~ [0,' T]. The fact that tit)· i~asoluti()nof' (39)' 

. follows by, the sam~. interchange of limit and' integration. used in: the' standa.rd, . 

"'. Piccard iteration proof that is.valid by the uniform convergence.,. Thus.we' 
, ' . 

have existe~ce'for t'~'Q~ 

.. It f.ollowsfroni 'the G~onwallian le~a(3 .15). thatu(~) is the unique , 

,\.,' 

.. sol1~tioriof {3?)40)t~at' :lsdefinedfor t ~ ° an<i satisfies (b.) ~ :For t ~ 0, : ... 

. existence and U!1iqueiess'follow from TheOrem~.l/'becau~e (39 )is .'a~ equa~ion 
';. : '0(. ~, 

wi th time delay fort.· ~o. . The estimate (42) follows f'rom Gronwall's lemma 
, . .' ~ . . l 

.', for equations wi th:tirne delay '(Lemma 3.2) and 

. ' .. 
, .' 

since 

. '. Q.E.D • 

, '. . ". ',' , ,.,. 'j"', ~ •.• , 

'j":;'::" 

...... ; .. 
:- ':, . -, ...... 

. ',' " ':"',' .,,-

',' 

" ~ " f" 

o .~ 
, '\ 

t ~ ri 
J 

'> >. 
t ~ ° I 

~ J' 
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CorOll~~Y.3.16'.1: .. £~t' X[t, ¢rrbe as in the previous theorem, but· 
,.,' .' , "r .' ,".' ,;", .. .... .'" 
~ssume that ¢6.= O'aI1d M = o (that::t.s, X[t, 0) = 0). Th'en the same conclusion 

, '. "" :, h~J,dS' withK'~'·L.lxor ~ ;::"" '. " ' '. " 

. '. 'Corollary·).16.2i:.Let·X(t, ¢r) be as' inthe·.pre~i9u~·the~r~m, put 

ass\llIle 'that 1 X(t, .¢r):I·~~ fO; '~li t and all con~im.ious .. ¢r "E:' B~.·Tben there 
. '. ," /,; ,.', . 

. " exists a uni<i~~ sOlu~iori·'~f (39,' 40) that'isd~finedfbr' ail t,_oO:< :t' <~. 

, . ProQf :':['he condi ti;'ns of Theorem 3.16' are satisfi~d' so trui.t there '. 
, .',. . 

, . exist's a' solut'ionu(t) of (39, '40) that is definedfo~ allt·~tidi~·~iqUe 'in 

the'class (i.(~) : 1 s(1;;)I(":~ H et / r , 't ~O,'H ,> OJ .. ·But·.~~'·~~luti~~,~(t)·Of " 

(39, 40) that is; defined' for all t satisfies :1 ~(t) 1 "'~' r~oI + M( t -',t'o} 
-'" .; .. ' 

Thus, u(t·)ts·the ·~ique.~oiution defined for' all t.· .. '. 

,'. 

'-'.', Q~E.D. ,,-,', 

"'.-, . 
~" , . . ' . '. ", 

',', . . ' .... 
{; . 

. :." 

u(t, s) be the soi~tiori'of (39).guarant~ed b;The'Orem 3.1{that satisfies:' 
. '. . ". . . 

.- " .. 
. ',': ue t o ; s) -s. Then~:' 

.... ~ . 

,. . . '.~, " 

, . . ,. 

" . 
'. : ..... ," 

t ~ t .' .. - 0' 

. (46) . 

... ~ . ,;. ~' .. 

lu(t,.,~~) .. ~ ... UC-1!"S2)1 .~ I sl ~~If(r, r, L) eL(to-t), t ~ to' 
( 

- . ." , 
',:\ -

Proof:. 'Let' ,o( t) =1 u( t, s 1) - 11.( t, .s2) I 
. t/r' , •. ' " . . 

~ K e ". fort ~,O,. and . o( t) " .. ."' 

dO' , t .~. 0, 

. , .,' ........ ::' :f"':'. ·~o.· f( r',: r,' 'L) 
oCt) ~ .' ";" . t .. 
, .' .. Oo'··f(~,' r."L.) +'L IliorCO')II.·dd; 

Thus': (- 46 ),ioll bwS' from' Th eor em 3.2. 0 

\' 

o ~ t ~ r \-:. 

, t~Or. 
',' . ; , 

.. 
Q.E.D. 

" . '. , . . 
';. , 

.... , 

., , 

.... ' 

. ..' 
r.· 
'. 
j 



Theorem 3.17: . LetX[t, ¢Y] rriap R x B~ into Rm. Assume ,Xl lscontinuous 

.int, continuously differentiable in¢r, and IIVcpr XCt, ¢rJII ~ L for ,all t ER, 

,," ¢r€~ .. ' 'Assume also that Lr. e = p < land I xC t, ¢~J I .. ~. M, where·¢;(;>...) .is a' 

.. ', '. constant function" ...... Let u( t,' ;) be the uni<lue solut10nof 

'i~, 

, ~.: 

.. ;". " 
: .~. 

.. ' .... 

", ',.' 

. .' r 

, , :,~ . ".: . , ;.", 

~ .; .' . , . . 
:~ 

'". . - . ' "," 

'that is d~fined'forali t ~ O,.bas minimum rate of graith,and1i(6,·g)=j<:·· 

Thenu(~,;)is'differ~;ntiable with respe~t to.; for: all t ~. O,andVs.u(t, s} 
'.. ' 

. is the .. u.ni<lue solution ·of the e<luation . . .,"\, 
, .... 

u(tY =p¢rXft; ur(t', . s) l~ :"Ur(~y, 
;. '., . ".: . 

. '; 

. _, .; ·i " .. ':....;' ~ f· . '. , . 

. ' that is defined for all t ~. 0,. has minimum .rate>of growth" a~d U( 0) 
" . 

'.:.' . 

',i/"' 
. . ,proof: .' SinceXT t} . ¢r Jis . differentiable foi' all:¢r E..B~, Theore~ 3.9 

..... apPli~s and 
i' .. 

. \' ',. . •....... 
. . . .' . . 

.... r'" r' 
I X[ t ,<i\ 1'.- xl t} ¢~ J I l '" • 

Thus the existencea!+duni<lueness resUlts apply to e<luations (47) and (48) 

so that all that .is. needed is to show V; u(t, £)= yet). Tpis re<luires 
1 . 

. showing that lo/i:
o 

i5T ju(t, s +0)- u(t, ;) :.u(t) 001 ~ 0. Let 

, ; 

I, ., 

.. "; 

t; 



.60' 
"\. '" 

, {', 

.".' 
I 

. ur (a, ... 
. /x[a J ur ( a, . ~ o)J X[ a, ~ ) J v + 

J ~ ., 
. f· 

' . 
. . J; 

'ur ( 0-, ~ ) J ur ( a) 0 - P¢', X[a, 0 0 

0 

. dcr .".~ 

" . ·:· ... ~I/. x[~,' 'U;r(a, ~ + o)J -'X['u, urea, dJ ,'. ',.' .':. . '/" 
, t· . . 
':(::.,' " . 

~l· .. 13,/ x[ 0; 1(0, n] · [uri 0,' +8) -1(0; ,)] da 

.... .' .. -+ lD¢~ X['a,. urea,. ~)J 0 ~r(a)1 .,:' ' ..... . 

o' , 

. da; o')'~ :s~:pIlf)¢r X[a, ~r(a)J':' Dq/ x[cr,-ur(cr,~)JII, 
. . . ..... . 

~, . 

, . ~ . 

'. .' ' '··r 
and the sup is 9veral.l v (a) such that 

Without loss,wewili ~ssume that E(a, 0) is non-decreasing in ei~her argument 

alone. :By continuous dependence (Corollary 3.16.3),we·have 

Thus, combining,. we' have 

't . '. ,t r··.·.· 
~(t)~ tol : .. } f(a + :r, r, L) da, 0) 'da'+ t J 11~(cr)1I dcr ... " 

'.0 ' '. 0 . . .. . 

We are gOirig . to' a.pp~Y·cor()llary ,3.15.2 to (49), and i tis he're 'that :~ .. stronger. .. 

'form of Gronw~ll' ~,ie~a w9uld ~e heipful. 
.. 

~ix T > 0,' and choose Eo > O~ 

S,elect 0 small ,enough 'that 

i 



'tV. 

,t .. 

, I 

,. I I 

. '~: " 

," 

( 50) 

, ' cr/r . 
f(a+ r,r, L) c(a, o)'~ coe , 

Estimate (5?)canb~:satisfied.becaus~ Dq/ X[t; ¢rJis continuous and (51) is " 

possiblebe'~ausef'Ca~rj'r,L) e-a/r-)o as a-)oo (see (36)). Thus. (49) 

becomes ,,' " , . ~ .. ', 

t t 
'6(t) ~ lol.! '£0 ea!r dO' + L JIIL/(d)II'd'a 

0, 0 

t 
, ~' Eoi'I 0 I e t(r + L, ~ , 116r (0')11 dei .. ': ,'. 

" Finally, "by Coroliary: 3 .. 15.2, 
. ~. . ,-.:" ',"~: ", 

Since ~ was arbi,trary,",we see that 
o 

, lim2-ju(t) ~ + oJ 
101 -) 0101 ,,' ", " 

'. 

Thus. U(t) ,is the derivative D. u(t, ~) of u(t,' U· 
, " , , " £ 

\ .l • •• " 

e":' "., 

" '" 

I .. ·· •.• 

. _,Ii, 

I: , .. , ',.,:.;" 

.. . .... ~ . " . 
...... '",,' 

" , 

, . , . . 

Q.E.D. 

, , 

. :<.', 
. :. .' 

'. ~ . 

. "",' . 

','. 

'," ~ ,", 

; . 

" ..... . 

. , ' . . 
, " 
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, . ~" .~ 

'{ :-
':'. ~: .. ' 
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, IV. ' 'INVARikTT SURFACES'O:i"bRDINARY DIFFERENTIAL EQUNrIONS" .. 
. . , ,',' '" '.,. . WITH TIME LAG ' . .. '.'" 

,' .. 
In this chapter, the results of Chapter 'II 'will be genera.li~'e'q. 'to'" 

" equations with time lag:. The, method 'will,l;>~ the f)ame "asbefore,~ith ,the, 

details only . slightly different. 

Defini ti~)l1.: "A bOUa.'1d.ed) Lipschitz continuous' function S( eY trom :Rill. into 

, Rn will be c~lleda:n Invariant ':Surface of the ~ystem ' , " 

",.".". 

, (2) , ' }( t),,~ AC E) 0, )erC ~): + x[e rCt ),"xrCt,), d 
, 

, , 

... 
.. 'I' 

, . 
. if thepa,±:r' (ifJ(t'; @o, .. 's):. S[V/( t, eo, s) ]}is a"solutiO~' of' (1,2»wh,ere 

:'" ' 

t,; 

;', 

.that is defined for all time and suchth~t : ":,' 
: "f.' '.\·r .... ',' 

'. "" 

, .. '~', 

C 4) 

,; • I, 

',,: -' 

',,' 

.... , 

LelrJTla4.1:,' Given t~e system (1, 2), assume that ther'e exists a, iJ.o >'.0 , 

such that all characteristic roots 11 of the continuous linear, operator ACE) 
I 

satisfy 

' .. ~ ... ;' 

~ . . '.' 

Assulne als'o, that for some' E =f 0, there exi'sts, an invariant surface S(B) ,of 

. C 1, 2-)" such that 

" , 
-. ' . 

, ':¥ter(t},'E( = 'e (erC t),' "S[8 r ( t)] ;','E} 

is bounded 'and wiiforriuy'Lipschitz :in e r with constant L and that L r e < 1. 

.'! 

, 
, , 



. ., 

Then 

° s(e) J [~T(- er) -
J x (</Jr(er,e, S ), S[</J (er, e, ) , . eJ = 0 I S J,. . der 

-00 r r 

'00 
..:+ 1 -1 [J(-er) 0 X l</Jr(er,.e, s), s[</Jr( er, e, s)J; eJ der . ° .LrJ 

. where J(er) is the fundamental operator ~ssociated vTith A(e), and </J(t, e, S) is 

tn.e uni<lue solution of (3), (4) that is defined for all time. 

Proof: E<luation (3).1n the notation of (5) isG(t) = 'I'[erCt), ej. Since 

'I' is Lipschitz and L r e < 1, Theorem 3.16 applies, and</J(t,eO, S) is the 

uni<lue solution of (3) satisfying (4) that 'is defined for all t. Then by the 

defini tion of an invariant surface, 

is a bounded. solution of (2) that is defined for all time, so that Theorem 3.6 

applies and we must have 

S[1jI(t, eO, s)J = 

° eO, eO = J [J( -er)' 0 r-J X (1jIr Ct + er " S) , S[1jI(t + er ,. S) J, eJ 
r 

, 
r ' 

, 
-00 

der 

00 + eO' eO - J [J(-O') 0 IrJ X [1jI (t+ er, S) , S[1jI~(t + er, s)J, eJ , , 
° 

r .I. 
der. 

Since 1jI(t, eO, s) isuni<luely determined by eO, we have 

Let G = 1jI(t, eO, s), then 

S( e) = JO 
-00 

00 

- J 
0, 

This expression is independent of t or eO and is defined for all e. 

Q.E.D. 



" 

.,' .. 

.. \~ 

Notation: 

.&' ..... • Rn 

.l.uncv~on ~n . 

.' , 

Inthis'chapter, B~ w:i,ll' denote the sp~ce of ccnti~uous 

I~ 'is thep~ly non-continuous functio~ we need her~ "and 

64 

+ ','" 
[J( -Ci) 0 :r;;] has 'al~eadybeen discussed., Letf(') :pe ~' function defined; on " 

-'. : 

Rn or Bf. ,We will use the norm 

Illf III = sup Iif(e)II,' 

1I1i'1I1 

e ERn,' 

= ,sup Ilf(er)II, . 
e Bn 

, 'r E r 

, where II f( . ).lIi~, an ~pp:topriatenorm. 
• I . '. • ~ ~ ':;, ~. . - " 

,As ,before"we"W:i.llwork in 'the B~rlach 
- • ',' 'J • 

.' ... '" . '. .:J-' .,,, ~'." .:. 

,spaces 

.... ...... '. ' . "' . 

is cant inuous, 

Theorem 4.2 : Corisider the system of equations' 
" .. 

" .' 

."" (6) , :,e(t) = 8[er (t), ~(t), E] 

" 

'~xCt) = E( e)o(A 0 xr ( t) + x[er ( t), ~(th EJ), 

where 
. ; . 

e and 8 are m-vectors, x and X are n~vect6rs,'E is an n Xn matrix, 

and A is' a conti'nuous ii'rte~ ~apping from 'B~ into Rn~ 'Ass~'Te that:8 ~nd ,X 
. ,'.: .... . J. 

.' ,. 

are defined ~ri.d bOUnd,~dfor al1er E B~, xr E B~, II~II ~. D:, and I EI ,,~ 13. 
, :' 

Ass~'Ue also that: 
.' j;' 

(a) 
'-'. 
", 

E( e:)is ::tJ:J.e mat~ix' ' 

; 
, , T, Il .' ; .. .'-

.'. E('E) = 1 0 

" . " 0 . , 

'. ' . 

'0 0 ,l 
d 2 0 , 

l' 
. , 0 ( /E)I3J 

r 

r' 

'I 

... , 



't .. 

"~ .. 

. !-

.- , ,. , 

." 
;. 

(b) . . A is the block diagonal operator· 

(c) ,: 

(d) 

o J, 
o I 

·.·.·.·.AJ. 
'.3 .' 

, .. " .. 
'.\ 

.':'" .. , 

no char~cteristic root is purely' imaginary, and 4. and K 
" .. , 

~re th~' consta.'1tsgua;anteed by Lernma3:5, 

JIIDer8(.~, xr ' dill .;§;. Efl/(2e) '. 

III ii,' 8(., xr '. till ;§; E cl ' 
. .~ .. ' 

. '.' for sbme constant cl ~ 0" 

) 

. I 

. , 

.j",. : 

. :". " .. 

Whe;e C3(E) -70 as I EI-70, and 0;§;c2 ;§; fl/(18 K' e~, ... 

T:'len there exists ap~, p~(p~), E o( p~) p~) such that for 0 <I EI ~ EO there' 

exists. a'uniClue, invariant surface Sun, of (6,7) in n(p~) that is Lipschitz 

. continuous with ~b~stant p~, and III SIII-7 0 as I d -70,' 

frobf; . Ass1L'nethat for some s, Pi, and P2 an invariant surface see). 

exists,' For this see), eCluation (6) become s 

.. ( 8) 

'PS(Br,E) is uniforinly LipschitzinBr since 

'" 
; 

. ' 
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. ~'. 

'.;f,~ III Dar',e [ "'S,C ·»):'s'] III + Iii Dxr. e[ . ,s( . ), ~III ,III Daslli 
.. ' ~.. . : 

: ' ' . . " . 

. It should.,be 'noted here ,that, although s(a, )i5 a m~pping fromRffi into" . 

. ,: .' 

and. upon differe,ntiat'ion~ 
. . ~ '. 

.... 
..... ', 

:,' 

:. ," '~ -
'": ' . 

. Thus '. takine; 'norms' :-re have ," -.... ' 
" . '. 

I,' . '. 

" 
:lllsIIL';~'''III-slil , 

'. r 
•• ;': < . 

and IIIDar sill ~·lIlria ~III;, ,',' 

. , 
, , 

..... ~ . . ' .. 

This· last fact has peen.tad tly"\ised .abov~ and wi'l'l be u'sed 18. tel:' without·, 

comment. '. -
" ..... 

Continuing on ~S',',:we ' see that if. I sl is small enough, then.L r e,',< 1'- so 
. . .' . . E. .. 

that LerlUlJ? '4;1 applies, '.~rid 

00, " 

~~;·[JE( .. cr),.o,.I;]X[!fJr(cr, a, S)" S~~r(cr, 'e',·~).]" c:}dcr, , 

where JE( (J) is the fun~amental operator: associated: wi th E,C ~~ 0 ·A; As before} : . 

we willnota.tiori.a:llY<~uPpre~s_ i;.he· first int~gra~. ':['his' wifl .r~Cluire some' 

c'aut ion since the' .estimat:·es· on '!fJ(t; a,.' s)· are different '~.for, 't' ~ O· apd. t' ;r;'; O •. 
. . '.' .. ' .' . , .. , , .. " ( ". ," . 

The poorer estimates occffi: for t ;f 0) and we will h8:ve~ to.use them. Then. S( e) 
" .' ,', 

: .' . 

must sa.tisfY· . 
. "' . , , ." ~ 

.'00 ..l- I 
s(a)= ,:"~)JEr~·q)~'I~] X(</Jr(C!,'e,:S), S[!fJr(cr~e, S)], s} dcr, 

' .. 

.r' 

.' 

~. 

. , 



. yhere<Ku,e, S) istpe unique solution of (8).that is defined for all time and 

. satisfies ?jJ(O) e) s) = e. 

vie now make the change of integration variable used beforej that is) 

'! -) '!/E in the degenerate term and'! -) E'! in the singular term. Then 

00 
See) = -J j(u) X[?jJr(U) E), S[?jJr(U) E)], ddu) 

o 

where 

(( ?jJ( u, e, S) normal 1 i 
I 
I 

. ?jJ( u) E) .= 
< ?jJ( u / E , e) s) in the degenerate term 

( 

r i 
I 

?/J(Eu) e, s) singular 
I 

. i I I ) \ 
+ 

. and·j(u) = J("':u) 0 I rJ where now J(u) is the fundamental operator associated 

with A. Then by Lemma 3.5 and assw'ilption (b), ·we have 

(; ~ o. 

We define T E on n (00; 00) by 

00 
[TE sJ(e) = ~J j(u) X[V/U) E)) s[?jJr(u; dJ, d du. 

.. 0 

Then·,followingothe procedure used before 

00 

ITE sll ~ J Ij(u)1 Illx[·, s(·), dill du 
o 

1 
:Sut K c2/~ ~ . /18 and c3( E) -) 0 as lEI -) 0) so that II TE s!1 ~ PI if III sill ~ PI 

., I I ° 11 h ana I E ~s sma enoug •. 
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Bef6'rewe c~n estin:tate 'III Deq::c: ·8111 "we will', needa:~ e~tim.a.t~' on 

'III be '1fJr C&,' e ,8; ~)lIf .', By Lem.>rB 3.17 we know' t~~ De ,~(:~" e), S).~a~isfie's , ' 
,,' - .... .' , 

~ .' L'" . ~ . . . 
," ":,:'; 4( 0), ,'~' t>, ',:': :' '<, r 

'"', ." 
. '~. . ," :". ", !, 

'For Lem.lla'3 .17 to apply ,we hav~' t~ ~ ass~'ne ~~~tl eJ is· ~~li: enou,gh th~t ' . ' 

, Let 
(i(t, ,r, L) ~ e 

" , 

. \ . 
• • J 

" 

, , 

III De 1fJr < a ,"~} Sj 'c:) III, ~e, exp{ tc::' ea) / EJ' 

'.. " ~ 

Let 'Y ::; fJ./2 +, cl P2 e and, req,uire 

(10 ) 

.' 'J' 

( 11) 

Coming bac~ to III De Tc: sill, we have 

00 

~ I j (cr) III De x {.} III 
o 

where 

" ," 

. :~ . 

. .•.. 
~;. ' .. ..... .. , 

r' :'. 

, " 

.' .. 

. ,", 

.. ;.' 't' _ , 

',' 

cr ~ O. 

.' ; , 

0" ~ 0.' 

dcr, 

" 



" " 

~. 

Thus 

, 
'00 . 

~' J . I j (0') Oliver xC .) III + I !Ivxr xC . ) III I live sill } Illve7/lr(a) III dO' o .... ..... ., 

00 

'~'. K e[c2Pl+c3(s) +.·c2 P2J I 'e"/ae-lJ.CJ:da o .. 

. ~ K e[c~{p~·~. P2) +' c3(s)J/(1J. ~.y) ..' 

~ 6 K eTc2(pl~P2)+ c3(s)J/IJ.' 

, ,! .,' 

. ,~.' ' ',' 

') .. ,., 

" •. I 

Estimate (11); assumptiOl1 (dL and thedefinitiori of ~. hav~been used. But·' 
. , '.. . 

· •.• dehave assum~din (d\ ,t~at K e c 2/1J. ~ .. J./18,· so tha ~ if . 

. (12) 

and SO is small en,oughthat for 0 < I sl ~ EO~ 

. . . , 

Then for III slli ,~ Pl; I)lve sill ~ P2 ~. 1J./(3 c1 e),we have IllveTs sill .~ P2" 

, Thus 'de have shown that if (10) fu"'ld (12) hold, and if I dis' small enough, . 
, . . 

then Ts maps nCpl~ P2) into itself. 

(13) 

To show:J;,hatTsis a contraction, let 81 , S2E n(Pl P2)' Then 

.'. T. 

' .. '. 

III,Ts.sl ~ Ts 8 2
111 '., 

" 

.~' J~ I j (0') I III x[7/lL 
o· . I: ' ~ 

x[v{, if- (?f;;)}s'] !II a; . ' 

1 . III X[7/I;,Sl(7/I;) ,sJ~" x[7/I;':, sl(7/lt), tJ III' 
I 00 ' 

, .' ~." J .1 j (0') I. < + 
o j 

'I 
!+ 

III . 2 . sl(ij;I) . I x L7/I ) 
r· r ' 

1'1 X[7!;2 
I I r' Sl( 1fJ;) , 

sJ ' [ 2 Sl(7/I:), JII[ - x 7/1 , S II ,r ~ 

, 
X[7/I~, . S2(7jJ;) ~ sJ III· sJ -

dd 



'Befor~ we' can proceed, we n'eed 'to obtain an eS~im~~e on' III</I;(~; ~.;; Sj E) ~ , 
~(rs, ·',S, E) III . ,Befo~e the6~ange 'of variab1esw'e have', 

t ' 
1 ~ f I 8 {7J!; (d), 81 [7J!; (rs)]} - e {</I;/~)" S2 [7J!; (rs) ]} drsl, ' 

" 0 

( IllDe 8(:·)111 117J!;(rs~ si) ~ ~~(O', ,~?)II ' 't I, r ' 

\ 
I, 

70 

s r ,-, J drs 

,.I-

, ~', E cl fir S2 ",- s2111 I tl+ LeI, £, II~;( rs, Sl) - '</1;(0' ;'~/ derl· ' 

Thus the proof of 8qro11ary 3.15.1 implies tha t 
... " . 

" 1</11 ( t ~ e ) Sl) - 7J!2 (t" e, s2)1 

,'~' E 6
1 

IIIs1 _s2111' (eLE e ItI _ 'l)/L" 
'8 

~ ~ 1 III l ~ s 2111 (e "I It I / E,' -, 1) /~, ' 

.' : 

~ .' 

This is u.~iform in e, and is valid for all t. After ,the change of variables, 

"we have 

, ' , 

/'1"1,1'( , 'Sl)' 0112(' s2)111 'Y'r'rs, ' -'Y'r rs) 

" " ," i 2 
~ ',C~ 'e III S - s III (e'Yt .. 1)/"1) 

J. ' 
for t ~ 0,' 

, "" 



. . , .'. ' 

"-,: .' 

. Taking this backto(13) yields' .'. ":": 

_. 
,. 

00 " -, 

~ III Sl~ s2111 J I Jeer) IF( er) der J 

° " '. 

where 
'.",., 

FC cr) = [I IIDer x(~ )111 +111 v:~x(, HI - III veslllL 

III</I;(er, slr~*~(er, S2) 1[1. + nlve~xC·)1I1 , 
". . . . .., " 

I::" 

" - . 

- '. ." . 

71 . 

. _ 00 
,,' : . '. ,.,.. .... > ':",>-, 

r ::\, 'J I j'( er) I F(er) der 
0, 

• .'. > 

'., ", '" 

~ .. ; . :re.,. ", 

." C' \ '. ' '." co 

~K Cl: "e[c2 Pl + :3(s) + c~p2L£e-fJ.Cr. (e)'er_ 1)/", der.',;:,,> 

+ K c2 r e";fJ.er der 
" 0 . 

Select PI' P2' and So such that 

P2 ~ fJ.(fJ. + ",)/(4 K c
l 

c
2 

e) 

c3 ( s) ~~ (~+~ ) / (4 K cI c2 e) for -lsi ~ S . . 0 

. :'( 

. ~.' . 

- . , . 

.' ;. 

Then r. ~ 1/18 + ~/4+1/4 + 1/4 < land T is a' contraction on n(PI J P2)' 
. S . 

The proof ,now follows as the proof of.Theorem 2.2. 

Q.E.D .. 
; < 

Corollary 4.2~i:lf. in Theorem 4.2;. A is an a:rbitraryc;ontinuous 

- . operator with no purely :imaginary characteristic roots, the theorem remains-

·true. 

'" ,', 



...... 
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, ',Proof,: 'Constarits',,~'and '1<>, are stili' guaranteed toexis,t' by tetiuna.':3. 5', ," 
. '. ~ . 

, , , 

and the chan~e, of, : int'egrati, on variable is still va,.lid, so t?at eq,uation (9 r 
(,' , ", : . , , 

is valid. 'The "proof ' follo~sident ically. 

'.' . . .~ 

that is 

.. : 

'. '. 
' .. .-

Q.E.D. 

If in 'Theorem 4.2 

E(e),= 

. . '. 
I ° L 

thencondit,ion (c ) can: be"replaced by 

',(c.') , ,llIrie e..(.',' ,~,elll 
, , ,r, ,', 

and the conclusion remains valid., 

Proof: See Corol~ary 2.2.1. 

.~ . 

, , 

the 'degenerate term, is absentj 

, ,\ •• 'I •.• ' ~ • 

. ,'.', '.', 

..- .... '

•• ·f 

..... '" 

. . . . 

• ~ .' 1 

'. " 

, , 

Rerr.ark: The invaria;nt surfaces' obtained in this work are ~ntitie~in 

.' 

, , , 

...... 

.. 

Euclidian spaces, while previous authors (ihparticularHal~y, [9~ pp. ?01-509] 

have had their invariant, surfaces be E!ntities i~ Banach 'spaces of continuous 

, functions. P0-so, there the ':~Arlgularlf variables, e" enter'with tim~delay~,'" 

which Hal any [9 r p. 509) describes as an open q,uestion:' The price paid for 

these extensions ,ist,bat-the sm;:faces obtained are proven to be invariant ~ 

only in re+ation:,tosolutions defined for all time., 'Thus 'if 'i#(t) is' a 

solution, of' (6)'that" i~'onlY defined for t ~to) 'it is l10t known under' '"hat 

conditions S['1ji(t),J iS'a solutionqf (7) {or't ~ to" It is' conjectured th,at 

S[7jJ(t,)}:i.s not,'rie'6esSarilY a S~lution of (7) for t~toanci that the behavior' 

of S[if;(t) ]';for' t ,~,to will have to be deduced from stability results. 
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report, or that the use of any information, appa
ratus, method, or process disclosed in this report 
may not infringe privately owned rights; or 

B. Assumes any liabilities with respect to the use of, 
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