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ABSTRACT

Geographically Differentiated Life-cycle Impact Assesstof Human Health
by
Sebastien Humbert
Doctor of Philosophy in Engineering-Civil and Environmental Engineering
University of California, Berkeley

Professor Arpad Horvath, Chair

In this dissertation, | explore how life-cycle assessment (L@Aults can potentially be
influenced by the location of emissions, also called regionaizathe current practice in life-
cycle assessment increasingly stresses the importancengf‘geobgraphically differentiated” or
“regionalized.” Regionalization can be important for cases hlage extended supply chains
distributed across different regions or for processes situatéocations with environmental
conditions and population densities far from “average”. A spatraltplved model for North
America, called IMPACT North America, is developed here. Gmuycally differentiated
intake fractions and characterization factors are evaluatetiddilaorth American continent for
human toxicity. Special attention is given to the modeling of intake fractions arattdrezation
factors for particulate matter. These factors can be used @ ddanage-oriented impact
assessment methods. Parameters influencing intake fractionsharatterization factors are
identified, such as population densities and agricultural productionnip@tance of modeling
an “urban box” and a “remote area” is also shown. The cadly @ish concrete is studied
through the lens of regionalization, and critical parametelgein€ing the environmental trade-
offs between fly ash concrete and Portland cement concrete are identified.

Through the development of the new model, along with the different applications, various
guestions related to spatial life-cycle assessment can bedstadid several conclusions can be
drawn about what is important to consider when performing regionahzan life-cycle
assessment.

| show that particulate matter dominates damage to human headltitharefore the
importance of devoting more detailed attention to the character ro€ybate matter when
modeling the fate, exposure and effect of pollutants. | also dementeitwhen addressing the
issue of regionalization in inventory and impact assessment,tprairould be placed on the
development of the archetype-based (i.e., situation-dependent) retatinali spatialization
(geography-based regionalization) should only be used secondarily aocchsional cases when
results from key processes need to be expanded.
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Acronyms and Nomenclature
The different acronyms used in this dissertation are the following:
CF Characterization Factor (“impact” per amount emitted)

DALY Disability Adjusted Life Years: a unit expressing impacisiuman health (Murray
and Lopez 1996)

EDq¢ Effect Dose inducing a 10% response over background

EF Effect Factor (“impact” per amount intake)

EIO-LCA Economic Input-Output-based Life-cycle Assessment (Hendnicksal. 1998)

iF Intake fraction (also known as exposure efficiency — Evans et al. 2002) (Bennett e
al. 2002)

ISO International Organization for Standardization

LCA Life-cycle Assessment

LCI Life-cycle Inventory

LCIA Life-cycle Impact Assessment

NOx Nitrogen oxide. NQis composed of NO and N®@ut with a significant dominance
of NO,

PAF Potentially Affected Fraction of species (Payet 2005); a upresging impacts to

ecosystem quality used in several damage oriented life-cycle ingsastsment
methods (e.g., Jolliet et al. 2003)

PDF Potentially Disappeared Fraction of species; a unit expresgiagtsito ecosystem
quality used in several damage oriented life-cycle impact assessnibotimée.g.,
Jolliet et al. 2003)

PM Particulate Matter

RfD Reference Dose

SETAC Society of Environmental Toxicology and Chemistry
uF Uptake fraction (term introduced in this dissertation)
UNEP United Nations Environmental Program

Units: Unless specified, all units follow the international system. Nb&t in Unted
States conventions “tons” refers to the United States short torh) veh&000 Ibs. In the United
States, one uses “tonne” or “metric ton” or “metric tonne” torradel’000 kg. In all cases, “t”
refers to “1000 kg”. “Year” is abbreviated to “y”, “day” to “d”’hbur” to “h” and “second” to

“S .

Throughout this dissertation the following nomenclature is used (broeckpi®d terms
are not presented).
. “Multipathway” instead of the traditional “multi-pathway” to be coreigtwith the more
accepted and used term “multimedia.” “Multipathway” is used ineass that encounters
“multiexposure.”
. “Geographically differentiated,” “spatially differentet,” and “spatially resolved” are
used as synonyms. Indeed, the roots “spatial” and “geographicat’toeé specific place in the
world.
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. “Geographically differentiated” refers to the differemcmong geographical locations
such as continents, countries, or regions throughout the world, e.g., Sauth Merth America,
Germany, North Sea, etc. The geographical location where the tgnpecur is sometimes
captured in the information related to the source of the materigloduct, e.g., crude oil from
Venezuela. (Sedlbauer et al. 2007)

. “Spatially resolved” refers to an application (e.g., a motthet) considers different levels
or zones in the space.
. “Situation dependent” (or “archetypical”) refers to archetgpisituations leading to

important variations in the characterization modelling and itsteeanid therefore justifying a
differentiation. It then refers to the type of environment the oilus emitted into or where the
inventory flow is occurring, e.g., high versus low population denség,aagriculture intensive
area, upstream versus downstream of a lake. (Sedlbauer et al. Z@@7}erm “situation
dependent,” or “archetype,” is therefore independent of the geogrhpbdgan (i.e., urban,
rural, etc. zone wherever it is in the world). It is definediteycharacteristics and not by its
location.
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Summary

Life-cycle assessment (LCA) is increasingly used to help ratated the overall
environmental consequences of any subject of interest (a productyiee,ser company, an
entity, a policy, etc.). Within life-cycle assessment, im@asessment is a step that allows the
expression of environmental impacts through a reduced number of indi¢htassimplifying
interpretation of the results of a life-cycle assessment.nfdgnitude of the impacts associated
with the emission of pollutants can vary depending on the locatioesiigion throughout the
world. The current life-cycle assessment practice stresses poetaimce of “regionalization.”

In this dissertation, | explore how human health damage factorshavaaterization
factors, of pollutants and life-cycle assessment resultanfiteenced when the location of
emissions is taken into account. This issue can be important fesiens that are situated in
zones with conditions far from average or have significant arehé&t supply chains that may
easily change location.

In Chapter 1, | revisit the general concepts of life-cyclessssent as well as the state of
the art of geographic differentiation in life-cycle impaciessment. | describe the objectives of
this dissertation and the chosen method. | also describe the nomengkdrénroughout this
dissertation, with a suggestion for the life-cycle assessnoeambmunity to improve
communication about geographic differentiation of life-cycle assessment.

In Chapter 2, | present IMPACT North America, a spatiallgpoheed, multimedia,
multipathway, fate, exposure and effect model for North Ameriegeldped to evaluate
geographically differentiated intake fractions and characterizataorgafor the North American
continent for human toxicity, aquatic ecotoxicity and terrestaataxicity. The IMPACT North
America model is evaluated using monitored data, as well a®roparing results with other
spatially resolved models. Results show that intake fractions ardatérization factors can
vary by up to eight orders of magnitude depending on where the pollstantiited in North
America.

In Chapter 3, | use the model developed in Chapter 2 to explore hamakzation
influences the intake fractions of pollutants, to suggest how gemdeke fractions and
characterization factors should be computed, to compare geograuydras archetype-based
intake fractions, and to draw recommendations on how regionalizatioateofahd exposure
should be performed in life-cycle assessment. In Chapter 3, ludenthat archetype-based
regionalization has substantial advantages over geography-basedaliegtion, therefore
making archetype-based regionalization a more powerful approachf@onpeegionalization in
life-cycle assessment. As suggested in Chapter 3 generic imggt®ris and characterization
factors should be calculated as emission-weighted average fraakens and characterization
factors. However, when no emission data are available, in Chaptsu@gest using population
distribution as a proxy for emissions distribution.

In Chapter 4, | review and recommend intake fractions, effect factdreharacterization
factors for primary and secondary particulate matter (HMis work is performed in addition to
that in Chapter 2 because the IMPACT North America model is eppea suited to evaluate
intake fractions of secondary PM. Because PM is often found to dwarim@ human health
damage in life-cycle assessment, a special emphasis Bnpoiaking intake fractions, effect
factors and characterization factors of PM consistent for a edengét of emissions sources and
locations, introducing the source-location matrix concept. | concluddantake fractions and
characterization factors of PM can vary by several ordersajnitude, depending on the
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population density patterns surrounding the location of emission, the &gkt and
meteorological conditions. This chapter serves as a basis forettmenmended European
Commission life-cycle impact assessment method as wetirabd UNEP-SETAC Life Cycle
Initiative task force on damage to human health from PM.

In Chapter 5, | use the intake fractions and characterizaaaré developed in Chapters
2 and 4 as well as the archetypes developed in Chapters 2 and 3ueteevdiich pollutants
dominate the total human health damage in the United States (U.Svgllass explore the
influence of regionalization on human health damage of different precdss€hapter 5, |
evaluate whether regionalization is important and compare thagpoaches, geography-based
or archetype-based, to perform regionalization. | conclude thasrRdler than 2..um (PM,5)
is dominating the damage to human health caused by airborne pollutasioeshin the United
States and therefore the regionalization scheme chosen should [siiteellto PM emissions.
Furthermore, | also conclude that the archetype-based approanbres practical than the
geography-based approach.

In Chapter 6, | introduce and define the concept of uptake fractidg?Mothe fraction of
emitted PM that will eventually deposit in the respiratogctr Indeed, because PM is often
found to dominate the total human health damage, | provide ideas on how ¢wentipe fate,
exposure and effect modeling for PM, leading to the concept of ufpgadtmn. In this chapter, |
find that for an identical intake fraction, the uptake fraction of iRNhe respiratory tract can
vary by a factor of three depending on the particle size lalision of PM, therefore making this
new metric a substantial improvement in quantification of human exposure to PM.

In Chapter 7, | present UFPM (Uptake Fraction of Particulatée)at model developed
to evaluate the uptake fraction, a concept defined in Chapter 6, ofrpriPhd, especially
considering the influence of the particle size distribution of the diffeypestof PM. The uptake
fraction concept provides a complementary approach to the rathgifisithapproach used in
the IMPACT North America model and the recommendations of Chdgdte the evaluation of
intake fraction, uptake fraction and characterization factor of IFMd that the ratio of uptake
fraction to intake fractions is on average 0.3 kg deposited perhiaded. | also find that intake
fractions and uptake fractions of PM can vary by several ooderagnitude, mainly influenced
by the population density patterns downwind of the emission, and that popuiauated
hundreds or even thousands of kilometers downwind from the PM sourcgide exposed to
the PM.

In Chapter 8, | use the concept of uptake fraction developed in Chaptdrdalaulated
in Chapter 7 to calculate the effect factors and charaatenizfactors of different types of PM,
for different population density patterns and using different progieddmage such as mass and
surface area of particles deposited in the respiratory tract. | eqgdg characterization factors to
the case of a diesel passenger vehicle. | show how population dertbigylotation of emission
influences the overall human health damage of different scenarios.

In Chapter 9, | apply the characterization factors developed in Chdptend 4 to the
case of fly ash disposal. Critical parameters influenchey results of fly ash disposal are
identified. | show that although regionalization alters the absodstgts for damage to human
health, regionalization will not change the main observations, in tkes tteat the preferred
option (which is to use fly ash in concrete) is confirmed, beddesdifferences among disposal
alternatives are substantial. | also conclude that if flyiasdeen as a co-product of coal-fired
power plants, using fly ash in concrete might not be as bendticitde environment as it would
be if fly ash were seen as waste.



In Chapter 10, | apply the characterization factors developedhapt€rs 2 and 4 to the
case of fly ash concrete. Critical parameters influendiegenvironmental trade-off between fly
ash concrete and Portland cement concrete are identified, dgpadight of regionalization of
damage to human health. | conclude that damage to human health mitimg liactor when
evaluating over what distance fly ash can be shipped. | show thahaézation will increase
reliability of the results of damage to human health and theréfereonfidence in final results
when evaluating trade-offs among alternatives.

In Chapter 11, | summarize the main contributions of the dissertasiavell as further
research needs.

Xi



1. Introduction

1.1. Introduction to life-cycle assessment

Human activities and their associated impacts are often veleobing and thus
difficult to evaluate. Life-cycle assessment is a concept aethodology that has been
developed to analyze the consequences of human activities on the environment.

1.1.1. Basics of life-cycle assessment

Life-cycle assessment is a concept and methodology to studgwuinerenental effects of
a product, process, activity or service throughout the entireyidée (from “cradle to grave,”
taking into account the supply chains). One of the powerful advantafjissaycle assessment
is that it prevents “shifting” of the impacts from one life leystage to another or from one
impact category to another. The general structure of lifle@ssessment is presented in Figure
1-1.

Goal and
scope
definition

Inventory
analysis

Interpretation

Impact
assessment

Figure 1-1: Life-cycle assessment methodology structure (based 80O 2006a, 2006b).

Goal and scope definition:The goal and scope define what is studied, what the questions are,
what the functional unit is, what the boundaries are, etc. A “meferdow” is a measure of the
outputs from processes in a given product system required to thefifunction expressed by the
functional unit (ISO 2006a, 2006b).

Life-cycle inventory: Life-cycle inventory (LCI) aims at identifying what theputs (resources)
and outputs (emissions and wastes) are, their respective amountbe anddia of emissions
over the entire life cycle. The inputs and outputs are geneediyred to as “elementary flows.”
Generally results are given in physical units (kd, etc.) consumed or emitted. In practice, the
location of emissions is often neglected. One objective of thisrthéi®n is to promote the use
of location-sensitive supply chain analysis in life-cycle assessment

Life-cycle impact assessmentThe life-cycle impact assessment (LCIA) aims at evaigathe
impacts of the different inputs and outputs identified in the inventory farett targets
(“impact categories”). The impact categories can be relatdtuman health, ecosystems, but
also to climate or resources. A typical structure of the itnpasessment method is shown in
Figure 1-2 using IMPACT 2002+ (Jolliet et al. 2003b) as an example.
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Figure 1-2: Typical structure of impact assessment method (based dolliet et al. 2003b).

The impact score: Life-cycle impact assessment provides characterization fa¢€¥) that
express “impacts” per “amount” of inventory. The impact score (orag@ score) on a target
(humans, ecosystems, climate, etc.) can be estimated as the mbduacemission (E) and a
characterization factor (Rosenbaum et al. 2007):
s . impact
Impact[impact| = E [massemitted x CF [massemitted} (1-1)
The characterization factor: The characterization factor (CF) can be expressed as the produc
of a fate factor (FF), an exposure factor (XF), a dose-respang® {DR) and a severity factor
(SF) (Rosenbaum et al. 2007):
CF[ impact }:FF[ambienu:oncentraibn}XXF{ massntake }XDR{ case }* XSF[impact}
massemitted massemitted ambientconcentraion massdntake case

(1-2)

The intake fraction: For human health, the fate factor multiplied by the exposure featobe
represented as the intake fraction (iF) (Bennett et al. 2002):
. {massintake} {ambientconcentraibn} [ massntake }
iF = =FF : x XF _ _
massmitted massemitted ambientconcentraibn

(1-3)



The intake fraction is defined by Bennett et al. (2002) as:
z intakeof pollutantby anindividual(mass)
iE= people time (1_4)
masgeleasednto theenvironmen(mass)

The effect factor: For human health, the dose-response factor multiplied by the sefaetiby
can be represented as the effect factor (EF). The effeor fia a factor quantifying the effect on
human health that the intake of a certain amount of a specificgulhwtll have. For example, it
can be expressed as “DALYs” (disability adjusted life yeadurray and Lopez 1996 — the
number of years of life that a person is losing because ofahltyror morbidity caused by
carcinogenic and non-carcinogenic effects) per mg of pollutant shiealengested. Crettaz et al.
(2002) and Pennington et al. (2002) developed effect factors for candaron-cancer effects
for hundreds of pollutants based on the following approach:

1 1 1
EF = X X X
i ﬁEDlO—I BW LTh N365

}x DALY, (1-5)

with EFR: effect factor of substance i [DALY/mgkd, Bepio-: Slope factor of i [risk per
MGntakd (Kgbw-d)], BW: human body weight [kg], LTy: lifetime of a human [y], Bks number of
days in one year [d/y], and DAlyYbeing the severity per person caused by the gskaated
with substance i [DALY/risk].

Hence, the impact to human health can be expressed

Impact = Ex iFinhalatior X EFinhalatior + E X iForal X EFgral + E x iFderma X EFderma (1-6)

1.2.Introduction to and state of the art of life-cycle impact assessment

This section introduces the main impact assessmetftods used in the third phase of life-
cycle assessment (ISO 2006a, 2006b). The aim efdhapter is to provide context for the
contributions of this dissertation.

1.2.1. Life-cycle impact assessment

Life-cycle impact assessment aims to connect teenehtary flows (extractions and
emissions, land use, etc.) identified in the lijele inventory with different impact categories
(human toxicity, global warming, acidification, gtto improve the interpretation of results by
reducing the number of parameters that need toohsidered. It does so by allowing one to
select a set of impact categories, category inolisaind characterization models (one per impact
category), then assign (classify) the elementanyslto the different impact categories and then
convert (characterize) them into the common ingdicanits within each category. The relative
contribution of each elementary flow to each impe&tegory can be assessed. Two optional
steps are also possible: normalization, which teaes the magnitude of the impact category
indicator results relative to a reference scenanmm weighting, which converts the normalized
results into the same unit, allowing for their aggation into a single score. All of the steps up to
normalization are based on natural sciences, wheheaweighting step takes value choices into
account.

The impact category indicator result (also calletpact scorel) is the sum of all
elementary flows contributing to the specific impaategory of the product between the life-
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cycle inventory result (E) and its respective caosiwmn factor, called characterization factor

(CF):
| = Iz Ei X CFI (1_7)

For example, knowing that the characterization diact(considering a 500-year time
horizon, also known as GWP500) of £&hd NO are, respectively, 7.6 and 153 kg Ggkg of
emitted gas (IPCC 2007), the impact score for thbal warming impact category (expressed in
units of kg CQ.e¢g resulting from an emission of, e.g., 4 kg (biage&H, and 0.5 kg MO is the
following:

| =(4kgey, X7-6k90029q/kgcm ) +(0.5Kg 20 X 153KG 0pef KOy ) = 30+ 77 =107 kgCOZeq (1-8)

The chosen life-cycle impact assessment methodigeswvthe list of characterization
factors.

1.2.2. Characterization versus life-cycle impact assessment methed

Different definitions exist. In the present worketfollowing definitions are used.

A characterization method calculates the characterization factors for a ifipesingle
impact category for the different elementary flovemtributing to the impacts described by this
category. Methods such as the IPCC GWP100 (IPCQ)205Etox (Rosenbaum et al. 2008,
Hauschild et al. 2008b), the method of De Schretal. (2009), or IMPACT 2002 (Pennington
et al. 2005) are examples of characterization nastho

A life-cycle impact assessment methodchiims to address, as accurately and as
consistently as possible, a large set of impa@grates. A life-cycle impact assessment method
then presents a consistent set of impact categaitbs a defined framework, each with their
own characterization method. Methods such as IMPAR002+ (Jolliet et al. 2003a), TRACI
(Bare et al. 2003), EDIP 2003 (Hauschild et al. H0®ReCiPe (Goedkoop et al. 2008), or EU-
LCIA (Hauschild et al. 2008b) are examples of kfgele impact assessment methods.

The interaction between characterization methods k#fe-cycle impact assessment
methods is presented in Figure 1-3.

( ~ 15 identified in this work
Including:
IMPACT 2002+ (Jolliet et al. 2003b),
- - TRACI (Bare et al. 2003),
| Life cycle impact assessment method | EDIP 2003 (Hauschild et al. 2004),
ReCiPe (Goedkoop et al. 2008),
EU-LCIA (Hauschild et al. 2008),

A

\

> 165 identified by Hauschild et al. (2008)

Including:
Characterization Characterization Characterization ot IPCC GWP100 (IPCC 007),
method 1 method 2 method 3 . USEtox (Rosenbaum et al. 2008),

De Schryver et al. (2009),
IMPACT 2002 (Pennington et al. 2005)

Figure 1-3. Characterization methods versus life-gje impact assessment methods.



Method versus methodology

The terms method and methodology are often usedchmingeably in the field of life-
cycle assessment. To help the reader follow theitedogy used in this dissertation, | decided to
use the term “methodology” when referring to theegal concept of life-cycle assessment and
“method” when referring to specific characterizatimodels or methods as well as life-cycle
impact assessment methods based on my own inttipretof The American Heritage
Dictionary of the English Language, Fourth Editi6Nethodology can properly refer to the
theoretical analysis of the methods appropriata tieeld of study or to the body of methods and
principles particular to a branch of knowledge.tms sense, one may speak of objections to the
methodology of a geographic survey (that is, olpest dealing with the appropriateness of the
methods used) or of the methodology of modern tegmsychology (that is, the principles and
practices that underlie research in the field).retent years, however, methodology has been
increasingly used as a pretentious substitute fethad in scientific and technical contexts, as in
The oil company has not yet decided on a methogdimgrestoring the beaches. People may
have taken to this practice by influence of thesetiye methodological to mean "pertaining to
methods.” Methodological may have acquired this mmegpbecause people had already been
using the more ordinary adjective methodical to méarderly, systematic." But the misuse of
methodology obscures an important conceptual distn between the tools of scientific
investigation (properly methods) and the principlleat determine how such tools are deployed
and interpreted.”

Note that Hauschild et al. (2008a) use the term thod’ for what | define as
“characterization method,” and “methodology” for athl refer to as “life-cycle impact
assessment method.”

1.2.3. Impact categories

Figure 1-4 presents the framework developed byJlREP-SETAC Life Cycle Initiative
(Jolliet et al. 2003a), giving a non-exhaustive & suggested midpoint impact categories and
their relationship to damage impact categories, sdsnetimes referred to as areas of protections.
Note that “waste” is not to be considered an impategory as it is another process of the
system that will lead to a certain amount of lifele inventory results.
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Figure 1-4. Overall framework, linking life-cycle inventory results via the midpoint impact categorieto
damage impact categories (Jolliet et al. 2003a).

1.2.4. Midpoint categories versus damage categories

Figure 1-5 presents the framework of life-cycleeasment from the process system
through the inventory, the midpoint and damage thpategories to the single impact score. As
one progresses down the cause-effect chain, teatsw precision specific to a single quantum
of information (a piece of information, such as wawgified elementary flow or an impact
category indicator result) decreases, but the aglex of this same information quantum for
decision makers increases because of the veryfisamt reduction in the number of single
guanta of information that have to be consideratianeously at each step.
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1.2.5. Chronological development in life-cycle impact assessment

The chronological development of life-cycle impassessment methods is presented in
Figure 1-6.

c
K]
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3 | Lime
g Shall not be considered 2003*
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*sometimes referred as only midpoint; **sometimeferred as only damage

Figure 1-6. Chronological development of life-cyclanpact assessment methods. Bold methods are oféity
outdated and have been replaced by updated versiandnderlined methods have both midpoint and damage
impact categories. Italic methods are still under dvelopment.

1.2.6. Evaluation of the different life-cycle impact assessment metlls

Several works have evaluated the different lifeleyienpact assessment methods. In
2004, the UNEP-SETAC Life Cycle Initiative did arvemview of ten life-cycle impact
assessment methods (Eco-indicator 99, EDIP 97, BD(3, EPS 2000d, CML 2001, IMPACT
2002+, JEPIX, LIME, Swiss Ecoscarcity, and TRACUNEP 2008). More recently, at the
request of the European Commission, a consortiunif@tycle impact assessment experts
performed a thorough review of current life-cyahepact assessment methods with the goal of
recommending a set of characterization methodstlier European Platform on life-cycle
assessment (Hauschild et al. 2008a). Hauschild ewmitbagues (2008a) identified 165
characterization methods and thoroughly reviewedlifé2cycle impact assessment methods
(CML 2001, Eco-indicator 99, EDIP 97, EDIP 2003,3#00, IMPACT 2002+, LIME, LUCAS,
ReCiPe, Ecological Scarcity 2006, TRACI, and MEEuR)summarized evaluation of the
different methods identified in the present workiliesented in Table 1-1.



Table 1-1. Evaluation of the different life-cycleiinpact assessment methods.

Geogra-
Cate- phical _r .
. - Method description (especially
NENS o i oD 2 gories region whether it is a midpoint and/or | Advantages Disadvantages
reference asses- | assessed for
a damage approach)
sed non-global
categories
-, Characterization
fégf)al volumes (1984) (BUS Midpoint approach model No regionalization
straightforward
Ecological backpack Characterization
(http://playgreen.org/Wiki/ Midpoint approach model No regionalization
EcologicalBackpack) straightforward
Characterization No regionalization,
CML 1992 (Heijungs et al. L Damage missing,
1992) 9 Europe Midpoint approach moo_lel Outdated (ReCiPe is
straightforward .
the updated version)
EPS 1993 (Steen 1992) Characterization Qutdated (EPS 2000
. Europe Damage approach model is the updated
(http://eps.esa.chalmers.se/) . )
straightforward version)
Midpoint approach. It was
developed under the Dutch NOH
program by PRé consultants . -
- (The Netherlands) in a joint Characterization NQ reg|ona!|za}t|on,
Eco-indicator 95 (Goedkoop ) . . Midpoint missing,
. 11 Europe project with Philips Consumer | model 2
1995) (http://www.pre.nl) . , ] Outdated (ReCiPe is
Electronics, NedCar, Océ straightforward the updated version)
Copiers, Schuurink, CML P
Leiden, TU-Delft, IVAM-ER
(Amsterdam) and CE Delft.
Midpoint approach with
. normalization. o Midpoint missing,
EDIP97 (Hauschild and Update available as EDIP2003| Sharacterization | o 04 EDIP
Wenzel 1998) 11 Europe with site-dependent model 2003 is the updated
(http://ipt.dtu.dk/~mic/EDIP97) Jepe straightforward - p
characterization for most non- version)
global impact categories
Weighting set based on
environmental policy goals, to
be used for midpoint categories
and selected
emissions/interventions. No regionalization,
Swiss ecoscarcity (Ecofactor Update for 2004 Swiss values in Chzra}ctenzanon Outldat_ed I(SWISS'
97) (Brand et al. 1997) 12 Europe progress. ) mode ecological scarcity
’ The "Swiss ecopoints” are basgdstraightforward 2006 is the updated
on the Swiss environmental version)
policy; the method may be
applied to other regions'
environmental policy goals as
well.
Damage approach, including
Eco-indicator 99 (Goedkoop normalization and default Allows single No regionalization,
and Spriensma 2000) 15 Europe weighting sets. score calculation. | Midpoint missing,
(http://www.pre.nl/eco- P Three versions are published | Can have different| Outdated (ReCiPe is
indicator99/) (Hierarchis, Individualist, perspectives the updated version)
Egalitarian).
Damage approach + weighting | Characterization
EPS 2000 (Steen 1999) S . L
(http://eps.esa.chalmers.se/) 13+4 Europe as v_wlllngness to pay (WTP) to moo_lel No regionalization
avoid damage straightforward
CML 2001 (or Dutch
Handbook on life-cycle Characterization No regionalization
assessment) (Guinée et al. Midpoint approach with 9 T
14 Europe model Damage missing,

2002)
(http://www.leidenuniv.nl/cml
/ssp/projects/Ica2/lca2.html)

normalization

straightforward

Outdated




Geogra-

Cate- phical _r .
. - Method description (especially
:\é?emr:nf;he IERITE CIAE ggg::_ a sgeegf: d for whether it is a midpoint and/or | Advantages Disadvantages
sed non-global a damage approach)
categories
TRACI (Bare et al. 2003) Midboint abproach with Includes some
(http://epa.gov/ORD/NRMRL 9 United Stateq norr?’nalizatipo% regionalization No damage
/std/sab/iam_traci.htm) (states)
TRACI 2 (Bare et al. 2003) Includes some
((Bare et al. 2003) . Midpoint approach with regionalization
(http://epa.gov/ORD/NRMRL 9 United States normalization (using geographic- No damage
/std/sab/iam_traci.htm) based approach)
EDIP 2003 (Hauschild and M|dp0||rjt approach with Includes some
Potting 2003) nprméi |zat|8n. h .__.. | regionalization d
(http://ipt.dtu.dk/~mic 9 Europe fSlte- ependent characterizatio (using geographicH No damage
or European countries for mos
/EDIP2003) h . based approach)
non-global impact categories
Weighting set based on distance-
to-target of environmental
policy. Providing regionalized
. . weighting factors based on
E’ﬁf'ﬁmﬁf"& (e;tr a;l. 2003) 10 Japan specific environmental quality. No regionalization
P -Jepix.org Revision and update in progress
under the Japanese
government's Centre of
Excellence program
Midpoint and damage approach.
All lists (midpoint, damage
LIV (1subo and inaba 2009 oo AL
(http://www.jemai.or.jp 11+16 Japan No regionalization
/lcaforum/index.cfm) Bas_ed on Japanese_ .
environmental conditions for
most non-global impact
categories
17+5
IMPACT 2002+ (Jolliet et al. | (includi S .
2003b) (http:/ ng Europe !\/I|c|ip((j)_|nt and dalmage approact), SOth midpoint and No regionalization
/www.impactmodeling.org) water Including normalization amage
use)
LUCAS (Toffoletto et al. 2006) 8 Canada Midpoint Regionalization Only for Canada
for Canada
Swiss ecological scarcity 2006 M|dpQ|nt apprqach. Ecological Incl'udes' Not comparable with
; Scarcity 2006 is a follow up of | regionalized .
(or Ecopoints 2006) 7 Switzerland | the Ecological scarcity 1997 (using archetypes) other life-cycle
Eﬁtrt'sf:/?mz;ﬁt_i}éggg)ch ) method, which is sometimes | assessment of :gweptﬁgtdzssessment
P ) ) called Ecopoints 97 (CH) water use
Ecological footprint . No regionalization,
(Wackernagel and Rees 1996, 3 Global gzrgagaizggﬁscgr’aﬂ?ugrj::re "Very easy to Very limited in terms
Ewing et al. 2008, Kitzes et al. ' ' | communicate of the impacts it
and land use
2008) measures
BEES (NIST, 2008) (National
Institute of Standards and . - -
Midpoint approach. Building for| Characterization
Technology (NIST), U.S. . - A No damage. No
Department of Commerce 13 United States Enqunn;)glr_wtal and Economic moo_leL . 4 regionalization
2008) (http://www.bfrl.nist.gov Sustainability straightforwar
/oae/software/bees/)
Allows single
score calculation.
Can have different : -
ReCiPe (Goedkoop et al. 2008) . perspectives. Rv_eglpnahzauon
. . B 19+3 Europe Midpoint and damage approach missing for some
(http://www.Icia-recipe.net) Some important catedories
regionalization P 9
using rough
archetypes
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Geogra-
Cate- phical _r .
. - Method description (especially
NENTS o i oD 2 gories region whether it is a midpoint and/or | Advantages Disadvantages
reference asses- | assessed for
a damage approach)
sed non-global
categories
World for
) . respiratory :

EU-LCIA (Hauschild et al. 11 inorganics, | Midpoint and damage approach Consensus (widely No regionalization
2008a) accepted)

Europe for

others

1.2.7. Methods sometimes described as life-cycle impact assessment

Confusion can arise when referring to life-cyclgpant assessment methods (see above)
and characterization methods. The main exampleheflatter is the IPCC’s (2007) list of
midpoint characterization factors that allow foe #issessment of greenhouse gas emissions. The
European Platform on life-cycle assessment (Haleseéhial. 2008a) identified more than 165
characterization methods. Table 1-2 presents atedldist of these methods that are sometimes
referred to as life-cycle impact assessment methmasthat are not considered as such in the

present assessment (customized explanations aenped in Table 1-2).
Table 1-2. Selected methods sometimes referred te Bfe-cycle impact assessment methods, but not
considered as such in the present assessment.

Reason it is not considered a Life-cycle impact
Impact categories Type of life-cycle impact assessment assessment
IBEEE EE (R TENE assessed method method in the present methods that it is
assessment used in
i It is a characterization model withk Most in the global
gggg(;n footprinting (PAS2050) (BS Global warming Midpoint detailed guidelines on how to warming potential
construct the LCI impact category
IPCC 2001 (IPCC 2001), a.k.a. . . . . o
GWP20, GWP100, and GWP500 Global warming Midpoint It is a characterization deb Most
IPCC 2007 (IPCC 2007), a.k.a. . . . . o
GWP20, GWP100, and GWP500 Global warming Midpoint It is a characterization debd Most
De Schryver et al (2009) Global warming Damage s 0 characterization model ReCiPe
USEtox (Rosenbaum et al. 2008, Human toxicity, Aquatic . L )
Hauschild et al. 2008b) ecotoxicty Damage It is a characterization model EU-LCIA, Re€
Pfister et al. (2009) :/L\J/?bti?]re?ﬁe (fresh, non- Damage It is a characterization model None
Waterfootprint (Chapagain and Inventor It is actually an inventory
Hoekstra 2007, Hoekstra and Water use (fresh, non- oy classification method, but it does
. ) classification . . (I}Ione
Chapagain 2008, Hoekstra et al. turbined) not evaluate the impacts associate
method ;
2009) with water use

1.2.8. Recommendations

Tentative recommendations for use of life-cycle attpassessment methods based on the
criteria above are presented in Table 1-3. Thitate/e recommendation is valid for the situation

in October 2009. Development after October 2009 maiist likely change the recommendations.
Table 1-3. Tentative recommendations for life-cyclampact assessment methods as of October 2009.

Main constraint Other constraint Recommended method Advantage Limits

If it needs to be q|rectly IMPACT 2002+ (Jolliet et Ful!y implemented in most
used and be published in g life-cycle assessment
L al. 2003b)
scientific journal software

Will be surpassed by
ReCiPe and EU-LCIA

A Latest development for | Not openly implemented in
dgArlnda?O;nér?enrie d irl;nl?e tn?:r?tctje?jdirﬁize e_cfug?é ReCiPe (Goedkoop et al. toxics, some life-cycle assessment
9 P 4 2008) regionalization included software yet (currently
method assessment software

using archetypes being fine-tuned)
Not operational yet and ngt
necessarily consistent

among impact categories|

EU-LCIA (Hauschild et al.
2008a)

Consensus method (the

If one can wait six months widest consensus method)
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1.3.Scope of work of this dissertation

1.3.1. Problem statement

The term “geographically differentiated” signifitisat a life-cycle assessment will not
only sum the amount of emissions, but will takeoimiccount the “severity” of the impacts
depending on where the different pollutants aretenhi
Current issues related to geographic differentiatio life-cycle impact assessment

Most life-cycle studies still stop at the life-cgahventory phase. Some apply a life-cycle
impact assessment method. However, the latter afées default characterization factors, i.e.,
without differentiating among the different locatgof emissions. Rare are the studies that try to
account for the influence of the location of enmossi. Thus far, no complete life-cycle
assessment has been performed using geographileakdiiation. One of the main reasons is
that no clear and complete method exists. Thisiars8ll at its initial stage of development. The
state of the art in life-cycle assessment stregsegnportance of “geographical differentiation”
and the identification of critical parameters. laderegionalization is recognized as an important
step towards improving accuracy, precision and idente in life-cycle assessment results as
well as its discriminatory power, especially fomgoarative assessments (Potting and Hauschild
2006, Sedlbauer et al. 2007, Reap et al. 2008, Matgl. 2008).

Spatially differentiated life-cycle assessment eapecially be important in the case of
emissions of chemicals that have short charadtetistvel distances, and processes that can be
“moved” around a country or a region, such as esttensupply chains.

Supply chains

Currently, most life-cycle assessments considey sapply chains as aggregated into the
main inventory. However, several questions spe¢di¢the supply chains exist: What type of
technology do they use? How do they change ovexiltWhere are they located? What routes
and modes do they use for transportation? How theetocation of supply chains influence the
characterization factor of the different pollutéht®hat is the influence of geographic
differentiation on final life-cycle assessment fteswhen modifying the locations of the supply
chains? This dissertation provides a practical @ggr to evaluate how the impacts associated
with the emitted pollutants will change when chawggithe location of emissions of these
pollutants.

1.4.0bjectives of this dissertation

The objectives of this dissertation are to bridgedifferent areas of research in life-cycle
assessment related to geographical differentiaimoh fill some of the different gaps that exist,
with a focus on intake fractions and characterratfactors in North America. In this
dissertation, | aim at identifying what is importdor regionalization of impacts, with a focus on
damage to human health and how regionalizationb@apractically implemented in life-cycle
assessment. The influence of geographically difigseed characterization factors on final life-
cycle assessment results is evaluated for the @stkesupply chain of fly ash disposal and fly ash
concrete.

1.5.Method

In this dissertation, | explore how life-cycle assment results can be influenced when
the location of emissions is taken into account.
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In a first step, | aim to adapt existing (Chapt@snd 4) — or developing new (Chapters
6, 7 and 8) — fate, exposure and effect modeling@xrhes to the case of North America to
calculate regionalized intake fractions and charation factors and to explore the importance
of regionalization in life-cycle impact assessm@ttapters 2, 3, 4, 6, and 7).

In a second step, | explore how regionalizatiotugrices life-cycle assessment results
using different case studies (Chapters 5, 8, 9,1énd

1.6.0utline

In this section, | outline the present dissertation

In Chapter 1, | have introduced the general corsceptife-cycle assessment as well as
the state of the art regarding the issue of getgrapfferentiation.

In Chapter 2, | develop, describe and test IMPAQItN America, a spatially resolved
model that can calculate geographically differgatia population intake fractions and
toxicological impacts in a North American conteXtis chapter demonstrates the difference
between a spatially differentiated assessment agdnaric assessment using a case study of
diesel emissions.

In Chapter 3, | use the model developed in Chaptéw explore how regionalization
influences the intake fractions of pollutants. Iggest how generic intake fraction and
characterization factor should be computed andestggchetypes for implementation.

In Chapter 4, | review and recommend intake fraxgtj@ffect factors and characterization
factors for PM that are straightforward to applylife-cycle assessment, in a manner consistent
with currently used approaches for organic polltgam Chapter 2.

In Chapter 5, | use the intake fractions and chare@ation factors developed in Chapters
2 and 4 as well as the archetypes developed in t€hdp to evaluate the influence of
regionalization on the human health damage of miffe processes, comparing the two
approaches geography-based or archetype-baseddmpeegionalization.

In Chapter 6, | explore the concept of uptake foac{uF), an approach that explicitly
addresses particle size distribution in the evalnabf environmental fate, human exposure and
health effects of PM.

In Chapter 7, | present UFPM (Uptake Fraction atiPalate Matter), a model developed
to evaluate the uptake fraction (the concept ddfineChapter 6) of primary PM.

In Chapter 8, | use the concept of uptake fractiemeloped in Chapter 6 and calculated
in Chapter 7 to calculate the effect factor andrattarization factor associated with different
types of PM.

In Chapter 9, | apply the characterization factteseloped in Chapter 2 and Chapter 4 to
the case of fly ash disposal.

In Chapter 10, | apply the characterization factteseloped in Chapter 2 and Chapter 4
to the case of fly ash concrete.

In Chapter 11, | summarize the main contributionthis dissertation.
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2. Assessing regional intake fractions and damage famts in North
America

When starting to develop the model to assess rafjintake fractions and damage factors in
North America by reviewing the literature and assegwork under way in other institutions, it
became apparent that the very similar work wasgbeanducted at the Ecole Polytechnique de
Montréal for the development of such a model fon&ka. Rima Manneh was developing the
Canadian model, supported by her advisors, Mardalgni and Louise Deschénes. Instead of
competing, we decided to combine our work to credbetter and more accepted model by both
parties. | was in charge of developing the Unitéateés part of the model and Rima Manneh was
in charge of developing the Canadian part of thedehoBoth parts would eventually be
combined into one North American model. Furtherm@bkanna Shaked and Cedric Wannaz
from the University of Michigan, supported by thadvisor Olivier Jolliet, were calculating the
air advection (i.e., flows of air, in #n, in and out of each grid, for different layer thie
atmosphere) at a 2°2.5° grid level throughout the entire world. Thes¢a are information that
will be needed in the present chapter to modelatieection of pollutants in the air. This
resolution would never be achieved by the work ré person only. Thus it was decided to use
their part of the air layer to complete our model.

The outcome model is therefore a state of the adak accepted by the institutions that
participated in its development, three institutigoiaying a major role within the field of life-
cycle assessment in North America.

This chapter is published in a similar form in fbarnal Science of the Total Environment
(STOTEN, 407 (2009) 4812-4820), under the titleséssing regional intake fractions in North
America” and co-authored by Sébastien Humbert, RManneH, Shanna Shakéd Cédric
Wannaz, Arpad Horvath, Louise Deschéne®livier Jollief and Manuele Marghi(*CIRAIG,
Chemical Engineering Department, Ecole Polytechmigle Montréal, Montréal, Canada;
University of Michigan, School of Public Health, Bronmental Health Sciences, Ann Arbor
MI, USA).

2.1. Summary

This chapter develops the IMPACT North America nmpde spatially resolved
multimedia, multipathway, fate, exposure and effewidel that includes indoor and urban
compartments. IMPACT North America allows geograplifferentiation of population
exposure of toxic emissions for comparative riskeasment and life-cycle impact assessment
within United States and Canada. This model exasname water, soil, sediment and vegetation
media, and divides North America into several heddrones. It is nested within a single world
box to account for emissions leaving North Ameriitas a multiscale model, covering three
different spatial scales — indoor, urban and regjienin all zones in North America. Model
results are evaluated against monitored emissioticancentrations of benzo(a)pyrene, 2,3,7,8-
tetrachlorodibenzo-p-dioxin (2,3,7,8-TCDD) and meyc Most of the chemical concentrations
predicted by the model fall within two orders of gn#ude of the monitored data. The model
shows that urban intake fractions are one ordenagnitude higher than rural intake fractions.
The model application and importance are demomrstrlay a case study on spatially distributed
emissions over the life cycle of diesel fuel. Degieg on population densities and agricultural
intensities, intake fractions can vary by eightevsdof magnitudes, and even limited indoor
emissions can lead to intakes comparable to throse dutdoor emissions. To accurately assess
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these variations in intake fraction, the esserttiede original features described in the present
chapter are required: (i) inclusion of the conttaémnmodel within a world box for persistent
pollutants, (i) addition of an urban box for shoshd medium-lived substances (for grid size
larger than 100 km), and (iii) assessment of inthken indoor emissions. This model can
therefore be used to screen chemicals and assgismakzed intake fractions within North
America for population-based human exposure asssgsiife-cycle impact assessment, and
comparative risk assessment. The model can be daded from
http://www.impactmodeling.org.

2.2. Introduction

This chapter aims to develop a multimedia fate exjgbsure model that provides spatial
intake fractions and damage factors for North Aoeerlt meets the need of accounting for long-
range transport on a global scale while also capgjwshort-range variations in exposure related
to differing population densities and agricultysabduction intensities.

Identifying pollutants that have potential adveestects for the human population and
setting priorities for emission controls requiré@ént and predictive screening tools that help us
understand the potential risk of chemical releas¢s the environment. Comparative risk
assessment and life-cycle impact assessment amaltgxamples of methodologies providing
indicators of toxicological effects based on th&atree risk and associated consequences of
chemicals that are released into the environmeanr{fagton et al. 2004, ISO 2006a, 2006b,
Rosenbaum et al. 2008). These consequences often as regional or local impacts (Potting et
al. 2005, Potting and Hauschild 2006, Sedlbaueale?007, Reap et al. 2008), making it
important to evaluate them within a regional cohtex

Multimedia fate and multipathway human exposure emdcave been developed to
support various scientific, regulatory, and edun#l purposes and are now widely adopted in
assessments of the toxicological risks of chemaraissions at a regional scale (Cowan et al.
1994, European Commission 1996, Mackay 2001). Hestlly these single box models have
provided estimates of risks for generic or nondigpatultimedia environments (e.g., CalTOX —
McKone 1993, SimpleBox 2.0 — Brandes 1996, USEtdrosenbaum et al. 2008). However,
single box models do not allow the differentiatioinfate and exposure of pollutants based on
emission location. To overcome this limitation, moecently several spatially resolved models
have been developed to evaluate the impact of taolis for different locations of emissions at a
continental level. IMPACT 2002 (Pennington et a003), a spatially resolved model for
Western Europe, consists of 157 air cells, 136 ishezls and 125 ocean zones. BETR North
America (MacLeod et al. 2001) consists of 25 aillscand watersheds/ocean zones. As
demonstrated by these publications’ results, désaigg spatial differentiation might under- or
over-estimate certain intake fractions by severders of magnitude and may therefore not be
sufficient to distinguish the impacts between twoissions taking place in different distinct
locations. Additional efforts at a global level (Huegts 2003, Toose et al. 2004, MacLeod et al.
2005, Sleeswijk 2006, Rochat et al. 2006) have cdmesimilar conclusions, although
differences are less important because of a loesolution scale (at a continental or a country
level). An additional disadvantage of the singlex bmodels is that decision-makers and
practitioners are generally more skeptical of im@@ssessment results using generic data instead
of regional data. Thus, there is an increasing dehiar methods reflecting regional concerns
and adapted to regional conditions. (Potting andsdhaild 2006, Sedlbauer et al. 2007, Reap et
al. 2008). Fulfilling this need is exactly the aohthis chapter, with three key differences from
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the previous effort of MacLeod and colleagues (3200 increased areal resolution by two
orders of magnitude to capture effects occurringroa few thousand Km (ii) increased
consistency in total pollutant damage by includamgouter world box to account for emissions
leaving North America, and (iii) the possibility wmonsistently model the intake fraction for
indoor and urban emission within each zone. Theeased resolution helps better describe
short-lived pollutants, since Pennington et al.080suggested that a° 2atitude by 2.5
longitude (2°x 2.5°) grid might still be insufficiently resolvetd capture differences among
population densities. Finally, by embedding Nortmekica within a world box, long-lived
pollutants and their potential for damage outsidetiN America or re-entry into North America
are correctly addressed. Indeed, as shown by M&2§0i3), intake of long-lived pollutants such
as carbon tetrachloride and hexachlorobutadiendoeatominated by exposure outside of North
America increasing total intake by up to one omfanagnitude.

Note that in this chapter (in the model | am depilg for North America), | am
interested to evaluate what is the potential dantagised by emissions originating from North
America. In the model developed in this chaptesm therefore only looking at the marginal
incremental damage from North American emissiorts laam not looking at the actual damage
to populations inside or outside North America framissions originating outside North
America. Therefore, in the model developed in tbimapter, for emissions entering North
America, | only look at the fraction that was adiy@mitted in North America and left North
America before re-entering North America. Howewérpne wants to evaluate the damage
caused by emissions occurring outside of North Acaefas | will do in Chapters 5, 9, and 10),
one needs to adapt models or find alternatives mddealso look at the damage form emissions
occurring outside of North America. Extending thed®l developed in this chapter to the full
world is outside of the scope of my dissertatiort lsua work in progress outside of this
dissertation (e.g., Jolliet et al. 2008).

Objectives

This chapter has four main objectives. The firstosdevelop and describe a spatially
resolved model that can calculate geographicalifgrdintiated population intake fractions and
toxicological impacts in a North American contextbyvering the following three spatial scales:
direct surroundings (indoor or outdoor); local sc@lrban or non-urban); and the regional scale
(covering North America at a resolution length @04200 km). The second objective is to
evaluate the model results against monitored cdrat@ons and empirical intake fractions in
North America and against two other spatially reedlmodels for North America and Western
Europe — BETR (MacLeod et al. 2001) and IMPACT 2@®&nnington et al. 2005), respectively
— to identify essential model features. The thitojeotive is to show the importance of
specifically considering urban areas in the modgeli intake fractions. Finally, this chapter
aims to demonstrate the difference between a #lpatiifferentiated assessment and a generic
assessment using a case study of diesel emissions.

2.3. Methods

Model framework

Assessing the toxicological effects on human heaftta chemical emitted into the
environment requires a cause-and-effect chain sssse linking the emission source to damage
through four intermediary parameters as depictedfigure 2-1 and Equation 2-1 (based on
Rosenbaum et al. 2007). The damage scbreirf units of impact) caused by a chemical
emission § in massnmited IS Obtained as the product of this chemical eimmsand a fate factor
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(FF, in time), an exposure factoXF, in time'), a dose-response fact®R, in case/masgud,
and a severity factoSf, in impact/case):
D = SFxDRxXFxFFxS=EFxiFxS= CFxS (2-1)

The fate and exposure factors can be combinedoimtosingle metric, namely the intake
fraction (F, in masgkdmMassmited. The intake fraction is the fraction of pollutdaaken in by an
exposed population, which is the mass taken inupédrof mass emitted (Bennett et al. 2002).
The dose-response and severity factors can be oedhbinto the effect factorEf, in
impact/massake. N comparative risk assessment and life-cyclgpaich assessment, fate,
exposure, and effect factors are usually groupéadl characterization factor<CF) or human
damage factors (HDF), which express the potentmpact per unit of mass emitted
(impact/massniteg. This latter metric is used by practitioners teigh chemical emissions by
their human toxicity potential.

. , 3\
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Figure 2-1: General source-to-impact framework forhuman toxicity (based on Pennington et al. 2005).

The IMPACT North America model

Starting with the model developed by Pennington @itagues (2005), IMPACT North
America extends this work by adding an indoor amd usban environment to create a
multimedia, multipathway, fate, exposure, effecii damage steady-state model (Figure 2-2). It
predicts chemical concentrations in environmentadlia for direct indoor surroundings as well
as at local (urban), regional and global scalesthEumore, it predicts multiple exposure
pathways that link chemical concentrations in ttmogphere, soil, surface water, and vegetation
to human intake through inhalation and ingestiorallows the calculation of human toxicity
(carcinogenic and non-carcinogenic effects) andatcuand terrestrial ecotoxicity caused by
organic and inorganic pollutants. However, the nliadeof aquatic and terrestrial ecotoxicity is
not the focus of this chapter. The effect factorsdaling is based on the following approach
described in Jolliet et al. (2003): human toxiagyexpressed in terms of disability adjusted life
years (DALYSs) using Crettaz et al. (2002) and Pegtan et al. (2002) for carcinogenic and
non-carcinogenic effects respectively; aquatic &meestrial ecotoxicity is expressed in terms of
the time- and space-integrated potentially affedtadtion of species (PAFy) using Payet
(2005).
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Figure 2-2: Framework for the fate modeling (basean Margni (2003), Margni et al. (2004) and Penningin
et al. (2005)).

Model parameterization

In this dissertation, when referring to North Ancexi | implicitly refer to only United
States and Canada and exclude Mexico. Although d&dezan also be considered to be part of
North America, because of lower availability of al&r Mexico, | decided to focus my analysis
on United States and Canada.

The IMPACT North America model (Figure 2-3) is resbtin a world box. The three
scales of the IMPACT North America model are: {fedt surroundings (indoor or outdoor); (ii)
local scale (urban or non-urban); and (iii) regisale (which air cell, watershed or ocean zone
is considered). The detailed map containing athefregional labels is provided in section 2.8.
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Figure 2-3: Overview of the geographical extent aMPACT North America.

World box:The parameterization of the box representing teeatthe world outside of
North America is based on the IMPACT World moddidied et al. 2008).

Air cells for North AmericaThe North American air medium is divided into &3d cells
(version 1.0), each®atitude by 2.5 longitude (2°x 2.5°). Atmospheric modeling is based on
one air layer, with the mixing height set to 1,080(Rosenbaum et al. 2008). | used the wind
transport simulated by Shanna Shaked from the Wsityeof Michigan by using 6-hour average
wind speeds of the lowest three atmospheric lajgrdo 962 m) from the GEOS-Chem (2007)
global 3-D model of tropospheric chemistry drivendssimilated meteorological observations
from the Goddard Earth Observing System of the NASIAbal Modeling and Assimilation
Office (GEOS-Chem 2007). The North, South, East aldst wind speeds are each
arithmetically averaged to yield 2°2.5° resolution annually averaged wind speedsteXloat
by averaging annually, | remove the temporal regmiu Further research would be needed to
evaluate the influence of time in addition to spadeen calculating fate and exposure to
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pollutants.) The advection of each air cell is aa&d using the wind speed in each direction
multiplied by the mixing height of the air cell.

Watersheds for North Americ&@he 523 watersheds (version 1.0) are based osuie
watersheds of North America, using NRCAN (2003) @anada and USGS (1996, 200&)r
United States.

Coastal zonesFive coastal zones (version 1.0) are defined aroNodh America
(NGDC 2006): one in the West (Pacific), one in Hest (Atlantic), one in the North (Arctic),
and one in the South-West of Alaska (Bering), datted to the ocean defined in the world box,
plus the Hudson Bay, which is linked to the Arctgastal zone.

Urban box:The air cells within the 48 contiguous states awler Canada (i.e., where
most of the North American population lives) are0B0 knf to 50,000 krf in area, which
provides inadequate resolution to capture diffeesrimetween urban and rural emissions in areas
that have a high variability in population densstych as California (Pennington et al. 2005,
Humbert and Horvath 2006). To overcome this linotat the model provides the option of
including an urban box within any air cell or wateed where the urban area is situated. The
urban box is spatially differentiated to providedtion-specific populations and areas for 292
urban areas (version 1.0) in both the United StatesCanada (Demographia 2008), capturing
60% of North America’s population. If no informatidgs available about the urban area where a
pollutant is emitted, a default urban area can &@ameterized as follows (in version 1.0): a
square area of 49 km49 km (population-weighted average value for UnBates urban areas
— USDOT 2006), a population density of 753 persamé/(USDOT 2006) (representing 1.8
million people), a mixing height of 250 m (harmaallg averaged mixing height of 75 urban
areas, based on the Marshall et al. (2005) anabfsSdSEPA SCRAM mixing height data
(USEPA 2006), and a dilution rate of 616/sn(Marshall et al. 2005). Non-urban emissions are
represented by emissions within the air cell orensdted, without including an urban box. The
model provides the option to simultaneously runssmns in both the urban and non-urban
boxes of a given region.

Indoor box:If emitted indoors, a typical pollutant can haveistake fraction up to three
orders of magnitude higher than if emitted outdd@mmith 1988). For indoor emissions, there is
clearly a need to model the intake using an indmm¢ (Meijer et al. 2005a, 2005b, Nazaroff
2008, Hellweg et al. 2005, 2009). An optional, difrgd indoor box is included in the model to
allow for such emissions. The parameterizationhef indoor box can be changed as desired.
Default parameters for household, office and ingalshdoor emissions are suggested in section
2.8, giving inhalation intake fractions of, respeely, 4.710°% 1.6<10° and 3.310°
kginhale(! kgemitted'

The fate and exposure parameters that are adaptteb tNorth American context are
related to environmental conditions and human exygos heenvironmental parametersclude
data on geographical (watershed area, fresh wegar amount of biomass, etc.), meteorological
(mixing height, temperature, precipitation, air acdvon, etc.), and hydrological (fresh and
coastal water depth, water flow rates, etc.) camuit Thehuman exposure parametdrglude
data on demographics, fractions of drinking wateming from surface water, vegetable
production, and animal production. Table 2-1 preséme major parameters that are adapted to
the North American context. The detailed list ofgmaeters is provided in section 2.8. Data can
be contained and managed in ArcGIS.

Y HUCS level of the 1:2,000,000-Scale Hydrologic Unit Boundaries.
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Table 2-1: Parameters adapted to the North Americarcontext (the complete list of parameters can be timd
in section 2.8).

Parameter adapted Source (version 1.0) Variability (version 1.0)

<1 (Arctic area) up to ~2,000 (urban area) per$fian
watersheds; <1 to 440 pers/kfar air cells

Population CIESIN (2005) (more than 100 pers/Knn the cells capturing the top twelve]
big cities, with a peak at 440 persfkim the cell capturing
New York City)

USGS (2005), FAO (2005), USDA, Agriculture

Canada, Stafistics Canada <1 (Arctic area) up to ~400 (Midwest) t/km

Agricultural intensity

Fraction of water: <0.2% (desert area) up to 10G¥e#t

Fresh water area Natural Resources Canada, USGS Lakes, each considered as one watershed)

Environment Canada, Extrapolation from rainfall 90 (Arctic area) to 2,000 (North West Pacific amith

Precipitation maps Mississippi region) mm/yr

Fresh water fish Extrapolation from FAO, USGS, Statistics Canafla (deksert area) up to ~30,000 (coastal area) t/wesdrgr

production
Extrapolation from FAO, Statistics Canada.
Sea water fish Extrapolation is based on the fact that 89% of
production seawater fish are caught in the coastal zones a le,OOO t0 30,000 t/(coastal-zone-y)
11% in open oceans
. . ) 0.1 to 7.6 m/s, with median of (in m/s) 2.7 (eastlyal.8
Alr advection GEOS-Chem (2007) (westward), 2.3 (northward) and 2.4 (southward)
2.4. Results and discussion

Model evaluation

This model is compared with (i) monitored data afissions and concentrations of
benzo(a)pyrene, 2,3,7,8-tetrachlorodibenzo-p-diorB3,7,8-TCDD), and mercury in North
America, (ii) results of the BETR North America (Maeod et al. 2004), another spatially
resolved model for North America with lower spatiakolution, and (iii) results of IMPACT
2002 (Pennington et al. 2005), a spatially resolvexdiel for Western Europe, upon which the
modeling framework of IMPACT North America is based

Comparison with monitored data

Monitored emissions and concentrations of benzg(aeje, 2,3,7,8-TCDD, and mercury
are used to evaluate the model. The amount andbdisdn of emissions, the corresponding
reported concentrations and their locations, aerdli#t of physico-chemical properties of these
substances are provided in section 2.8.

Figure 2-4 shows the concentrations modeled witRA@T North America (version 1.0)
versus the concentrations monitored in the enviemtm
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Figure 2-4: Modeled versus monitored concentrations the environment, for (a) benzo(a)pyrene, (b)
2,3,7,8-TCDD, and (c) mercury. Only the compartmerst where monitored concentrations are available are
shown. Concentration in air and sediment is givemikg/m?®, concentration in water, soil, meat, fish and eggs
given in kg/kg.

Most concentrations evaluated with the model faithim two orders of magnitude
(maximum four orders of magnitude) of the monitooeshcentrations for sediment, air, water,
soil, fish, meat and eggs.

Concentrations in sediment for benzo(a)pyrene stimvhighest difference between
modeled and monitored concentrations — the latamngohigher — which can be related to the
persistency in sediment and the high uncertaintythed degradation rate in sediments.
2,3,7,8-TCDD also exhibits a weak correlation bemvemonitored and modeled meat
concentrations, which may be related to the faat mmonitored concentrations do not necessarily
report background concentrations or to the fact thaat is not necessarily produced in the
watershed where the concentration is monitored. fémzo(a)pyrene and 2,3,7,8-TCDD, the
natural background levels might not contribute ®sigantly to monitored concentrations.
However, for mercury, there may be a sizeable dmrtion from natural background to the
monitored concentrations that is not included m émission vector included in the model. This
could explain why monitored concentrations of meyan the water and fish are higher than
modeled concentrations. However, apart from ona gaint, currently monitored and modeled
concentrations in sediment are similar. This cduddexplained by the fact that the model is a
steady-state model, with the sediment compartmenihe ultimate sink for mercury emissions;
in reality, the sediment compartment has likely meached steady state, so the model is
overestimating sediment concentrations, which comsgies for the underestimation of not
including natural background mercury to yield medelsediment values that are similar to
measurements. Further research is needed to betierstand the reasons for discrepancies in
modeled and monitored concentrations.

Because of the reduced number of pollutants in daigset (only three), no general
conclusions are drawn in this chapter on the acguoh IMPACT North America to evaluate
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different classes of pollutants. However, over regeaof monitored concentrations of more than
12 orders of magnitude, modeled concentrationsyaviall within four orders of magnitude and
80% are within two orders of magnitude, with sorhéthem being as close as a factor of two.

Comparison with other models

Comparison with BETR North America (MacLeod et24l04) and IMPACT Western
Europe (Pennington et al. 2009ntake fractions (i.e., fate and exposure) forzZuogéa)pyrene,
2,3,7,8-TCDD, benzene, and carbon tetrachloridéuated with IMPACT North America are
compared to the values modeled with BETR North Acaeand IMPACT Western Europe. The
ranges of intake fractions obtained for the fougraitals mentioned above, as calculated by the
three models, are reported in Table 2-2. For tHeutaion of the “average intake fraction,”
emissions are distributed in the different zonethefmodel proportionally to their population. |
use population-weighted average intake fractionsesias a first approximation, air emissions
are assumed to be correlated with population. kamgle, using the data from Greco et al.
(2007), I find that emissions of primary BM NO,, SG, and NH are better correlated with
populations of the different United States counties with their surface areas*(&f 0.39, 0.11,
0.86, and 0.06 for population and 0.141@°, 0.02, and 0.04 for surface area for VNG,
SO, and NH respectively).

To enable an adequate comparison with the BETR Ihadtle physico-chemical
properties for the four pollutants have been chdrigem the default values in the IMPACT
North America database to match those from Macletoal. (2004) (see section 2.8 for values
used). In addition to these four chemicals, inti&etions for particulate matter (PM) calculated
with IMPACT North America are also reported.

Table 2-2: Average, minimum and maximum intake frations (in ppm) for IMPACT North America (version

1.0) compared to the intake fractions modeled witBETR North America (MacLeod et al. 2004) and
IMPACT Western Europe (Pennington et al. 2005).

BETR North IMPACT Western
IMPACT North America (present model) America (MacLeod | Europe (Pennington
Pollutant Intake et al. 2004) et al. 2005)
(emitted into pathway Max Max Ave. Ave.
air) n (without (without | (with | Ave.* ; " ;
Indoor | Min urban (L;Jr(l)))z(a)n urban | urban N Min | Max |[Ave.*| Min Max
box) box) * | box) *
Benzo(a)- Oral ~0.0F | 1000%" 400 92 | 0.4 |465"| 600 | 300" | 1000
pyrene Inhalation | 4700 | %999 04¢ | 30¢ | o0.090 5 | 02 02| 0.03] 05
Oral ~70C¢" | 20000* 10000 1139 8 52,193 3000| 1000 | 5000'
2,3,7,8-TCDD .
Inhalation 4700 ~03 3ebm 40°f 2 7 0.5 5 2 7!
Oral ~0.00F| 0.03%" 0.05 0.003 0.000.007"| 0.01'
Benzene 002 : :
Inhalation | 4700| ~08| 4™ 40°" 3 8 0.8 | “og” |317| 4 gik 7!
Carbon tetra- Oral ~0.5° 1f 1 0.01 07| o0& | 0.7
chloride |\ halation | 4700| ~300| ~300" | ~300" | ~300 | ~300| 3.1| 0.74|7.12'| 400 | 300* | 400'
Pa;;t;;g?te Inhalation 4700 | 0.002 2°¢ 40°¢ 1 6 n/a n/a n/al n/4 n/a n/a
*population-weighted average; **single North Amexitbox;’North Alaska/Canad&Chicago;‘Alaska; California;*N.Y.; 'L.A.;
Nunavut;"Midwest; Mexico City;'South Spain‘Scotland'The Netherlands/RuhPDetroit; "Denver

Results show that the intake fractions evaluated thie IMPACT North America model
are between a factor of two and 100 higher thaniriteke fractions as calculated by BETR
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North America (MacLeod et al. 2004) and one ordemagnitude from the intake fractions
calculated by IMPACT Western Europe. Carbon telaate has an intake fraction in BETR
North America more than two orders of magnitudedowthan in both IMPACT models. This
discrepancy probably occurs because BETR North Ametoes not consider the exposure in
the world box nor the feedback from the world baxNorth America. This global effect
dominates the impact of very persistent substantesr in IMPACT North America, thus
demonstrating the importance of considering thesfier to and from the world box.

Note that for persistent pollutants, the annuahkatfraction can be estimated to be 7
ppm/y, which is the ratio between the mass of anually breathed by the global population
(6.2<10° pers (value in the modeR 13 n¥/(pers-d)x 365 dlyx 1.23 kg/mi (Wikipedia) =
3.5x10" kgly) and the total atmospheric mass18® kg — Wikipedia). The half-life of carbon
tetrachloride considered in the model is 86,70G¢ 1@ y) (Table 2-9), giving an atmospheric
residence time of 14 y (i.e., half-life divided ln2)) in a case of exponential decay). Therefore,
this back-of-the-envelope calculation indicateg tha total intake fraction that | should obtain is
7 ppm/yx 14y, which is 100 ppm. In Table 2-2, | obtain 3fjfin for North America and 400
ppm for Europe. This factor of three increase olgaiwith the IMPACT North America model
could partly be due to the fact that the mixinggheiof 1,000 m is an underestimate for
persistent substances (persistent substances divg énough to mix throughout the free
troposphere, up to 10-15 km). In the IMPACT Westeunope model, the mixing height of 800
m is even lower, further increasing the modeledkatfraction. Note that the ratio of intake
fractions due to the underestimated height is rettly proportional to the ratio of heights due
to the decreasing atmospheric density with heiginbther source of high intake can be the
short-term local effect from emissions in a dengelpulation area that can reach a few tens of
ppm depending on the local conditions.

The (population-weighted) average intake fractiéri@000 ppm for 2,3,7,8-TCDD is
within a factor of five of the empirically basediesate of 2,000 ppm reported by Bennett et al.
(2002) for North America and of 3,500 ppm reporbgdKing et al. (1999) for Western Europe.
Regional intake fractions estimated by BETR Nortmekica are either within the range (for
benzo(a)pyrene) or lower (for 2,3,7,8-TCDD and oarketrachloride, because of the absence of
a world box in BETR) than those estimated with IMPRA North America. For benzene, a
relatively medium-lived compound, it appears thegt zones of BETR are too big to accurately
capture exposure to emissions within high poputadiensity areas. The range of intake fractions
modeled with IMPACT North America is higher thantlimn Western Europe, mainly because
the minimum intake fractions are lower in North Aina (because of a significant number of
low-population density cells in Northern Canada afakka). For carbon tetrachloride emissions
in IMPACT North America, the range between the Istvand highest intake fractions is
insignificant, a result of the high persistencetlut substance in air, leading to a somewhat
uniform concentration worldwide regardless of itsigsion location. Finally, as expected, the
population-weighted average intake fraction teradbd closer to the high values than the low
values, because the population-weighted averagg&drtaction gives more weight to emissions
occurring in high population density areas. Fomepk, the population-weighted average intake
fraction for PM is less than an order of magnitlmlger than the maximum value but three or
more orders of magnitude higher than the minimuhaeza

Urban box and indoor emissions

The comparisons to existing models have all beere @m a regional scale (100-200 km
for IMPACT North America), because the existing mieddo not have higher resolutions.
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However, within IMPACT North America, when an eniggsoccurs in an urban box rather than
in the region surrounding this box, the intake tiat can be more than an order of magnitude
larger (Table 2-2 and Figure 2-5). This finding,agreement with the findings of Heath et al.
(2006), suggests that it is important for modeiagigrids larger than 100 km in width to add an
urban box to properly evaluate the intake fractitmrsemissions of short- and medium-lived
pollutants occurring in urban areas. As a mattecashparison, the indoor intake fractions are
between one and three orders of magnitude highar the outdoor urban intake fractions.
Therefore, to get an accurate impact score on humalth, life-cycle assessment needs to also
consider indoor intake from indoor emissions whenahe proportion of release that occurs
indoors exceeds about 1% of the total release.

Variation in intake fractions across North America

The variations in oral and inhalation intake frans across North America are shown in
Figure 2-5. For each pollutant, Figure 2-5 alsowshthe minimum (min) and the maximum
(max) intake fraction as well as th%,&gh, 50", 75" and 9%' percentile of the distribution of
intake fractions.

Variations of up to 8 orders of magnitude for drabke fractions (e.g., 2,3,7,8-TCDD)
and up to 5 orders of magnitude for inhalation katéractions (e.g., PM) are observed. The
variations are limited to less than 3 orders of mitagle for benzene, which has a higher
residence time in air than PM. For the substanbesvis, 95% of the emissions have intake
fractions within two orders of magnitude for alleas and within one order of magnitude for
urban areas. Intake fractions in urban areas avataime order of magnitude higher than rural
intake fractions for each substance. The populatieighted distribution of intake fractions
shown reflects the exposure of North American pagionh (i.e., the likely intake fraction that an
emission will have).
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Application: Population intake of chemicals per kiesel car driven as a function of
emission location and chemical properties, inclgdia comparison between indoors and
outdoors

Diesel car

To depict the variations in intake fractions withihre North American continent when
regionalization is included, | have applied the IMFT North America model to three pollutants
that are all emitted when driving a diesel car:;Bfhedium range, damaging through inhalation
intake), benzo(a)pyrene (medium range, oral intakayl benzene (medium range, inhalation
intake). Because the intake fraction from benzg(@pe is dominated by oral intake, this intake
fraction is proportional to agricultural productiontensity in the locations of emission and
deposition. Agriculture effectively pumps benzogagme from the environment through
vegetables and animals and into humans, so inaeagéecultural intensity can pump increased
amounts of benzo(a)pyrene. This is in contrashhbalation-dominated pollutants where lungs
act as the pump and therefore increased concemsatdf lungs (i.e., areas with higher
population densities) have increased intake frastio

These three chemicals are considered to be repatisenof a wide range of pollutants.
Furthermore, PMs is recognized as one of the most damaging polisittmhuman health via
inhalation (Kuenzli et al. 2000, Schwartz et al00Pope et al. 2009). These intake fractions are
combined with the corresponding emissions, caledlgger km driven by car, including both
direct emissions and the fuel supply chain.

Fuel supply emissions are assumed to be emittadrumal area in Texas, where both oil
extraction and refining exists (and is characteribg medium population density and medium
agricultural intensity), whereas tailpipe emissidran a diesel engine car are assumed to be
emitted either in Chicago (characterized by urbeea,ahigh population density, situated in an
area of high agricultural intensity) or in Alaskehéracterized by remote area, low population
density and low agricultural intensity). These élecations are fictive. The aim is to take three
locations within North America with different poptilon density and agricultural intensity
patterns.

Table 2-3 reports the emissions and intake frastiosed for the application example
used in this case study. The life-cycle inventanydmissions during the supply chain and from
the tailpipe is taken directly from ecoinvent (Ehknecht 2005). The intake fractions are
modeled with IMPACT North America version 1.0.

Table 2-3: Emissions (life-cycle inventory (LCI)) ad intake fractions (iF) for a diesel engine car.

iF iF iF iF
LCI (g/km eneric, prop. to rural, Texas (cell urban, Chicago remote, Alaska
T2 ol el (olkm © po I.D) i ( AF29)) ( ( (cell AK25))g ( (cell N12))
supply | tailpipe inh oral inh oral inh oral inh oral
PM,. 0.0095 0.022 6.0E-6 4.6E-1 2.2Ep 2.9E19
Benzo(a)pyrene 1.4E-8 1.6E-5 5.1E6 2.7Et4 1.2E-8 .6E2 2.1E-5 9.3E-4| 3.0E-11 2.6E-10
Benzene 3.9E-4 0.0013 7.9E-6 1.2E:8 1.3H-6 2.4E-8 .5E-8 2.0E-8 3.0E-7 9.6E-10

Note that the substance properties for benzo(a)pyae based on those reported in
Table 2-9.

Reported in kg of intake per km driven by car, tbh&al inhalation and oral intakes
(Figure 2-6) can be calculated as the producteettnissions and the respective intake fractions
(Table 2-3). | present the intakes calculated fayeaeric North American emission (i.e., an
emission distributed proportionally to populatioa$, well as those calculated using the regional
emissions and intake fractions.
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Figure 2-6: Total (i.e., the entire exposed populain) inhalation and oral intake (in kg per km) for PM,
benzo(a)pyrene (BaP), and benzene emissions frondi@sel car, using generic intake fractions (in bldg as
well as regional intake fractions (in grey) for enmgsions in a rural area (Texas) in an urban area (dbago)
and in a remote area (Alaska). Note that PMls is not considered toxic through oral ingestion andherefore is
not included in the oral part of the figure.
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For emissions in rural areas with medium populatiensities and medium agricultural
intensities, such as Texas, most inhalation amadl intakes evaluated with the generic intake
fraction are close to those calculated with a neg@pecific intake fraction (within an order of
magnitude). For urban emissions, in a high poputatiensity and within a high agricultural
intensity region (such as Chicago), inhalation kataevaluated with a region-specific intake
fraction are systematically higher than those eatalth with a generic intake fraction. The same
observation can be made for oral intake. For eonssin remote areas, with low population
densities and low agricultural intensities (suclAkeska), the intake can be overestimated by up
to six orders of magnitude when using a generiakmtfraction rather than a region-specific
intake fraction (as demonstrated by benzo(a)pyrésmigpipe emissions). This example
demonstrates the importance of regionalizing intaketions when working with population
densities and agricultural intensities far belovabove average conditions.

Indoor versus outdoor

For comparison purposes, indoor emissions canaasor if the car is started or stopped
inside a house-attached garage.

Batterman et al. (2007) reported that the averamesdrto-garage flows are 2.6%/
which is 4.9% of the garage's total air-exchange. réhis indicates an average ventilation rate
for the garages of 53¥h. The authors also report that the air flows fith garage to the house
average 9.3 fth. Therefore the fraction of air in the garaget thaws into the house is, on
average, 9.3 tth divided by 53 nfh, representing 18%.

Assuming a transfer factor of 0.18 from the gargthe house (Batterman et al. 2007),
and that half of the household members are stayisige the house after the car started, the
“adapted” household intake fraction is 4.2*10Considering that the population-weighted
average intra-urban intake fraction for PMs 1.3-1CF (see section 2.8), this suggests that if 3%
of the emissions of PMyoccur inside the garage (when departing or arrjvitige total intake of
PM, s by the persons in the household is as high asothé intake of PMs by the rest of the
urban area. Assuming constant emissions, the dachagé¢o 28 seconds of the engine running
inside the garage is equivalent to that from a itutes car ride in the urban area, demonstrating
that even limited indoor emissions can lead toigant intakes compared to outdoor emissions.

Finally, the phenomenon of self pollution (i.e.e thxposure of the driver and passengers
to their own vehicle’s emissions — “on-road ampt#tion” of intake fraction) can also increase
the total intake fraction of diesel emissions. Matkand Behrentz (2005) showed that intake
fraction from self pollution can be higher thanalantake fraction. Marshall (2005) shows that
the difference in individual intake fraction valulestween self-pollution and non-self-pollution
is between five and six orders of magnitude. THierqomenon of self pollution requires more
attention and should be considered in life-cyclgeasment to better capture the total damage
from diesel emissions.

2.5. Conclusions

Intake fractions in North America vary greatly degmg on the emission location. To
accurately assess these variations, the threenalifigatures proposed in the present chapter are
essential: (i) the inclusion of the continental mlodithin a world box to assess the full extent of
persistent and long-range transport pollutanty tiie addition of an urban archetype for short-
and medium-lived substances (if the grid sizerngdathan 100 km), and (iii) the option to assess
intake associated with indoor emissions. The Néwherican spatially resolved, multimedia,
multipathway, steady-state model proposed by thepter includes these three features and
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provides results comparable in magnitude to moadoroncentrations in different media and
intake fractions predicted by other evaluated madil can be used as a screening tool to
estimate intake fractions and human damage fatdot®xic emissions in North America. As a
multiscale model, including indoor versus outdaohan versus non-urban, and regional scales,
it can also be adapted to assess specific emiss@marios for processes situated in a known
location in North America. These specific emissggenarios can be classified as situation-
dependent (e.g., urban areas) (Sedlbauer et ar)26i@e-dependent (e.g., lowa) or site-specific
(e.g., Ames, IA) (Potting and Hauschild 2006). ggest adopting the population-weighted
average intake fraction as a default value for simns occurring in unknown locations, based on
the assumption that, at the resolution of this méadew thousand to a few tens of thousands
km? zones), emissions of many pollutants are cormlaigopulation. This model can therefore
be used to explore questions associated with ratigaion within North America such as the
following. (i) What is the variability of fate famts, intake fractions and, therefore, human
damage factors among the different emission logatio North America? (ii)) What level of
spatial resolution is needed to be environmentalgvant, yet still affordable in terms of the
amount of input data to collect and manage in pralcapplications? (iii) What parameters really
matter, i.e., what is the influence on inhalatiow @ral intake fractions of various parameters,
such as population density, food production intgnsiesidence time of water within the
different watersheds, wind patterns, or pollutaaif-hves?

In addition to regional exposure assessment orrtiaszaeening studies, this model and
its results are also intended to help the life-eyaésessment community address the issue of
regionalization to keep life-cycle assessment mpl& as possible, but as complex as necessary.
Characterization factors estimated with this mockh be directly used for human toxicity
(carcinogenic, non-carcinogenic and respiratorgaf) and ecotoxicity impact categories from
damage-oriented life-cycle impact assessment msteadh as IMPACT 2002+ (Jolliet et al.
2003), TRACI (Bare et al. 2003), Hofstetter (1988ReCiPe (Goedkoop et al. 2008).

Limitations. This model also presents several limitations. Tiedel is not suited to
assess impacts from a localized source (withinva Kdometers from the source). To support
more detailed and localized risk assessment pusptisere is a need for the development of an
extended multiscale model that could work at a kalesaround a plant, and be embedded in the
present model to account for long-range transpdrthe other extreme, advection outside North
America needs to be better considered by complengeiit with intercontinental transport.
Finally, further research is needed to accountiHerfood trade within North America and among
continents to assess “embedded” transfer of poituamissions through food exports and
imports (Jolliet et al. 2008).

The IMPACT North America model, along with a contpldist of the characterization
factors modeled using the default parameters ihelic the present chapter can be downloaded
from http://www.impactmodeling.org or obtained by ontacting me at
sebastien.humbert@cal.berkeley.edu.

2.6. Acknowledgments

| would like to thank Julian Marshall from the Usigity of Minnesota for his precious
feedback on the urban modeling, William Nazaroffl &atherine Koshland from the University
of California at Berkeley, for their valuable feedks on the indoor modeling and the editing,
and Stefan Schwarzer from GRID-UNEP, Geneva, Swaazd, and Maria Catalina Ochoa from
the World Bank, Washington, D.C., for their helpttwArcGIS. | would also like to thank the

35



two anonymous reviewers whose feedback helped wepitus chapter. Finally, thanks to Holly
Fox for the editing.

2.7. References used in this chapter

Bare JC, Norris GA, Pennington DW, McKone T (2003RACI: The tool for the reduction and
assessment of chemical and other environmentaldatepa Ind Ecol 6(3-4), 49-78.
Batterman S, Jia C, Hatzivasilis G (2007). Migmatiof volatile organic compounds from
attached garages to residences: A major exposureesd&nviron Research 104(2), 224—

240.

Bennett DH, McKone TE, Evans JS, Nazaroff WW, MamgiD, Jolliet O, Smith KR (2002).
Defining intake fraction. Environ Sci Technol 36(2D7A-211A.

Bennett DH, Margni M, McKone T, Jolliet O (2002jhtéke fraction for multimedia pollutants:
A tool for life cycle analysis and comparative resssessment. Risk Anal 22(5), 903-916.

Brandes LJ, Den Hollander H, Van de Meent D (19%mpleBox 2.0: A nested multimedia
fate model for evaluating the environmental fatecbemicals. National Institute of
Public Health and the Environment, Bilthoven, Thethirlands.

Demographia (2008). World urban areas: Populationefasity. 4th Comprehensive Edition:
Revised. August 2008. Available at http://www.demagdpia.com.

CIESIN (2005). Gridded population of the world (GP8Y. Center for International Earth
Science Information Network, Socio-Economic Datant€g Columbia University,
Palisades, New York, USA. Available at http://sed@sin.columbia.edu/gpw/global.jsp.

Cowan CE, Mackay D, Feijtel TCJ, Van de Meent D Gdiardo A, Davies J, Mackay N, Eds.
(1994). The multi-media fate model: A vital toolr fpredicting the fate of chemicals.
SETAC Press, Pensacola, Florida, USA.

Crettaz P, Pennington DW, Rhomberg L, Brand B,ieloD (2002). Assessing human health
response in life-cycle assessment using ED10s aidvB:. Part 1: Cancer effects. Risk
Anal 22(5), 931-946.

European Commission (1996). EUSES, the EuropearoriJsistem for the evaluation of
substances. National Institute of Public Health #ire@lEnvironment (RIVM), Bilthoven,
The Netherlands. Available from European ChemiBaieau (EC/DGXI), Ispra, Italy.

FAO (2005). Food and agriculture organization @& tnited Nations. Rome, Italy. Available at
http://www.fao.org.

Goedkoop M, Heijungs R, Huijbregts M, De SchryverSruijs J, van Zelm R (2008). ReCiPe
2008: A life-cycle impact assessment method whiommrises harmonised category
indicators at the midpoint and the endpoint lef#@ist edition; Report I: Characterisation.
VROM, Den Haag, The Netherlands.

GEOS-Chem (2007). GEOS-Chem, version 4. Available t a
http://www.as.harvard.edu/chemistry/trop/geos/, dloaded from ftp://ftp.as.
harvard.edu/pub/geos-chem/data/GEOS_2x2.5.d/GEQ8/2D05/ on February 2007.

Greco SL, Wilson AM, Spengler JD, Levy JI (2007)ypaBal patterns of mobile source
particulate matter emissions-to-exposure relatipsskacross the United States. Atm
Environ 41(5), 1011-1025.

Heath GA, Granvold PW, Hoats AS, Nazaroff WW (2006)ake fraction assessment of the air
pollutant exposure implications of a shift towardtdbuted electricity generation. Atm
Environ 40(37), 7164-7177.

36



Hellweg S, Demou E, Scheringer M, McKone TE, Hubgér K (2005). Confronting
workplace exposure to chemicals with LCA: Examplas trichloroethylene and
perchloroethylene in metal degreasing and dry abgarEnviron Sci Technol 39(19),
7741-7748.

Hellweg S, Demou E, Bruzzi R, Meijer A, Rosenbaurid, Riuijbregts MAJ, McKone TE
(2009). Integrating indoor air pollutant exposurghim life cycle impact assessment.
Environ Sci Technol 43(6), 1670-1679.

Hofstetter P (1998). Perspectives in life cycle atipassessment: A structured approach to
combine models of the technosphere, ecosphere ahgsphere. Kluwer Academic
Publishers, Boston, Massachusetts, USA.

Huijbregts MAJ, Lundi S, McKone TE, Van de Meent (R003). Geographical scenario
uncertainty in generic fate and exposure factortoxic pollutants for life cycle impact
assessment. Chemosphere 51(6), 501-508.

Humbert S, Horvath A (2006). Geographically diffeiated LCIA in North America: Influence
of the scale for assessing the impacts of powentglamissions. Proceedings of the
SETAC North America, 27th Annual Meeting, Montréaignada, November 2006.

Jolliet O, Shanna S, Friot D, Humbert S, Schwa&eMargni M (2008). Multicontinental long
range intake fraction of PQP Importance of food exposure and food exports.
Organohalogen Compounds 70, 1939-1941.

ISO (2006a). ISO 14040: Environmental managemeiiie-dycle assessment: Principles and
framework. International Organization for Standaation, Geneva, Switzerland.
Available at http://www.iso.org.

ISO (2006b). ISO 14044: Environmental managemeif¢:tycle assessment: Requirements and
guidelines. International Organization for Standaation, Geneva, Switzerland.
Available at http://www.iso.org.

Jolliet O, Margni M, Charles R, Humbert S, PaydRdbitzer G, Rosenbaum R (2003). IMPACT
2002+: A new life-cycle impact assessment methotlJILife Cycle Assess 8(6), 324-
330.

King K, Buckley-Golder D, Woodfield M (1999). Conigiion of EU dioxin exposure and health
data. Task 4: Human exposure England: Produced@ENV by UK Department of the
Environment, Transport and the Regions (DETR). &hKingdom.

Kuenzli N, Kaiser R, Medina S, Studnicka M, Chagel Filliger P, Herry M, Horak Jr F,
Puybonnieux-Texier V, Quenel P, Schneider J, Seatli, Vergnaud J-C, Sommer H
(2000). Public-health impact of outdoor and trafeitated air pollution: A European
assessment. The Lancet 356(9232), 795-801.

Mackay D (2001). Multimedia environmental modelseTugacity approach. Lewis Publishers,
Boca Raton, Canada.

MacLeod M, Woodfine D, Mackay D, McKone T, BenngftMaddalena R (2001). BETR North
America: A regionally segmented multimedia contaantrfate model for North America.
Environ Sci Pollut Res 8(3), 156-163.

MacLeod M, Bennett DH, Perem M, Maddalena RL, McKomE, Mackay D (2004).
Dependence of intake fraction on release locatioma imultimedia framework: a case
study of four contaminants in North America. J Istlial Ecology 8(3), 89-102.

MacLeod M, Riley WJ, McKone TE (2005). Assessing thfluence of climate variability on
atmospheric concentrations of polychlorinated bmyf® using a global-scale mass
balance model (BETR-Global). Environ Sci Techng[139, 6749-6756.

37



Margni M (2003). Source to intake modeling in Idgele impact assessment. Doctoral
Dissertation no. 2773, Ecole Polytechnique Fédérdke Lausanne, Lausanne,
Switzerland.

Margni M, Pennington DW, Amman C, Jolliet O (200Eyaluating multimedia/multipathway
model intake fraction estimates using POP emisaiwh monitoring data. Environ Poll
128(1-2), 263-277.

Marshall JD (2005). Inhalation of vehicle emissioms urban environments. Doctoral
Dissertation, University of California, Berkeleyal@ornia, USA.

Marshall JD, Behrentz E (2005). Vehicle self-pabtiatintake fraction: Children’s exposure to
school bus emissions. Environ Sci Technol 39(85928563.

Marshall JD, Teoh SK, Nazaroff WW (2005). Intakaction of nonreactive vehicle emissions in
US urban areas. Atm Environ 39(7), 1363-1371.

McKone TE (1993). CalTOX: A multimedia total exposumodel for hazardous-waste sites.
UCRL-CR-111456PtI-IV. Lawrence Livermore Nationalakloratory. Livermore,
California, USA.

Meijer A, Huijbregts MAJ, Reijnders L (2005a). Humhealth damages due to indoor sources of
organic compounds and radioactivity in life cyalgpact assessment of dwellings: Part 1:
Characterisation factors. Int J Life Cycle AsseB&), 309-316.

Meijer A, Huijbregts MAJ, Reijnders L (2005b). Huméaealth damages due to indoor sources
of organic compounds and radioactivity in life @/ainpact assessment of dwellings: Part
2: Damage scores. Int J Life Cycle Assess 10(&3;32.

Nazaroff WW (2008). Inhalation intake fraction abljptants from episodic indoor emissions.
Build Environ 43(3), 269-277.

NGDC (2006). 2-minute gridded global relief dataT@0O2v2). World Data Center for
Geophysics & Marine Geology, National GeophysicatdDCenter, Boulder, Colorado,
USA, June 2006. Available at http://www.ngdc.noas.g

NRCAN (2003). Données cadres a I'échelle natiorsale I'hydrologie-bassins versants du
Canada. Ressources Naturelles Canada, Canada. ableail at
http://www.geogratis.cgdi.gc.ca (November 2006).

Payet J (2005). Assessing toxic impact on aquatsystems in LCA. Int J Life Cycle Assess
10(5), 373.

Pennington D, Crettaz P, Tauxe A, Rhomberg L, Brigndolliet O (2002). Assessing human
health response in life-cycle assessment using ERb@ DALYs: Part 2: Noncancer
effects. Risk Anal 22(5), 947-963.

Pennington DW, Margni M, Ammann C, Jolliet O (200B)ultimedia fate and human intake
modeling: Spatial versus nonspatial insights fognoltal emissions in Western Europe.
Environ Sci Technol 39(4), 1119-1128.

Pennington DW, Potting J, Finnveden G, Lindeije(2D04). Life-cycle assessment Part 2:
Current impact assessment practice. Environ I6)30@1-739.

Pope CA, Ezzati M, Dockery DW (2009). Fine-partatel air pollution and life expectancy in
the United States. N Eng J Med 360(4), 376-386.

Potting J, Hauschild MZ (2006). Spatial differetitia in life-cycle impact assessment: A decade
of method development to increase the environmeatdism of LCIA. Int J Life Cycle
Assess 11 (Special Issue 1), 11-13.

38



Potting J, Hauschild M (2005). Background for sgladifferentiation in LCA impact assessment:
The EDIP2003 methodology. Danish Ministry of thevEonment, Environmental
Project no. 996, Copenhagen, Denmark.

Reap J, Roman F, Duncan S, Bras B (2008). A suoieynresolved problems in life-cycle
assessment: Part 2: Impact assessment and in&igmetint J Life Cycle Assess 13(5),
374-388.

Rochat D, Margni M, Jolliet O (2006). Continent-sifie intake fractions and characterization
factors for toxic emissions: Does it make a diffee? Int J Life Cycle Assess 11
(Special Issue 1), 1-9.

Rosenbaum RK, Bachmann TM, Swirsky Gold L, Huijlise®lA, Jolliet O, Juraske R, Kohler
A, Larsen HF, MacLeod M, Margni M, McKone TE, PaykgtSchumacher M, Van de
Meent D, Hauschild MZ (2008). USEtox—The UNEP-SETAGXicity model:
Recommended characterisation factors for humarcitgxand freshwater ecotoxicity in
life cycle impact assessment. Int J Life Cycle Assk3(7), 532-546.

Rosenbaum R, Margni M, Jolliet O (2007). A flexilmhatrix algebra framework for multimedia
multipathway emission to impact modeling. Envirah33(5), 624-634.

Sedlbauer von K, Braune A, Humbert S, Margni M, 8len O, Fischer M (2007). Spatial
differentiation in LCA: Moving forward to more opional sustainability.
Technikfolgenabschatzung, Theorie und Praxis 3@46)31.

Shaked S, Friot D, Humbert S, Margni M, SchwarzeiM@&nnaz C, Jolliet O (2008). Health
impacts of trade: Integration of multimedia multintinental model and a global input-
output trade model. ISEA, Pasadena, California, |USétober 2008.

Sleeswijk AW (2006). GLOBOX: A spatially differeated multimedia fate and exposure
model. Int J Life Cycle Assess 11(2), 141.

Schwartz J, Coull B, Laden F, Ryan L (2008). Thieetfof dose and timing of dose on the
association between airborne particles and survistaviron Health Perspect 116(1), 64-
69.

Smith KR (1988). Air pollution: Assessing total egure in the United States. Environ 30(8),
10-15, 33-38.

Toose L, Woodfine DG, MacLeod M, Mackay D, Gouin (2004). BETR-World: A
geographically explicit model of chemical fate: pgttion to transport of-HCH to the
Arctic. Environ Poll 128(1), 223-240.

USDOT (2006). Highway statistics 2002. U.S. Deparnitnof Transportation, Washington, DC,
USA. Available at http://www.fhwa.dot.gov/policy/wh /hs02/index.htm.

USEPA (2006). SCRAM mixing height data. U.S. Enmitental Protection Agency,
Washington, DC, USA. Available at http://lwww.epaugzram001/
mixingheightdata.htm.

USGS (1996). HYDRO1k elevation derivative datab&smnter for Earth Resources Observation
and Science, U.S. Geological Survey, Sioux Falytls Dakota, USA. Available at
http://edc.usgs.gov/products/elevation/gtopo30/bydr

USGS (2005). National atlas of the United States.Geological Survey, Reston, Virginia,
USA. Available at http://nationalatlas.gov.

39



2.8.

Supporting information for this chapter

The “IMPACT North America” model, the values, thausces, as well as the updates can be

found at

http:/imww.

impactmodeling.org, or

sebastien.humbert@cal.berkeley.edu.

2.8.1. Model framework

obtained by

contacting

The model framework is based on the spatial versiofMPACT 2002 developed for
Western Europe (Pennington et al. 2005).

2.8.2. Model parameterization

The model parameters that can be adapted to régioiacal conditions are presented in
Table 2-4. The numerical values are presentedttirecthe IMPACT North America model as

Excel tables.

Table 2-4: Model parameters that can be adapted toegional or local conditions.

Watershed zone modeling:

Coastallocean zone modeling:

Air zone modeling:

soil module:

rainfall infiltration fraction (-)

runoff rate (fraction of rainfall rate) (-)
ppm of solids in runoff water (ppm)

solid phase soil density (kg/m3)

fraction organic carbon in solid phase of s
©)

area soil (m2)

temp (K)

air boundary layer thickness (m)

rainfall rate (m/h)

surface layer:

depth (m)

volumetric water fraction (-)

volumetric air fraction (-)

volumetric solids fraction (-)

agricultural root zone:

depth (m)

volumetric water fraction (-)

volumetric air fraction(-)

volumetric solids fraction (-)

vadose layer:

depth (m)

volumetric water fraction (-)

volumetric air fraction(-)

volumetric solids fraction (-)

bulk vegetation module:

dry plant mass (kg/m2 soil)

volume fraction leaf to aerial plant part (-)
volume fraction root to aerial plant part (-)
transpiration coefficient (I /kg)

leaf area index (-)

type of land cover (-)

diffusion length stomata (m)

diffusion length boundary layer (m)
density root (bulk) (kg/l)

correction plant lipid-n-octanol (barley) (-)
root water content (g/g)

root lipid content (g/g)

density stem (bulk) (kg/l)

correction plant lipid-n-octanol (barley) (-)
stem water content (g/g)

stem lipid content (g/g)

density leaf (bulk) (9/g)

oceanic water module;

depth of upper layer (m)

suspended sediment phase fraction - top

depth of lower layer (m)

suspended sediment phase fraction—botton
pil-)

water pH (-)

suspended sediment density (kg/m3)

fraction of organic carbon in suspend

sediment (-)

vertical mixing velocity (m/h)

area oceanic water (m2)

temp (K)

sediment deposition rate constant (m/h)

sediment to water mass transfer coeffici

(m/h)

sediment module:

depth of sediment (m)

area sediment (m2)

solids fraction (-)

solid phase sediment density (kg/m3)

fraction of organic carbon in solid phase

sediment (-)

sediment to water mass transfer coeffici

(m/h)

sediment deposition rate constant (m/h)

fraction of sediment deposition buried (-)

fraction of sediment deposition resuspend

()

exposure module (usable production in

considered zone):

sea fish (kgly)

air module:

dry deposition velocity (m/h)

wet deposition scavenging volume®(air/nt

rain)
n air boundary layer thickness (m)

rainfall rate (m/h)

average dry period (hours)

lower to upper atmospheric loss rate co
edm/h)

temp (K)

aerosol solid density (kg/m3)

height of lower atmospheric boundary lay|

(m)

aerosol phase fraction (m3/m3 air)
epaved area with drainage systems (m2)

area water (m2)

area soil (m2)

fraction of area soil

vegetation (-)

capture coefficient (klai)

leaf area index (-)
ofliffusion length stomata (m)

diffusion length stomatal boundary layer (m
erdurface soil layer module:

volumetric water fraction (-)

volumetric air fraction (-)

volumetric solids fraction (-)
eekposure module:

population (number of persons)

usable production in considered zone:

sum unexposed produce (kgly)

sum exposed produce (kgly)

pigs (kaly)

beef (kgly)

broilers (kgly)

goat and Sheep meat (kgly)

eggs (kgly)

dairy products (cow milk) (kgly)

number of head:

pigs (number (nb))

beef+veal (nb)

broilers (nb of utility chicks of table strain

hatched)

covered by ag

goat and sheep (nb)
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Watershed zone modeling: Coastallocean zone modeling: Air zone modeling:

correction plant lipid-n-octanol (barley) (-) laying hens (nb)

leaves water content (g/g) dairy cattle (nb)

leaves lipid content (g/g) specific to emission modeling:
temp (K) fraction of burnable area (-)
fraction of area soil covered by agfi. burnable area (km2)
vegetation (g)

water module:

mean depth (m)

surface area (m2)

water pH (-)

temperature (annual average) (K)

mean wind speed 10 m over surface (m/s)
diffusion constant of oxygen in water at the
temperature T (cm2/s)
diffusion constant of water in air at the
temperature T (cm2/s)
sediment to water diffusion mass transfer
coefficient (m/h)
mass fraction of organic matter in suspended
solids (-)
concentration of collodial organic matter per
unit bulk volume (kg/m3)

solid-to-water phase ratio (-)

mean sediment accumulation (kg-s/(m-y))
sediment-land module:

sediment to water mass transfer coefficient
(m/h)

fraction of sediment deposition buried (-)
fraction of sediment deposition resuspended
Q]

solid phase sediment density (kg/m3)
fraction of organic carbon in solid phase |of
sediment (-)

mean sediment accumulation
sediment depth (m)

area sediment (m2)

solids volume fraction (-)

exposure module:

population (number of persons)
usable production in considered zone:
sum unexposed produce (kgly)
sum exposed produce (kgly)

fresh water fish (kgly)

pigs (kgly)

beef+veal (kgly)

broilers (kgly)

goat and sheep (kgly)

eggs (kgly)

dairy products (cow milk) (kgly)
fraction of surface drinking water (-)
number of head:

pigs (number (nb))

beef+veal (nb)

broilers (nb of utility chicks of table strains
hatched)

goat and sheep (nb)

laying hens (nb)

dairy cattle (nb)

specific to emission modeling:
fraction of burnable area (-)
burnable area (km2)

Finally, “Air advection among air cells” and “Watadvection among watersheds” can be parameterizaddpt to regional or local climatic
conditions, but by being careful to always consenass balance.

Other important parameters integrated in the mdulélnot geographically dependent
The breathing rate used in IMPACT North Americal& n¥/(pers-d) (US EPA 1997).
Note that MacLeod et al. (2004) (in the BETR modehsenbaum et al. (2008) and Van Zelm et
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al. (2008) also use a breathing rate of 1%(mers-d), whereas TRACI (Bare et al. 2003) and
Greco et al. (2007) use 2Ckgpers-d). The earlier versions of IMPACT modelsr{ffington et

al. 2005) used a breathing rate value of ZQ{pers-d). Note that the value of 13/¢pers-d) that

| use in the IMPACT North America model (US EPA I99ight be slightly underestimating
average population breathing rate — Stifelman (208@orts mean values of 16'/pers-d) for
male and 13 fi(pers-d) for female, giving an average of 14%(pers-d).

2.8.3. Indoor box

The default indoor intake fraction (iF) is adaptedm Hellweg et al. (2009) and
evaluated as:

iF = frexNABRI(VxMxkey) (2-2)

whereBR s an individual’s daily breathing rate of air Ypers-d))N is the number of people
exposed (unitless) is the volume of the exposure ared (R, is the air exchange rate of the
volume in the exposure area'frandm is the mixing factor (unitless). To account foe tfime
people spend inside, a corrective parameter caapbked, which is the fraction of the time
exposedfre. This correction factor is evaluated to be 0.7Household, 0.3 for office and 0.6
(because of assumed two shifts) for industrialesituns.

The following parameters are suggested by defaxtrgpolated from Hellweg et al.
(2009)):

Household:V/N = 160 n¥/pers, m = 1, k = 0.5 per hour = 12 per day. Therefore intake
fraction = 0.0068 = 6,800 ppm for full time exposuiThis corresponds to 4,700 ppm with
correction factorfe.

Office: V/IN = 100 ni/pers (assumption), m = 1,k 1 per hour = 24 per day. Therefore
intake fraction = 0.0054 = 5,400 ppm for full tiragposure. This corresponds to 1,600 ppm with
correction factor-f.

Industrial: V/N = 1,000 ni/pers, m = 1, k = 10 per hour = 240 per day. Therefore intake
fraction = 0.000054 = 54 ppm for full time exposurais corresponds to 33 ppm with correction
factor fre.

For indoor intake fraction estimates, Equation &-mplicitly assuming that emissions
are not temporally correlated with occupancy. Tdssumption might need further research to
evaluate whether it is acceptable or not in adifele impact assessment context.

For indoor industrial intake fraction estimatesugtion 2-2 is likely to underestimate the
true intake fraction owing to the importance of misald exposures in that setting. The value for
indoor industrial intake fraction needs furthereagh to increase its robustness in a life-cycle
impact assessment context.

2.8.4. Urban box

The default urban box can be parameterized asisilo

Size:49 kmx 49 km (population-weighted average value for UhiBtates urban areas -
USDOT 2006)

Population of the urban boxhe population of the urban box is calculated bytiplying
the size of the urban box (49 km49 km = 2401 krh— USDOT 2006) by the United States
average urban population density (210,421,000 pe239,300 kri = 753 persons/kin—
USDOT 2006).
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Note that all these parameters can be adjustedebyder.
Intra-urban intake fractionThe intra-urban intake fractioi~) of a pollutant emitted in
an urban arenis computed as:
. . . 2-3
Fi:axBRle:axBRXdiXLi'WIthdi: N, (2-3)
u xH, xW u xH, L xW

whereN; (in pers) is the number of persons in the urbaa grBR (in m*(pers-d)) is the
breathing ratea (unitless) is the correction factor to accounttfoe facts that (1) a pollutant can
be emitted anywhere in the urban areend not only at the edge, and (2) the air thatthef
urban area can come back with some of the pollutant (i.ebaak-and-forth movement of air)
(this factor varies between 0.5 and 1, and carppeoaimated to 0.75 — Benarie (198@))m/d)

is the dominant wind speed of the urban ayé&a(m) is the mixing height of the urban aiea
(m) is the length of the urban arne@neasured in the direction of the dominant wipdw (m) is
the width of the urban aredin general, in modeling, the urban araa assumed square, thius
= W), andd (pers/m) is the population density of the urban areEquation 2-3 assumes that
deposition and degradation rates within the urlvaa are negligible.

The North American population-weighted averageanurban intake fraction, based on
the 292 urban areas presented in version 1.0 omtbdel, is 13 ppm. This finding is coherent
with the finding of Marshall et al. (2005), who fadi a population-weighted mean intra-urban
intake fraction of 14 ppm for nonreactive gaseaelsicle emissions in U.S. urban areas.

2.8.5. Air zones
Figure 2-7 presents the layout of the air zondM&ACT North America (version 1.0).
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Figure 2-7: IMPACT North America: Air zones (version 1.0). Note that this figure aims at depicting ol the

big zones (e.g., O1, 02, ...) as well as the air zomesnbering (e.g., Z, AA, ..., 30, ...). It is not the ainof this

figure to show the watershed codes that are actuglto small to be read on this figure. Numerical vales for
total and land area, population, population densityand agricultural intensity can be found in Table 34.

2.8.6. Watershed zones

Figure 2-8 to Figure 2-11 present the layout of waershed zones of IMPACT North
America (version 1.0).
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Figure 2-11: IMPACT North America: Watershed zones yersion 1.0). Watershed zones (version 1.0). South
East side of North America.

2.8.7. Comparison with monitored data

Monitored emissions and concentrations of benzg(eje (BaP), 2,3,7,8-TCDD, and
mercury (Hg) are used to evaluate the model. Irctse of benzo(a)pyrene and 2,3,7,8-TCDD,
emissions have significantly decreased in the l&styears because of improved emissions
controls, therefore monitored data are separatédele@ those before 2000 and those after. A
summary of the physico-chemical properties of tteegestances is provided in Table 2-5.
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Table 2-5: Physico-chemical properties of the submnbces® used to evaluate the model.

BCF

] (biocon-

Sub- S B T T (sT;/czii- (vTel/Ze- centra-
stance CAS# (Pa-i/m Log Kow (air) (sail) (water) ment) t atic?n) tion
ol () Q) (h) s o | facton

(kgwater/
KQrish)

B:;Ze?](e"") 50-32-8 0.045 6.0 170 17,000 1,700 62,000 17,000 0000

2,3,7,8- 1746-01-

Tcbb 6 3.3 6.8 200 900,000 4,000 900,000 17,000 34,000
Suspend | Sediment Soil BCF 8 Bulk
ed solids | solids - solids - | Particle - | (biocon- B(—b?:)'!k B(_brinoe_at B(B(ieg_gs plant-soil

Sub- - water water water gas part centra- transfer | transfer | transfer concen-
CAS# part part part coeff tion A " " tration
stance coeff coeff coeff (dimen- factor) far(r::icl)li)m far(r:]tg;t')n fa:ggs')n ratio
(L waler/ (Lwater/ (Lwater/ Sionless) (kgwater/ [d/L] [d/kg] [d/kg] [m3soill
KQsolide) KO solids) KO solids) KQrish) KQplant]
Mercury 7432'97' 170,000 | 110,000 170 25649 3,000 46EHM  16E13  -46E 1.2E-6

# Values are taken directly from Pennington et aDO&) and used in Jolliet et al. (2003) (unpublislsegporting information for both
publications). The complete list of properties andrces can be found in the “Chem data” sheeteofrtbdel.

Monitored data

| converted each monitored data in the same unithasmodeled concentrations to
perform the analysis presented in Figure 2-4. Trovedt mass un volume, for sediment, | used a
density of 2,400 kg/fh for surface sediment, | used a density of 2,0ffénkand for soil, | used
a density of 1,500 kg/m

Benzo(a)pyrene

Table 2-6 presents a summary of the amount andibdison of emissions of
benzo(a)pyrene, along with reported concentratemd their locationAnnual anthropogenic
emissions of benzo(a)pyrene in North America ar@09ltonnes for the 1990s and ~100 tonnes
after 2000. Annual natural benzo(a)pyrene emissiondorth America (from forest fires and
agricultural burning) are ~100 tonfiesWorldwide (outside of North America) annual
anthropogenic benzo(a)pyrene emissions are estimatebe ~3600 tonnes (Korte 1999).
Anthropogenic emissions are assumed to be distibyiroportionally to population in the
model. Natural emissions are assumed to be distdbproportionally to the burnable biomass
(outside of backyard burning) (using the burnalbbéaas a proxy in the model).

2 Benzo(a)pyrene emissions from forest and agricultural fires throughout the United States was originally estimated to be 127 tly (NAS 1972), and later revised to
9.5 t/y (Sullivan and Mix 1983). However Baek et al. (1991) report values of 400 (Ramdahl et al. 1983) to 1190 (Peters et al. 1981) t/y for agriculture fires and

600 (Ramdahl et al. 1983) to 1478 (Peters et al. 1981) t/y for forest fires. An average value of 100 t/y is taken and distributed proportionally to burnable area in
North America.
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Table 2-6: Monitored concentrations of benzo(a)pynee and their respective location (all monitored
concentration are for emissions occurring before 2m).

Monitored
concentration
(with exact value ] Source for the 8 Modeled
reported and original mo nilt‘:;adtlgg n(::fet:ti ation monitored AR Anﬂ:(l;/rIEQCT e concentration
unit given in the concentration (kg/m®)
reference) (ppt means
10™Kkg/KQwater)
1,500pg/kg (mean Sediment of lakes situated In Van Metre and Mahler (2005),
concentrations from in “dense urban” land use in the watersheds was 4E-5
1990 to 2000) watershed. categorized as “dense urban” (>52%
120pg/kg (mean . . urban land use; 14 lakes), “light
concentrations from iﬁeﬁmtemtgr:?'\j\?;t:rnsuhaggj van Metre and Mahler urban” (5-42% urban; 17 lakes), or 4E-5
1990 to 2000) Y | “reference” (<1.5% urban; 7 lakes)
(2005) “< 4 '
Assumption in the model: urban lang
20 ua/ka (mean use = 25% paved/75% unpaved.
concggtrgtig)ns from Sediment of lakes situated Dense urban: >50% paved area; Light 5E-6
1990 to 2000) in “reference” watershed. urban: 1-50% paved area; Referenge:
<1% paved area
8 pg/nt Air, in Alert, Canada Macdonald et al. (2000) AV4 3E-15
3 pg/mt Air, in Tagish, Canada Macdonald et al. (2000) 5S1 8E-15
Air, Chula Vista/South
0.11-0.18 ng/m California ARB 1994 Z29 6E-13
1.4-1.5 ng/rh Air, Sacramento/Fresno ARB 1994 X27, Y28 4-5E-13
California
5.1-430 ng/g Sediment, Lake Erie GLC 2007 WLAKEERIE 3E-6
1E-5, 2E-5, 2E-
Sediment, Michigan inlang WUS68, WUS75, WUS73, WUS72] 5, 1E-5, 5E-6,
5-2,200 ng/g lakes GLC 2007 WUS69, WUS71, WUS63, WUS65| 4E-6, 2E-6, 5E-
6
1,500-1,700 ng/g Sediment, urbanized GLC 2007 WUS116 5E-6
Minnesota inland lakes
Sediment, rural IL inland WUS126,WIS125, WUS122, 1E-5, 1E-5, 9E-
150-460 ng/g lakes GLC 2007 WUS101 6, 3E-5
480-1,900 ng/g Sediment, Foy River, W| GLC 2007 VIWB WUS119, WUS66 SE-6, %E'G' 6E-
11-43 nglg Sed'me”tb'éac StLouis, GLC 2007 WCA23, WCA25 4E-6, 5E-6
Sediment, Ashtabula
1,100 ng/g River, OH GLC 2007 WUS77 TE-4
130-270 ng/g Sediment, Lake Michigap GLC 2007 WLAKEHIGAN 5E-7
9-22,000 ng/g Sediment, St Lawrence GLC 2007 WRIVERSTLAWRENCE, WUS85 2E-6, 4E-5
River, international sectio
80-610 ng/g Sediment, Shebaygan GLC 2007 WUS65 5E-6
0.48 ng/l Water, Lac St Louis, QC GLC 2007 WCA23CMP5 4E-9, 4E-9
0.4 ng/l Water, Southern Lake GLC 2007 WLAKEMICHIGAN 4E-10
Michigan
2-6,500 ng/g Soil GLC 2007/ Woligang AVERAGE 3E-7
WLAKESUPERIOR,
WLAKEMICHIGAN, 8E-11, 4E-10,
0.03-0.7 ppt Water'cgr::;"akes' Wang et al. (1997) WLAKEHURON, 4E-10. 4E-10,
WLAKESTCLAIR, WLAKEERIE, 3E-9, 4E-10
WLAKEONTARIO
5.6 ng/g Soil, Long Island Shamgé%“g)"’" etal. WUS16 4E-5
40 pg/kg Soil, Massachusetts Nelson (1983) WUS7 2E-5
240ug/kg Soil, Connecticut Nelson (1983) WUS11 3E-5
87 ng/kg Soil, Canada near Toront Nelson (1983) WCA19 4E-5
2,3,7,8-TCDD

Table 2-7 presents a summary of the amount andhdison of emissions of 2,3,7,8-
TCDD, along with reported concentrations and thmtation. Annual anthropogenic emissions
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of 2,3,7,8-TCDD in North America are estimated,awerage, to be ~10 kg for the period 1970-
2000 and ~1 kg after 2000 (USEPA 2006). Annual nahtamissions (from forest fires and
agriculture burning) of 2,3,7,8-TCDD in North Ameai are assumed to be ~0.1 Kkg.
Anthropogenic emissions are assumed to be distiibyiroportionally to population in the
model. Natural emissions are assumed to be digédbproportionally to the burnable biomass
(outside of backyard burning) (using the burnalbésas a proxy in the model). Sources related
to dioxin include http://www.umdioxin.org and htticfpub.epa.gov/

nceal/cfm/recordisplay.cfm?deid=55264.
Table 2-7: Monitored concentrations of 2,3,7,8-TCDIand their respective location (all monitored
concentration are for emissions occurring before 2m).

Monitored Concentration
concentration modeled
(with exact value q Source for the . (kg/kg for fish,
reported and original mo nilt‘:gztlgg n(::fet:ti ation monitored AECE ngEQCT Rl eggs and meat,

unit given in the concentration kg/m?® for
reference) (ppt means sediment,
10" kg/KQwater) water and soil)
~0.8 pg/g (0-1,500 | Marine (coastal) sediment, :
0g/q) in Maine Wade et al. (1997) CEW10 4E-11
23.1 pg/g (1985) and| Sediment, Androscoggin :
5.3 pg/g (1991) river. Maine Wade et al. (1997) WUS6 3E-9
0.84pg/kg SEd'memNPJassa'c RIVerl  seott et al. (2000) WUS15 5E-9
1 pglg Fish, Ponir't?c'ft (Canadian o, jerson et al. (1997 CNW12NA 9E-14
Fish, Somerset Island
2 palg (Canadian Artic) Sanderson et al. (1997 CNW12NA 9E-14
Fish, Spence Bay, )
1 pa/g (Canadian Artic) Sanderson et al. (1997 CNW12NA 9E-14
0.1-2 pg/g Fish, Lake Laberge Sanderson et al.7(199 WCA140 1E-14
0.1-0.2 pg/g Fish, Great Slave Lake Sanderson €307) WLAKEGREATSLAVE 1E-13
0.06-16 pgl/g Fish, Slave River Sanderson et a@q)L9 WCA120 5E-14
2 pg/g Fish, Kusawa Lake Sanderson et al. (1997) ABBC 2E-13
Fish, central Arctic
1 pg/g archipelago Braune et al. (1999) CNW12NA 9E-14
0.1 pglg Ca”b"“,\l'\’}v\fr”kon and | graune et al. (1999) AVERAGE 2E-16
0.3-1.4 ng/kg Fish, Saguenay Fjord, QC Brochu.€11895) WCAZ28, WCA25 7E-13, 2E-12
0.2-12ngkg | "M St "agg’”ce Estan, grochu et al. (1995) WCA25 2E-12
8.8-24 ppt Fish, Saginaw Bay MI Fe“””gfggés)" (1985a WLAKEHURON 2E-13
11 ppt Fish, Muskegon Lake MI Fe“””gfggé;‘)" (1985a WUS68 2E-12
~0.01 ng/kg Rural soil, WH Rogovga'ozr)‘d Yake WUS300, WUS301 9E-12, 1E-11
~1 nglkg Urban soil, WH Rogovgg'o%r)‘d Yake WUS317, WUS312 nia
410 ppt Fish, Nﬁ\rNberll( Bay NJ USEPA 2004 WUS15 8E-12
1 ppt Fish, Lake Superior USEPA 2004 WLAKESUPERIOR 5E-14
8.6 ppt Fish, Lake Huron USEPA 2004 WLAKEHURON 28-1
4.4 ppt Fish, Lake Michigan USEPA 2004 WLAKEMICHIGA 2E-13
1.8 ppt Fish, Lake Erie USEPA 2004 WALAKEERIE 9E-13
6.6 ppt Fish, Lake St Clair USEPA 2004 WLAKESTCLAIR 2E-13
15 ppt Fish, Lake Ontario USEPA 2004 WLAKEONTARIO E-23
1 ppt Soil, Henry IL, residential USEPA 2004 WUS125 3E-11
1 ppt Soil, Middietown OH, USEPA 2004 WUS97 3E-11
residential
0.39 ppt Soil, Ohio, background USEPA 2004 WUS92 -13E
2.3 ppt Soil, Ohio, urban USEPA 2004 WUS92 3E-11
0.61 ppt Soil, Connecticut, urban USEPA 2004 WUS11 6E-11
0.28 ppt Soil, Yarmouth, Maine, USEPA 2004 WUS6 7E-11
background
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Monitored Concentration
concentration modeled
et valge Location of the Sourct_e HeIF LS Zone/Cell in IMPACT North g v,
repor_ted_ and_orlglnal monitored concentration monltoreq America €ggs ar;d meat,
unit given in the concentration kg/m* for
reference) (ppt means sediment,
10"?kg/KQwater) water and soil)
0.61 ppt Soil, Denver Front Range USEPA 2004 WUS183 2E-11
various land use
2.7 ppt Water, Ontario, Canada USEPA 2004 WCA61 14E-
1.7 ppt Water, "fgr'f(po”' New USEPA 2004 WUS15 2E-13
Fish, Passaic River, New|
110 ppt Jersey, urban USEPA 2004 WUS15 8E-12
0.26 ppt Beef, Los Angeles USEPA 2004 WUS327 2E-14
0.28 ppt Beef, San Francisco USEPA 2004 WUS325 LE-1
0.017 ppt Beef, New York USEPA 2004 WUS15 3E-13
Ground Beef, South
0.04 ppt Mississippi USEPA 2004 WuSs142 1E-14
0.30 ppt Pork, Los Angeles USEPA 2004 WUS327 2E-14
0.44 ppt Pork, San Francisco USEPA 2004 WUS325 LE-1
0.013 ppt Pork, New York USEPA 2004 WUS15 3E-13
0.23 ppt Chicken, Los Angeles USEPA 2004 WUS327 12E-
0.70 ppt Chicken, San Franciscg USEPA 2004 WUS325 E-12
0.011 ppt Chicken, New York USEPA 2004 WUS15 3E-13
0.16 ppt Chicken, South Mississippi USEPA 2004 Wus1 1E-14
0.02 ppt Eggs, Los Angeles USEPA 2004 WUS327 1E-15
0.02 ppt Eggs, San Francisco USEPA 2004 WUS325 RE-1
0.04 ppt Eggs, South Mississippi USEPA 2004 WUS142 3E-15
Mercury

Table 2-8 presents a summary of the amount andbdiBbn of emissions of mercury,
along with reported concentrations and their lazatiAnnual anthropogenic emissions of
mercury in North America are approximately 100°t/nnual natural mercury emissions in
North America (from forest fires and agriculturerting) are ~31 t/y for the 48 lower states and
12 t/y for Alaska (Wiedinmyeaind Friedli 2007). No data are available for ndtanaissions for
Canada. They are estimated to be 30 t/y, one frord anthropogenic sources and two thirds
from forest fires and agricultural burning. An estited 2,000 t/y of mercury are emitted
worldwide in the atmosphere by coal-burning powénfs. Anthropogenic emissions are
assumed to be distributed proportionally to popoitatin the model. Natural emissions are
assumed to be distributed proportionally to buredblomass (other than backyard burning)

(using the burnable area as a proxy in the model).
Table 2-8: Monitored concentrations of mercury andtheir respective location.

Monitored Concentration
concentration modeled
(with exact value Location of the S?#;ﬁﬁé?ééhe Zone/Cell in IMPACT North (kg/kg for fish,
reported and original | monitored concentration TR America kg/m?® for
unit given in the water and
reference) sediment)
3.7 ng/l Arctic Ocean water SChm'd(tl%%%F reimann CNW12NA 1E-11
1-15 ng/l Water, Beaufort Sea Thomas (1983) CNWI12NA 1E-11
00 nglg, butin constant  segiment, Artic Ocean Gobeil et al. (1999) CNW12NA 4E-7
Suspended sediments in|
Slave River at Fort Smith
0.044 (0.017-0.15)g/l (considered “in bulk McCarthy et al. (1997) WLAKEGREATSLAVE 3E-9
water”)

% Source: Environment News Service (2009) and National Emissions Inventory (NEI). Available at
http://lwww.epa.gov/ttn/chief/eiinformation.html.

52



Monitored Concentration
concentration modeled
(with exact value Location of the S%’;?\ig?ééhe Zone/Cell in IMPACT North (kg/kg for fish,

reported and original | monitored concentration " America kg/m?® for
o . concentration
unit given in the water and
reference) sediment)
Surface sediment, average
30-100 ng/g NWT lakes Macdonald et al. (2000 AVERAGE 2E-4
23-88 nglg Surface sediment, average \;.,onald et al. (2000 AVERAGE 2E-4
Yukon lakes
TVA (2002),

0.45 (year 1975) - 0.1 Sediment, Tennessee rivers http://www.tva.gov/ )
(year 2000) mg/kg and lakes environment/air/ AVERAGE SE-8
ontheair/merc_emis.htn

0.031-0.15 mg/k Sediment, North Huggett et al. (2001) WUS136 8E-4
) ) 9’kq Mississippi Lakes 99 )
0.035 mg/kg Sediment, Carson City NV Davis et 997) WUS293 3E-4
mean ~12 (0-797) )
Lg/100g Sealffish AVERAGE 7E-9
~ 0.3 (0.02-1.5) mg/kg Freshwater fish in Alaska wel¢ and Duffy (2007) WUS365 7E-9
~0.05 (0.02-0.36) Marine water fish in )
malkg Alaska Jewett and Duffy (2007 CNW12NA 8E-11
Fish, Enid Lake, North
0.63-1.9 mg/kg Mississippi Lakes Huggett et al. (2001) WUS136 4E-8

2.8.8. Comparison with other models

Table 2-9 provides a summary of the physico-chelhpiczperties of the substances used
to evaluate the differences among models. Someeprep differ from those presented in Table
2-5 (properties that changed are italicized in @&bB) to match those of BETR (MacLeod et al.

2004).
Table 2-9: Physico-chemical properties of the submhces used to evaluate the model against BETR.
Henry's
: : T T% BCF
Constant T (air) T (soil) ; T (vege-
Substance CAS# (Pa-rri/ Log Kow () ) (water) (sediment) tation) (h) (kg“.,ate,/
mOl) (h) (h) kgflsh)
Benzo(@) | 5 35g 0.046 6.3 15 5,500 56 28,000 15 10,000
pyrene
ﬁggg' 1746-01-6 25 6.7 720 160,000 10,000 49,000 52,000 34,000
Benzene 71-43-2 550 2.2 140 4,600 270 540 4,600 8.1
Carbon
tetra 56-23-5 3,300 2.7 87,000 4,700 6,500 4,500 87,000 /a n
chloride

The complete list of properties and sources cdolred in the “Chem data” sheet of the model.
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3. Evaluating the meaningful level of resolution for egional intake
fractions

Performing a complete regionalized life-cycle inmpaassessment study based on
geographically differentiated information remairssentially impossible with current life-cycle
assessment software because of the significant mnefudata to be treated. This problem is
addressed in this chapter. Therefore, one can hekher regionalization in life-cycle assessment
makes sense, and if so, how to perform it. Thigtdranterprets the previous chapter to consider
in more detail the issue of regionalization in fated exposure of pollutants emitted in North
America. This evaluation is based on the infornratiwat the IMPACT North America model is
able to provide at the level of intake fractions.

3.1. Summary

Results of life-cycle assessments can be significamproved by performing archetype-
based regionalization. The regionalization of ineey and impact assessment is recognized as
an important step towards improving accuracy, greniand confidence in life-cycle assessment
results, as well as its discriminatory power. Twpp@aches can be used to perform
regionalization in life-cycle assessment: the gaphrcally differentiated approach and the
archetype approach. The geographic approach ukemation on where the process is situated
in the world (e.g., downtown Chicago), and consdecal conditions to estimate the impacts of
direct emissions. For the archetype approach, hekyekie exact location of emissions is not
needed, as this approach uses the “representatharacteristics of the emission location to
evaluate the subsequent impacts. The geographioagpis based on the actual location of
emission whereas the archetype approach is basadepresentative set of characteristics of the
location of emission. | have analyzed the variationintake fractions of a selected set of
pollutants in North America and found that geographtake fractions can vary by eight orders
of magnitude depending on the location of emissiohalation and ingestion are generally
correlated to the characteristics of populationsttgrand agricultural intensity, respectively. |
found that when generic intake fraction is evaldats the emission-weighted average intake
fraction, emissions are better correlated with pagan than with land area or agricultural
production intensity. | compiled a list of suggestchetypes. The archetypes approach can
provide the same accuracy as the geographic agpmiic significantly less information. Since
there is currently no tool for gathering large seftsletailed geographic data on inventory and
impact assessment in an efficient way, | suggesiguthe archetype approach as a realistic
implementation of regionalization in life-cycle assment. Using the archetype approach will
significantly improve the confidence in results ighimaking the regionalization process
practical. | also suggest expanding this work tbeotregions of the world, other media of
emissions such as water or soil, as well as othpact categories such as ecotoxicity, land use,
or water use.

3.2. Introduction

Regionalization in life-cycle impact assessment

In this chapter | address the issue of regionatimabf intake fractions in life-cycle
impact assessment of damage to human health. Rdigation is recognized as an important
step towards improving accuracy, precision and idente in life-cycle assessment results, as
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well as its discriminatory power (i.e., its capgdid discriminate with confidence between two
alternatives), especially for comparative assesgn@otting and Hauschild 2006, Sedlbauer et
al. 2007, Reap et al. 2008, Margni et al. 2008)te-cycle assessment evaluates the
environmental consequences of a product or setwcenodeling its entire value chain from
resource extraction to the end of the productss (IEO 2006a, 2006b). Life-cycle assessment
addresses the environmental consequences overoé isghact categories, by combining a life-
cycle inventory with a life-cycle impact assessmaethod. These consequences can be global,
regional or local. Global warming or ozone layepld&on are global impact categories because
their consequences are independent of the emisication. Other outcomes such as
toxicological and eco-toxicological impact to béthmans and ecosystems or acidification, often
occur as regional or local impacts (Potting andddaid 2006, Sedlbauer et al. 2007, Reap et al.
2008, Margni et al. 2008, Manneh et al. 2009), mgki important to evaluate them in relation
to where the emission takes place.

Definition of generic, regionalization, geograplaind archetype

Generic information does not account for where éneéission occurs, and therefore
represents “world average” conditions.

When addressing regionalization, Potting and Halds¢2006) propose three distinctions
— site-generic (no spatial differentiation), siepdndent (some spatial differentiation), or site-
specific (a very detailed spatial differentiatioBedlbauer et al. (2007) differentiate between the
approaches of geographically differentiated sohgioand situation-dependent solutions.
Geographically differentiated refers to the diffses among geographic locations such as
continents, countries, or regions throughout thedv&ituation-dependent refers to archetypical
situations leading to important variations in themcterization modeling and its results, and
therefore justifying a differentiation. Based onetlsame approach, Margni et al. (2008)
differentiated among archetype differentiation, gaphic differentiation, and combined
archetype-geographic approaches.

In this dissertation, regionalization is used ia gense of evaluating non-global impacts
by considering local specificities. Following thboae suggestions, the two main approaches
identified to perform regionalization in life-cyckssessment are the geographic approach and
the archetype approach. The geographic approaeh ggographically differentiated or site-
specific solutions) uses information on where thecess is situated in the world (e.g.,
downtown Chicago), and considers local conditiangdtimate the impacts of direct emissions.
The precision of the estimated impacts increaseth@scale of the regionalization decreases
(e.g., continental scale models are less preciage tiiban scale models), but data needs also
increase with decreasing scale (increased spasalution). For the archetype approach (i.e., the
situation-dependent or site-dependent solutiohg),eixact location of emissions is not needed,
since this approach uses information on the maaratheristics of the emission location (e.qg.,
population density, agricultural intensity) to avatle the subsequent impacts. Each archetype
can, however, contain a certain amount of geogcaptfiormation (e.g., developed versus
developing country). The data needs increase witinereasing number of archetypes (e.g., how
many different levels of population density shoddincluded).

Furthermore, in this chapter | suggest using thHeviing definitions based on the
distance from the location of emission: “local” meavithin a few ten kilometers (e.g., the urban
area), “regional” means within a few hundred kilaens (e.g., California, the Central Valley),
“continental” means within the continent (e.g., thoAmerica), and “global” means worldwide.

58



Summary of existing archetypes

This section reviews the different archetypes timte been explored in the life-cycle
assessment literature.

Sedlbauer et al. (2007) suggest the following dxges for human toxicity. For air
emission: high versus average versus low populatensity (for pollutants dominated by the
inhalation pathway); intensive versus extensiveswgrnonagricultural region (for pollutants
dominated by the food pathway); and off-shore. Reater emission: upstream versus
downstream of a lake; ocean versus lake versus fee soil emission: agricultural versus non-
agricultural soil. For respiratory effects causediborganic air emissions, only high versus
average versus low population density, and offslamounts. Margni et al. (2008) suggest the
following list of archetypes, independent of thedmeof emission: high population density
(urban), medium population density, low populataensity (rural), and indoor emissions, as
well as the height of emission (tailpipe, stackplane). Note that Margni et al. (2008) used the
term “low” population density for “rural,” whereas the present chapter “medium” population
density is used for “rural” and “low” population mkgty is used for remote areas such as Alaska
or the ocean. Ecoinvent (Frischknecht 2005) usesfdaiowing archetypes: for air emissions:
high population density, low population densitywlgopulation density long-term, lower
stratosphere and upper troposphere, and unspecifted water emissions: fossil water,
groundwater, groundwater long-term, lake, oceamy ririver long-term, and unspecified; for soill
emissions: agricultural, forestry, industrial, ampecified.

Studies have also examined the different charatiesithat can significantly influence
intake fractions (and therefore should be dividetb iarchetypes). For air emissions, the
population density and the agricultural intensitye dound to be significant parameters
influencing the intake fraction (MacLeod et al. 20@nd see Chapter 2). Intake of primary
particulate matter is mainly influenced by locapptation density (Levy et al. 2002, Heath et al.
2006, Greco et al. 2007, and see Chapter 2), whentake of secondary particulate matter is
mainly influenced by regional population densitpdasee Chapter 4). More generally, for short-
range to medium-range pollutants that have intmaladis their main intake pathway, there is a
need to consider whether or not they are emitteshimirban area (Rosenbaum et al. 2008, and
see Chapter 2). For air emissions, Goedkoop €@08) distinguish between urban (default
being the urban compartment) and non-urban emisgmrhuman toxicity, but do not make any
distinctions in the location of particulate matéenissions. For water emissions, they distinguish
between freshwater (default being the freshwatenpastment) and ocean. Pennington et al.
(2005) find that for water emissions, whether th@ssion occurs upstream or downstream of a
lake is a significant parameter. For soil emissigdgedkoop and Spriensma (2000) distinguish
between agricultural and industrial land, whereasedkoop et al. (2008) have added a
distinction between forestry soil and industrial ¢ihe latter being considered the same as urban
soil). Rochat et al. (2006) showed, on a contifdoaais, that the oral intake fraction from air,
water and soil emissions is correlated with thedfpooduction intensity (i.e., the agricultural
yield, in, e.g., tonnes per ha per year). For imdguissions, there is clearly a need to model the
intake using an indoor box (Nazaroff 2008, Margrale 2008, Hellweg et al. 2009).

Objectives

In this chapter, | aim to explore whether regiaration based on the archetype approach
can improve the ability of life-cycle assessmenbéiter address human health damage from
alternatives scenarios, while reducing the sigaific data requirements needed by the
geographically differentiated approach. This quesis addressed through the following steps:
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(i) review the different archetypes that have beeggested in the literature, (ii) evaluate how
population density and agricultural production nsi¢y, two major archetypes, influence the
regional intake fractions for air emissions, (iggnerate a suggested set of archetypes, (iv)
evaluate the different ways to calculate generiakie fractions, (v) compare the magnitude and
the variability of geographically differentiatedake fractions versus generic intake fractions for
air emissions, and (vi) compare and discuss thargdges and disadvantage of the “archetype”
and “geographic” approaches when performing redipaizon of intake fractions in life-cycle
assessment.

3.3. Method

Modeling framework

Assessing the toxicological effects on human heaftta chemical emitted into the
environment requires a cause-and-effect chain sisssg linking the emission source to the
damage through four intermediary parameters, abanadtically expressed by Equation 2-1 in
Chapter 2 and depicted in Figure 2-1.

Within this overall framework, we assumed that fad@posure, dose-response, and
severity are not functions of time, and that dasgponse and severity are not functions of space.
These common assumptions in life-cycle impact assest reflect the limited availability of
temporally and spatially dependent data (Penningtaad. 2006, Rosenbaum et al. 2007). In the
present chapter, regionalization is therefore amalyusing the intake fraction, because the
characterization factor is proportional to the katéraction.

Calculating generic versus regional intake fracson

Multimedia and multipathways models are recognizei a well-suited modeling
approach for assessing the fate and exposureehtyifle impact assessment (Hertwich 2002).
To perform the present analysis, one needs to usedel that can provide both generic and
geographic regional characterization factors. Sdvenodels are available to calculate
geographic fate and exposure for hundreds of m@oitat such as BETR North America
(MacLeod et al. 2001), BETR World (Toose et al. £200MPACT 2002 Western Europe
(Pennington et al. 2005), IMPACT 2002 Continenib¢hat et al. 2006, GLOBOX (Sleeswijk
2006), and IMPACT North America (Chapter 2). The AMCT North America model
introduced in Chapter 2 (see Figure 2-3) is chds=e because it allows one to calculate both
intake fractions and characterization factors atgh geographic resolution and includes urban
boxes. In addition to the air cells presented iguFe 2-3, 292 urban areas are nested in the
respective air cells, and these urban boxes alloa/to better capture the influence of urban
emissions. Indeed, Rosenbaum et al. (2008) andt@h3aphave shown that considering urban
compartments in impact modeling is important fovddo medium-persistent pollutants with
inhalation as a dominant intake pathway. Finallgneyic intake fractions are defined and
calculated as the emissions-weighted average irftakéons for the emissions in the different
regions of North America. Since the spatial disttin of most emissions is unknown, proxies
for evaluating distribution of emissions are idéetl. Differences among the different proxies
are evaluated.

Test set

Physical-chemical properties for the pollutantssidered in the test set are provided in
Table 3-1.

The pollutants used as test set are presentedbie Bal. This test set was designed by
the OMNITOX team and for the OMNITOX project (Molder et al. 2004), which aimed at
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evaluating different multimedia models. This test i®sults from an international consensus and
aims at representing pollutants with a wide ranfgeraperties. | added benzene, benzo(a)pyrene,
dioxin, mercury, and primary PM to the original test set. The rationale for thdextipollutants

is that they represent pollutants that are oftamdoto be dominant in life-cycle assessment
results (for PMs, benzene, benzo(a)pyrene, and dioxin — see Ch@ptarrepresentative of an
inorganic emission for which the model IMPACT NoAmerica was tested (for mercury — see

Chapter 2).
Table 3-1: Test set used in the present chapter.
Log Kow Tropo- .
(octanol- spheric Z\éat;r_ Vedgeet?atll_on Soil degra-
water degra- 9 g dation
CAS# | Name partition- dation dation dation half life Source
ning coef- half life “"’E'rf])"je “a(';)"f’ (h)®
ficient) (h)?
127-18-4| Tetrachloroethylene 2|6 550 560 8550 1,700
56-23-5| Carbon tetrachloride 216 17,000 1,700 1¥,p0 5,500
106-99-0| 1,3-Butadiene 20 5 170 5 5p0
16752-77-5| Methomyl 0.6( 550 5,500 550 560
30560-19-1| Acephate -1.0 B 1,300 8 b3
50-00-0 | Formaldehyde 0.3 5 85 5 b5
1336-36-3| PCB 6.3 385 900 39(Q 90
117-84-0| Di(n-octyl) phthalate 8.1 27 340 p7 340
87-82-1| Benzene, hexabromo-| 6.1 22,000 1,440 22|000 1,400
52315-07-8| Cypermethrin 6.6 10 120 10 1,200
2385-85-5| Mirex 5.3 170 170 17D 55,000
1582-09-8| Trifluralin 5.3 170 1,700 170 1,700
115-32-2| Dicofol 5.0 70 90( 70 1,500 Based on th
106-46-7| p-Dichlorobenzene 35 550 1,700 850 5,500 ubﬁ;?e d";‘u eomn(
309-00-2|_Aldrin 3.0 5 17,00( > 17,000 P et ]
79-34-5 11,2.2- 2.4 17,000 1,700 17,000 5,500 Molander et al. (2004)
Tetrachloroethane and Rosenbaum et al
133-06-2| Captan 2. 1y 17 17 550 (2008) (Ralph
23950-58-5| Pronamide 3p 1,400 980 1,400 1,90@0senbaum, personal
120-12-7| Anthracene 4.5 5p 580 5 5, communication, fall
gamma- 2009)
58-89-9 | Hexachlorocyclohexan 3.7 170 17,000 17( 17,000
e
131-11-3| Dimethyl phthalate 1.7 170 170 170 550
67-56-1| Methanol -0.8 17 5b 170 55
107-06-2| 1,2-Dichloroethane 14 1,700 1,700 1,700 ,50%
141-78-6| Ethyl acetate 0.6P 35 55 b5 170
55-18-5| N-Nitrosodiethylamine] 0.5 b 17 5 1,700
137-26-g| Tnioperoxydicarbonic 17 170 170 170 55
diamide, tetramethyl-
114-26-1| Propoxur 1.5 5 55D 5 550
1H-Isoindole-1,3(2H)-
133-07-3| dione, 2- 3.6 27 14,000 217 14,000
(trichloromethyl)thio -
50-32-8 | Benzo(a)pyrene 6.0 170 1,7p0 17,000 17,000 Chapter 2
1746-01-6| 2,3,7,8-TCDD 6.9 17D 550 170 17,000 Glrapt
Suspended| Sediment | Soil solids | .o BCF
solids - solids - - water as part (bioconcen
Inorganics water part | water part part cgefﬁgient tration
coefficient | coefficient | coefficient ¢ factor)
(L/kg) (L/kg) (L/g) (L/kg fish)
Primary particulate p
matter (PM) 5.E+04 3.E+04 2.E+02 1.E+1p Chapter 2

#The same values (or a value ten times greater allemnappear for different media, especially falffives constants. This comes from the fact

that often physico-chemical parameters are misampare extrapolated from values for other medi@gusmple relations such as “ten times
longer” or “ten times shorter”.
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3.4. Results and discussion

Regional factors influencing intake fractions

Here, | evaluate how population density and agwcal production intensity, two major
archetypes, influence the regional intake fractimnsir emissions. | modeled the intake fraction
for an emission of particulate matter smaller tBewm (PM,s) and benzo(a)pyrene in each of
1,121 zones in the IMPACT North America model usithg physico-chemical parameters
described in Table 3-1. | therefore obtain 2,2438ka fraction values. These values are plotted in
Figure 3-1, once as a function of population dgn&), and once as a function of agricultural
intensity (b).

Figure 3-1 illustrates the relationship between tbi&al intake fraction of Pl and
benzo(a)pyrene for different emission zones asnation of the population density and the
agricultural intensity of that zone, calculated wiMPACT North America, using. | selected
PM,s, which is a typical inhalation-dominated pollutabecause it is taken in entirely by
inhalation and benzo(a)pyrene, a typical ingestiominant chemical, because more than 99%
of its intake fraction is via agricultural produ@dacLeod et al. 2004). The agricultural intensity
is measured as the mass (in metric tonnes of wéerpaf agricultural products (including
cereals, vegetables, fruits and animal producth siscmilk and meat) produced over a certain
surface (in krf) during a certain time (in years).
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Figure 3-1: Total intake fractions of PM, s and benzo(a)pyrene, for different zones of emisgis, as a function
of (a) the population density and (b) the agricultual intensity of the zone of emission. Each dot repsents
one of the 1,121 zones, in the IMPACT North Americanodel, for which an intake fraction has been moded.
The same zones and the same intake fraction assde@with each zone is reported in both parts (a) ah(b),
but once as a function of (a) population density ah(b) agricultural intensity.

The results from Figure 3-1 are aligned with thaldiings of Rochat et al. (2006) at a
much lower resolution (continental scale) and shioat for pollutants that have inhalation as a
main intake pathway, the population density surdiug the zone of emission appears indeed to
be an important parameter to be considered in tieetype. The same observation holds that
pollutants dominated by the oral pathway have mfactions that are influenced by agricultural
intensity. However, Figure 3-1 shows that thersame correlation between intake fractions of
benzo(a)pyrene and population density. This observaomes from the fact that over the entire
range of air cells studied, there is no uninhabitsggion with substantial agricultural production
(see Figure 3-2). At low population density levei®th population density and agricultural
intensity result in low intake fractions for benaj{yrene. Therefore, if there is a need to avoid
multiplying the amount of information related toetHocation of emission, providing the
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population density could be, depending on the dquestaised, a satisfactory proxy for
agricultural production intensity.
Correlation between population density and agrietdt production intensity

Agricultural production intensity (in tonnes of weiatter produced — grain, vegetables,
fruits, roots, milk, meat, etc. — per krper year) is plotted against population densityp@rson
per knf) in Figure 3-2. Section 3.8 lists the numericalluea for population density
(persons/krf) and agricultural production intensity (t/(kmy)) for each air grid cell in the North
America model.

Values below 0.001 pers/Knor below 0.001 t/(kfmy) (hatched zones in Figure 3-2)
should be evaluated with caution. In these ramglesplute values can be uncertain by one or two
orders of magnitude. For regions of low populateyragriculture (approximately below 0.001
pers/knf or below 0.001 t/(kfmy)), low values were often given “by default” ifSsmaps (so-
called “border effects”). Analysis should be penfed for values above 0.001 persfkand
above 0.001 t/(kfy). Figure 3-2 shows that population density agdcaltural production
intensity are moderately correlated? @ 0.65). There are cells with medium to high gefian
density but with low agricultural intensity. Theage, however, no cells with high agricultural
production intensity and low population density.
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Figure 3-2: Population density versus agriculturalproduction intensity in the different air cells defined in the
model IMPACT North America (Chapter 2). Zones hatcled should be interpreted with care as they represén
“border effects” for zones with very low populationdensity or agricultural intensity.

Lessons about archetypes related to populationagmudtultural intensity

In light of the above results, it is important tavie archetypes that can both indicate the
population density and the agricultural intensifytloee emission zone. However, for remote
regions such as Alaska, where both population @mnitwdtural intensity is low, the archetype
“remote” would be sufficient information for botholfutants that have inhalation or oral
consumption as their main damaging pathway.
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What are the archetypes that can be defined?
Considering the observations above, | suggest usiagarchetypes presented in Table
3-2 to implement regionalization in life-cycle asseaent.

Table 3-2: Suggested archetypes to be used when feeming regionalization for intake fractions of pollutants
emitted into the air.

Archetype for outdoor, troposphere air emissions Explanation
unspecified emission weighted average
high population density, high agricultural integsit e.g., Chicago
high population density, low agricultural intensity e.g., Phoenix
high population density, non-agricultural e.g., Las Vegas
medium population density, high agricultural infgns e.g., Small town or countryside in lowa
medium population density, low agricultural inteépsi e.g., Small town or countryside in Montana
medium population density, non-agricultural e.gnaB town in Nevada or Alaska
e.g., Oil platform North of Alaska — Note that Ipepulation density
low population density (remote) is always correlated with non-agricultural intepggee Sl). Can be
used as a proxy for air emissions in coastal zones.
Archetypes for air emissions but not evaluated inHis chapter Explanation
coastal zones
oceanic zones
indoor
high altitude e.g., airplanes

Generic intake fractions

Most life-cycle inventories do not contain any ewl information. Only a generic
characterization can be associated with life-cyolentories that do not contain any regional
information. A generic characterization factor igsed on a generic intake fraction. Here |
explore how to evaluate a generic intake fraction.

The generic intake fraction can be computed usingraspatial model or calculated as a
weighted average from the intake fractions compuigidg a spatial model. Three proxies are
evaluated for the test set described above to leddciemissions-weighted average intake
fractions: (i) population, (ii) agricultural prodi@n and (iii) surface (i.e., land area) (Figur&)3-

It means that an emission of 1 kg/h is distribypedportionally to (i) the population in North
America (population in each air grid cell), (i) raggltural production in North America
(agricultural production, in kg of wet matter of agricultural products in each air grid cell), and
(iif) land area in North America (land area of eahgrid cell). Section 3.8 lists the oral and
inhalation intake fractions used to generate FigB+®. Furthermore, section 3.8 lists the
population (persons), agricultural production irsien (t/(knt-y)) and land area (Kinfor each

air grid cell in the North America model used tstdbute the emissions when generating the
average intake fractions depicted in Figure 3-3.
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Figure 3-3: Population-weighted, production-weightd, and surface-weighted average oral and inhalation
intake fractions (in kg taken in per kg emitted) fo the substances presented in Table 3-1 (see Tal3é& in
supporting information for the intake fraction valu es).

An inhalation population-weighted average intakafiion is driven by urban emissions
(see asymptote at approximatelyl®® kg inhaled per kg emitted in parts d) and e) cfufé
3-3). Therefore, even for short-lived substanchs, tbtal population-weighted average intake
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fraction has a lower boundary corresponding to uhean intake fraction. For short lived-
pollutants, the surface-weighted average intaketim is slightly lower than production-
weighted or population-weighted average intaketiimacbecause of the amount of emissions
assumed in the north of the continent where ordyeced populations or agricultural production
is present. For long-lived pollutants, the threexges (i.e., population, agricultural production
and surface area) give similar weighted averagekentfractions. Therefore, it is short-lived
substances that have their intake fractions masflyenced by the type of proxy used for
emissions.

The aim of generic intake fractions is to accusamlaluate the human health damage
score for the emissions throughout the life cycleemwno information is available on where the
pollutants are emitted. At the scale of North Aroayiemissions are assumed to be better
represented by population distribution than by landace (see section 2.4 in Chapter 2). For
example, though Alaska and northern Canada regdragpeto a third to a half of North America,
emissions occurring in these regions represent andgynall fraction of total North American
emissions. Therefore, as a first approximation, dwremissions, generic intake fractions are
calculated as the population-weighted average énfa#ction of an emission in the different
zones of North America.

Geographically differentiated intake fractions wessgyeneric intake fractions for air emissions

In this section | compare the magnitude and theialbdity of geographically
differentiated intake fractions versus genericket&actions for air emissions.

The variation in intake fraction as a function bk tlocation of emission in North
America is depicted in Figure 3-4 and Figure 3rfake fractions are presented for, respectively,
inhalation and oral intake fractions of the repntatve test set of pollutants described above,
calculated with the IMPACT North America model (@ker 2). Generic intake fractions are
calculated as the population-weighted average énfekctions of an emission in the different
zones of North America. For each pollutant, Fig8+4 and Figure 3-5 also show the minimum
and the maximum intake fraction as well as tie 28", 50", 75" and 98 percentile of the
distribution of intake fractions.

Intake fractions can vary by more than eight ordefrsnagnitude depending on the
location of emission. When 90% of the 831 air zodeBned in the IMPACT North America
model are considered, the variation can be upxt@slers of magnitude. Actual intake fraction
can be up to one order of magnitude higher andnserders of magnitude lower than the generic
intake fraction.

The complete list of numerical values is too la@ée reported in this document and can
be downloaded as an Excel table from http://wwwagimodeling.org.
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Figure 3-5: Variation in oral intake fraction depending on the location of emission in North AmericaThe dot
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Comparison of geographic-based intake fractions arahetype-based intake fractions

In this section | compare “geographic” and “arcipety approaches when performing
regionalization of intake fractions. The intakecfrans are calculated with the IMPACT North
America model, for a selected numbers of locationthe United States. These locations were
selected following the need to have some locatiepsesenting urban, rural and remote regions
(in terms of population density) throughout the tddi States (West, Rockies, Midwest and
Alaska).

Table 3-3 shows the numerical values for the dfiierir grid cells considered to model
the intake fractions foError! Reference source not found.Error! Reference sourcenot

found..
Table 3-3: Numerical values for the different air gid cells considered to model the intake fraction$or Figure
3-6.
Cell Region POp(L:g:gE rg;)nsny Population archetype Total intake fraction
X26 West 65 rural 7.9E-07
X27 West 100 rural 1.0E-06
X28 West 18 rural 4.8E-07
Y26 West 7.0 rural 5.3E-07
Y27 West 30 rural 1.0E-06
Y28 West 110 rural 1.5E-06
Y29 West 66 rural 7.4E-07
726 West 1.1 rural 3.9E-07
227 West 20 rural 8.5E-07
728 West 130 rural 1.6E-06
729 West 66 rural 1.1E-06
San Francisco West 1,700 urban 1.4E-05
San Diego West 1,300 urban 1.2E-05
AD24 Rockies 2.5 rural 2.9E-07
AD25 Rockies 11 rural 4.0E-07
AD26 Rockies 16 rural 4,0E-07
AE24 Rockies 2.4 rural 3.1E-07
AE26 Rockies 19 rural 4.3E-07
AF24 Rockies 1.6 rural 3.5E-07
AF25 Rockies 6.5 rural 4.0E-07
AF26 Rockies 6.7 rural 4.2E-07
Denver Rockies 1,900 urban 8.9E-06
AJ24 Midwest 23 rural 9.8E-07
AJ25 Midwest 29 rural 1.2E-06
AJ26 Midwest 45 rural 1.2E-06
AK24 Midwest 110 rural 1.3E-06
AK26 Midwest 37 rural 1.4E-06
AL25 Midwest 110 rural 1.4E-06
AL26 Midwest 72 rural 1.5E-06
Chicago Midwest 2,400 urban 2.4E-05
J11 Alaska 0.034 remote 2.3E-08
J12 Alaska 0.054 remote 2.2E-08
J13 Alaska 0.021 remote 1.9E-08
K11 Alaska 0.032 remote 1.8E-08
K12 Alaska 0.035 remote 1.7E-08
K13 Alaska 0.031 remote 1.5E-08
L11 Alaska 0.031 remote 1.4E-08
L12 Alaska 0.019 remote 1.4E-08
L13 Alaska 0.42 remote 1.6E-08
Fairbanks Alaska 410 urban 9.0E-07

Figure 3-6 presents the inhalation intake fractiofsparticulate matter for different
locations in the United States. The left side ajuifé 3-6 groups these intake fractions in the
different regions of United States. The right sipleups the same intake fractions not by region
but whether they occur in an urban, a rural omaate location.
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Figure 3-6 shows that intake fractions are morkuanficed by the archetype function of
the population density (e.g., urban, rural, ethgnt by the actual location in North America
because the range of intake fractions within ogéreof North America is larger than the range
among the different regions of North America. Witke archetype approach, fewer intake
fraction values are necessary than with the gebdgrappproach to get an accurate intake
fraction, rendering the application of regionaliaatin life-cycle assessment more practical.

3.5. Conclusions

This chapter shows that regionalization is impdstaand that the archetype-based
approach is a practical way to perform regionalags it is as accurate as the geographically
based regionalization, but more practical to imgatmdue to significantly less required data.
Furthermore, archetype-based regionalization carmbee easily implemented in life-cycle
inventory databases because the information raggttie archetype can be directly attached to
the elementary flows. For example, inventory dasabasuch as ecoinvent (Frischknecht 2005)
can have a label (so-called “sub-compartment” fe-diycle assessment software such as
SimaPro — PRé 2006) attached to each elementavy(@iopollutant) that gives some indications
on where the pollutant is emitted (e.g., “high pagon density,” “low population density,”
etc.). This chapter shows that for outdoor air siorss, archetypes should not only be based on
population density but also on agricultural produrtintensity. It shows that urban and rural
archetypes are important, but also the remote gfgbés important as emissions in remote areas
can have significantly lower intake fractions thvaimen emitted in urban or rural areas or in high
or low agricultural production intensity regionstb for inhalation and oral intake fractions.
Future research needs

In this chapter | explore the question of regiaration of intake fractions of air
pollutants emitted outdoors in North America. Ttype of work should be expanded to other
media of emission such as high altitude, wateiodr sther regions of the world as well as other
types of impact categories such as damage relatedgospheric ozone formation, ecotoxicity,
acidification, eutrophication, land use or watee.uBurther research should be conducted to
better assess and validate the optimum archetypabd different impact categories, media of
emissions, world regions, and types of pollutaRtsthermore, because medium-lived pollutants
such as primary Pp4 are both influenced by local and continental pat@ns, the possibility of
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multiscale modeling should be explored as it cduddan approach to capture both local and
continental intake fractions.
Outlook

As long as no detailed geographically differentlaieventories are available, matched
with impact assessments, | suggest using the gmheipproach to make the regionalization
practical in life-cycle assessment, which is imaott needed and demanded (see Chapter 5 for
an application). Indeed, the lack of regionalizatio life-cycle assessment has been discussed
since the 1990s and has been considered a linmt&didhe use of human health damage life-
cycle assessment-based results in decision maRioitjrig and Hauschild 2006, Sedlbauer et al.
2007, Reap et al. 2008, Margni et al. 2008). Howeup to this point, life-cycle assessment
studies that have integrated regionalization haeenbrare, mainly because of the data
intensiveness and many computations needed to rperfgeographically differentiated
regionalization. The archetypes-based regionatimaipproach can significantly contribute to
building confidence in decisions based on life-eyessessments evaluating human health
damage from air pollution by improving accuracy @necision.

In Chapter 5, | will provide a further evaluatioh the issue of regionalization in life-
cycle assessment with a focus on PM. However, IsecBM is such a dominant contributors to
human health damage, further analysis of this paiiuis done in Chapter 4 prior to evaluating
total human health damage from different process&hapter 5.
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3.8. Supporting information for this chapter

Table 3-4 presents the total area (“Area”), landaafsoil and paved area), population,
population density and agricultural intensity ot tdifferent air cells defined in the model

IMPACT North America used to plot Figure 3-2.
Table 3-4: Total area (“Area”), Land area (soil andpaved area), Population, Population density and
Agricultural intensity of the different air cells d efined in the model IMPACT North Amaerica.

Pqpula- ' Populati '
Air R (I;?)HCL Po_pula- d::lr?gity _cﬁl?t?rgl Air A (I;iri}dJr Pqpula- decr)lgity 'Agurrlgrlt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(
(total km2-y)) (total km2-y))
area)) area))

AA10 1.8.E+04 1.6.E+04 1.0.E+00 55.E-05 45.E-03 AP12 22.E+04 6.4.E+03 2.2.E+00 1.0.E-04 1.6.E-03
AA11 2.0.E+04 1.3.E+04 1.0.E+00 49.E-05 3.0.E-03 AP13 24.E+04 1.2.E+04 2.7.E+03 1.1.E-01 3.4.E-03
AA12 2.2.E+04 1.9.E+04 7.7.E+01 35.E-03 6.8.E-03 AP14 2.6.E+04 5.9.E+03 9.6.E+02 3.7.E-02 9.9.E-04
AA13 2.4.E+04 2.2.E+04 1.3.E402 5.3.E-03 2.1.E-02 AP15 2.8.E+04 2.6.E+04 1.2E+03 4.3.E-02 44.E-03
AA14 2.6.E+04 2.6.E+04 1.7.E404 6.3.E-01 2.3.E-02 AP16 3.0.E+04 2.7.E+04 2.6.E+00 8.5.E-05 44.E-03
AA15 4.0.E+04 3.1.E+04 5.1.E402 1.3.E-02 1.3.E-02 AP17 3.2.E+04 2.0.E+04 3.3E+02 1.0.E-02 75.E-03
AA16 3.0.E+04 2.4.E+04 3.4.E+03 1.1.E-01 8.1.E-01 AP18 3.4.E+04 2.9.E+04 5.4.E+02 1.6.E-02 2.0.E-02
AA17 3.2.E+04 3.1.E+04 9.1.E+03 2.9.E-01 3.2.E+00 AP19 3.6.E+04 3.2.E+04 2.0.E+02 5.5.E-03 2.6.E-02
AA18 3.4.E+04 3.4.E+04 5.4.E+04 1.6.E+00 3.1.E+01 AP20 3.7.E+04 3.4.E+04 74.E+02 2.0.E-02 2.1.E-01
AA19 3.8.E+04 3.7.E+04 1.3.E+06 34.E+01 74.E+01 AP21 3.9.E+04 3.7.E+04 1.3.E+04 3.3.E-01 1.5.E400
AA20 3.9.E+04 3.9.E+04 1.3.E+06 3.2.E+01 6.3.E+01 AP22 4.1.E+04 3.9.E+04 5.2.E+04 1.3.E+00 1.2.E+01
AA21 3.9.E+04 35.E+04 2.3.E+05 6.0.E+00 2.9.E+01 AP23 42.E+04 35.E+04 1.9.E+06 44.E+01 25.E+01
AA22 4.1.E+04 3.4.E+04 2.1.E+05 5.3.E+00 2.7.E+00 AP24 46.E+04 1.2.E+03 2.2.E+06 48.E+01 6.8.E-01
AA23 42.E+04 3.2.E+03 4.0.E+04 9.4.E-01 24.E-01 AP25 5.1.E+04 48.E+04 5.8.E+06 1.1.E402 4.8.E+01
AA24 5.0.E+04 5.0.E+04 2.1.E+05 42.E+00 48.E-01 AP26 5.1.E+04 42.E+04 1.1.E407 22.E+02 1.5.E+01
AA25 5.0.E+04 4.9.E+04 1.8.E+04 3.6.E-01 3.4.E+00 AP27 5.0.E+04 2.8.E+04 2.6.E+06 5.3.E+01 8.6.E+00
AA26 5.0.E+04 4.9.E+04 2.7.E+04 5.4.E-01 3.8.E+00 AP28 5.0.E+04 1.6.E+04 5.8.E+05 1.1.E+01 6.5.E+00
AA27 5.0.E+04 5.0.E+04 2.3.E+05 4.5.E+00 1.8.E+00 AP29 5.2.E+04 3.0.E-04 1.0.E+00 1.9.E-05 0.0.E+00
AA28 5.0.E+04 5.0.E+04 25.E+05 5.1.E+00 1.3.E+01 AP4 3.8.E+03 3.8.E+03 1.0.E+00 2.6.E-04 0.0.E+00
AA29 5.1.E+04 4.4 E+04 3.9.E+05 7.7.E+00 1.4.E+01 AP5 9.6.E+03 9.5.E+03 2.8.E+00 2.9.E-04 0.0.E+00
AA30 5.3.E+04 8.3.E+02 2.8.E+05 5.2.E+00 1.3.E-01 AP6 9.8.E+03 9.2.E+03 2.9.E+00 3.0.E-04 0.0.E+00
AA6 9.8.E+03 35.E+02 1.0.E+00 1.0.E-04 0.0.E+00 AP7 1.2.E+04 24.E+02 1.0.E+00 8.4.E-05 0.0.E+00
AA7 1.2.E+04 46.E+03 1.0.E+00 8.4.E-05 0.0.E+00 AP8 1.4.E+04 3.0.E-04 1.0.E+00 7.1.E-05 0.0.E+00
AA8 1.4.E+04 9.2.E+03 25.E+00 1.8.E-04 0.0.E+00 AP9 1.6.E+04 7.1.E+03 1.5.E400 9.6.E-05 4.0.E-03
AA9 1.6.E+04 9.0.E+03 1.0.E+00 6.2.E-05 2.9.E-03 AQ10 1.8.E+04 1.5.E+04 3.3.E+00 1.8.E-04 6.8.E-03
AB10 2.0.E+04 1.9.E+04 1.0.E+00 5.1.E-05 5.0.E-03 AQ11 2.0.E+04 1.6.E+04 4.9.E+00 2.4.E-04 4.6.E-03
AB11 2.0.E+04 1.5.E+04 1.0.E+00 49.E-05 4.0.E-03 AQ12 22.E+04 6.7.E+03 2.3.E+00 1.0.E-04 1.7.E-03
AB12 22.E+04 2.0.E+04 1.0.E+00 45E-05 7.7.6-04 AQ13 2.4.E+04 1.7.E404 5.6.E+00 2.3.E-04 45.E-03
AB13 2.4.E+04 2.2.E+04 2.3.E+00 9.4.E-05 1.2.E-02 AQ14 2.6.E+04 4.1.E+03 1.0.E+00 3.8.E-05 5.9.E-04
AB14 2.6.E+04 25.E+04 2.9.E+02 1.1.E-02 1.6.E-02 AQ15 2.8.E+04 2.7.E+04 1.0.E+00 35.E-05 3.4.E-03
AB15 2.8.E+04 1.8.E+04 2.3.E+03 8.2.E-02 1.2.E-02 AQ16 3.0.E+04 2.9.E+04 1.0.E+00 3.3.E-05 4.9.E-03
AB16 3.0.E+04 2.7.E+04 1.3.E+04 4.2.E-01 4.7.E-01 AQ17 3.2.E+04 2.9.E+04 1.0.E+00 3.1.E-05 1.3E-02
AB17 3.2.E+04 3.2.E+04 2.6.E+04 8.0.E-01 3.9.E+00 AQ18 3.4.E+04 3.0.E+04 1.1.E+02 3.3.E-03 2.0.E-02
AB18 3.4.E+04 33.E+04 55.E+04 1.6.E+00 2.4.E+01 AQ19 3.6.E+04 3.2.E+04 2.3.E+02 6.5.E-03 25.E-02
AB19 3.7.E+04 3.6.E+04 1.0.E405 2.7.E+00 9.5.E+01 AQ20 3.7.E+04 35.E+04 3.6.E+03 9.7.E-02 4.8.E-01
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Po_pula- 4 Populati 4
Air N (I;iri}d+ Po_pula- dsr?gity _CG?L:I@I Air AR (I;iﬂd+ Pqpula- de(r)1rs]ity 'Agurrlgl-fIt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(
(total km2-y)) (total km2-y))
area)) area))

AB20 3.9.E+04 3.8.E+04 9.8.E+04 25.E+00 6.5.E+01 AQ21 3.9.E+04 3.8.E+04 25E+04 6.5.E-01 3.1.E+00
AB21 3.9.E+04 26.E+04 5.7.E+04 1.5.E400 35.E+01 AQ22 4.1.E+04 3.8.E+04 46.E+05 1.1.E+01 1.4.E+01
AB22 4.1.E+04 8.8.E+02 1.8.E405 44.E+00 6.4.E-02 AQ23 43.E+04 3.4.E+04 5.0.E+06 1.1.E402 3.2.E+01
AB23 42.E+04 1.6.E402 1.1.E405 2.6.E+00 9.2.E-03 AQ24 46.E+04 1.3.E+03 2.2.E+06 4.9.E+01 7.2.E-01
AB24 5.0.E+04 4.9.E+04 3.4.E+05 6.7.E+00 1.2.E+01 AQ25 5.3.E+04 3.9.E+04 2.3.E+07 44.E+02 1.6.E+01
AB25 5.1.E+04 4.9.E+04 2.1.E+06 42.E+01 8.9.E+00 AQ26 48.E+04 55.E+03 1.1.E+06 2.2.E+01 1.5.E400
AB26 5.0.E+04 48.E+04 1.2.E405 2.3.E+00 4.8.E+00 AQ27 49.E+04 3.0.E-04 1.0.E+00 2.0.E-05 0.0.E+00
AB27 5.0.E+04 4.9.E+04 6.3.E+04 1.3.E+00 4.8.E+00 AQ28 5.1.E+04 3.0.E-04 1.0.E+00 2.0.E-05 0.0.E+00
AB28 5.1.E+04 5.0.E+04 3.3.E+05 6.5.E+00 8.3.E+00 AQ4 4.0.E+03 4.0.E+03 1.0.E+00 2.5.E-04 0.0.E+00
AB29 5.2.E+04 5.1.E+04 4.4.E+06 8.5.E+01 8.9.E+00 AQ5 9.8.E+03 9.6.E+03 2.8.E+00 2.9.E-04 0.0.E+00
AB30 5.3.E+04 1.3.E+04 5.2.E405 9.9.E+00 2.3.E+00 AQ6 9.8.E+03 2.8.E+03 2.3E+00 24.E-04 0.0.E+00
AB6 9.8.E+03 2.4.E+03 1.0.E+00 1.0.E-04 0.0.E+00 AQ7 1.2.E+04 3.0.E-04 1.0.E+00 8.4.E-05 0.0.E+00
AB7 1.2.E+04 3.8.E+03 1.0.E+00 8.4.E-05 0.0.E+00 AQ8 1.4.E+04 3.0.E-04 1.0.E+00 7.1.E-05 0.0.E+00
AB8 1.4.E+04 8.1.E+03 22.E+00 1.6.E-04 0.0.E+00 AQ9 1.6.E+04 3.1.E+02 1.0.E+00 6.2.E-05 1.8.E-04
AB9 1.6.E+04 6.3.E+03 1.0.E+00 6.2.E-05 2.0.E-03 AR10 1.8.E+04 1.0.E+04 2.6.E+00 14.E-04 5.2.E-03
AC10 1.9.E+04 1.8.E+04 1.0.E+00 5.2.E-05 5.0.E-03 AR11 2.0.E+04 2.0.E+04 6.6.E+00 3.3.E-04 6.6.E-03
AC11 2.0.E+04 1.4.E+04 1.0.E+00 49.E-05 3.2.E-03 AR12 22.E+04 2.1.E+04 6.2.E+00 2.8.E-04 5.4.E-03
AC12 22.E+04 1.7.E404 7.6.E+01 3.4.E-03 2.0.E-04 AR13 24.E+04 2.4.E+04 7.1.E+00 2.9.E-04 5.7.E-03
AC13 2.4.E+04 2.2.E+04 2.3.E+00 9.5.E-05 2.9.E-03 AR14 26.E+04 1.1.E+04 3.6.E+00 14.E-04 3.4.E-03
AC14 2.6.E+04 2.0.E+04 7.2.E+00 2.7.E-04 1.2.E-02 AR15 2.8.E+04 1.8.E+04 7.7.E+02 2.7.E-02 2.1.E-03
AC15 2.8.E+04 1.8.E+04 5.9.E+00 2.1.E-04 7.9.E-03 AR16 3.0.E+04 2.8.E+04 1.0.E400 3.3.E-05 75.E-03
AC16 5.7.E+04 4.7.E404 1.4.E+02 24.E-03 1.5.E-01 AR17 3.2.E+04 3.1.E+04 1.0.E400 3.1.E-05 1.2.E-02
AC17 3.2.E+04 3.0.E+04 3.5.E+03 1.1.E-01 4.0.E+00 AR18 3.4.E+04 3.1.E+04 1.1.E402 3.4.E-03 2.1.E-02
AC18 3.4E+04 3.2.E+04 1.9.E+04 5.7.E-01 1.6.E+01 AR19 3.6.E+04 3.2.E+04 2.2 E+02 6.1.E-03 1.2.E-01
AC19 3.7.E+04 3.6.E+04 7.4.E+04 2.0.E+00 7.1.E+01 AR20 3.7.E+04 3.6.E+04 1.4.E402 3.8.E-03 1.9.E+00
AC20 3.9.E+04 3.8.E+04 4.9.E+04 1.2.E+00 5.8.E+01 AR21 3.9.E+04 3.8.E+04 2.7.E+05 6.8.E+00 25.E+00
AC21 3.9.E+04 3.9.E+04 3.8.E+04 9.8.E-01 45.E+01 AR22 41.E+04 9.2.E+03 1.2.E+06 2.9.E+01 2.3.E+01
AC22 4.1.E+04 1.2.E+03 34.E+04 8.3.E-01 1.2.E+00 AR23 42.E+04 1.4.E+04 75.E+05 1.8.E+01 1.5.E+01
AC23 5.0.E+04 4.9.E+04 2.0.E+05 4.0.E+00 8.8.E+00 AR24 47.E+04 35.E+04 6.7.E+06 1.4.E+02 5.6.E+00
AC24 5.0.E+04 5.0.E+04 5.1.E+04 1.0.E+00 9.6.E+00 AR25 47.E+04 1.0.E+04 2.6.E+06 5.4.E+01 3.1.E-01
AC25 5.0.E+04 5.0.E+04 8.2.E+04 1.6.E+00 3.5.E+00 AR26 4.8.E+04 3.0.E-04 1.0.E+00 2.1.E-05 0.0.E+00
AC26 5.0.E+04 5.0.E+04 2.4.E+05 4.8.E+00 1.8.E+01 AR4 43.E+03 43.E+03 1.0.E+00 2.3.E-04 0.0.E+00
AC27 5.0.E+04 5.0.E+04 2.4.E+05 4.9.E+00 1.0.E+01 AR5 9.2.E+03 9.1.E+03 2.6.E+00 2.9.E-04 0.0.E+00
AC28 5.1.E+04 5.0.E+04 1.7.E405 3.4.E+00 9.2.E+00 AR6 9.8.E+03 9.1.E+02 1.7.E+01 1.7.E-03 0.0.E+00
AC29 5.1.E+04 5.0.E+04 1.2.E405 2.4.E+00 8.7.E+00 AR7 1.2.E+04 35.E-03 1.2.E+01 9.8.E-04 0.0.E+00
AC30 5.3.E+04 1.4.E+04 2.2.E+05 42.E+00 2.3.E+00 ARS8 1.4.E+04 3.0.E-04 1.0.E+00 7.1.E-05 0.0.E+00
AC6 9.8.E+03 6.3.E+02 1.0.E+00 1.0.E-04 0.0.E+00 AR9 1.6.E+04 3.0.E-04 1.0.E+00 6.2.E-05 0.0.E+00
AC7 1.2.E+04 3.2.E+03 1.0.E+00 8.4.E-05 0.0.E+00 AS10 1.8.E+04 42.E+03 8.5.E+02 4.7.E-02 2.1.E-03
AC8 1.4.E+04 7.0.E+03 1.9.E+00 1.4.E-04 0.0.E+00 AS11 2.0.E+04 1.7.E+04 4.9.E+00 2.4.E-04 7.2.E-03
AC9 1.6.E+04 6.1.E+03 1.0.E+00 6.2.E-05 2.0.E-03 AS12 22.E+04 2.1.E+04 7.0.E+00 3.1.E-04 6.4.E-03
AD10 2.0.E+04 1.9.E+04 1.0.E+00 5.0.E-05 5.0.E-03 AS13 24.E+04 2.3.E+04 8.0.E+00 3.3.E-04 7.7.E-03
AD11 2.0.E+04 1.5.E+04 1.4.E+03 6.8.E-02 22.E-03 AS14 2.6.E+04 1.8.E+04 55.E+03 2.1.E-01 5.9.E-03
AD12 2.2.E+04 2.2.E+04 1.0.E+00 45.E-05 25.E-04 AS15 2.8.E+04 2.8.E+03 4.0.E+02 14.E-02 3.2.E-04
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Po_pula- 4 Populati 4
Air N (I;iri}d+ Po_pula- dsr?gity _CG?L:I@I Air AR (I;iﬂd+ Pqpula- de(r)1rs]ity 'Agurrlgl-fIt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(
(total km2-y)) (total km2-y))
area)) area))

AD13 2.4.E+04 2.3 E+04 25.E+00 1.0.E-04 1.0.E-03 AS16 3.0.E+04 1.3.E+04 2.2.E+03 7.2.E-02 45.E-03
AD14 2.6.E+04 2.3 E+04 5.2.E+00 2.0.E-04 48.E-03 AS17 3.2.E+04 2.9.E+04 1.0.E+00 3.1.E-05 3.2.E-02
AD15 2.8.E+04 2.1.E+04 5.8.E+00 2.0.E-04 2.1.E-02 AS18 3.4.E+04 3.0.E+04 7.1.E+00 2.1.E-04 42.E-02
AD16 3.0.E+04 25.E+04 2.3.E+03 7.8.E-02 1.2.E-01 AS19 3.6.E+04 3.2.E+04 1.7.E400 4.7.E-05 2.3.E-01
AD17 3.2.E+04 2.7.E+04 1.7.E402 5.4.E-03 5.1.E-01 AS20 3.7.E+04 3.4.E+04 5.8.E+01 1.6.E-03 6.3.E-01
AD18 3.4.E+04 3.0.E+04 9.0.E+03 2.6.E-01 5.4.E+00 AS21 3.9.E+04 3.0.E+04 1.5.E405 3.8.E+00 6.1.E+00
AD19 3.6.E+04 33.E+04 32.E+05 9.1.E+00 4.9.E+01 AS22 4.0.E+04 3.4.E+04 2.3.E+05 5.6.E+00 1.6.E+01
AD20 3.9.E+04 3.8.E+04 75.E+04 1.9.E400 5.5.E+01 AS23 4.2 E+04 3.3.E+03 5.1.E+05 1.2.E+01 1.2.E+00
AD21 3.9.E+04 3.7.E+04 3.4.E+04 8.7.E-01 4.4.E+01 AS24 45.E+04 8.2.E+02 6.4.E+04 1.4.E+00 1.3.E-01
AD22 4.1.E+04 8.5.E402 2.3 E+04 5.6.E-01 8.6.E-01 AS25 4.7E+04 1.2.E402 1.8.E+04 3.8.E-01 2.1.E-04
AD23 5.0.E+04 5.0.E+04 8.5.E+04 1.7.E+00 1.1.E+01 AS4 4.0.E+03 3.9.E+03 1.0.E+00 2.5.E-04 0.0.E+00
AD24 5.0.E+04 5.0.E+04 9.3.E+04 1.8.E+00 2.8.E+01 AS5 7.6.E+03 6.1.E+03 1.8.E+00 24.E-04 0.0.E+00
AD25 5.0.E+04 5.0.E+04 5.7.E+05 1.1.E+01 2.7.E+01 AS6 9.8.E+03 8.6.E-03 2.9.E+01 2.9.E-03 0.0.E+00
AD26 5.0.E+04 5.0.E+04 1.4.E+06 2.7.E+01 2.0.E+01 AS7 1.2.E+04 9.5.E-03 3.2.E+01 2.7.E-03 0.0.E+00
AD27 5.0.E+04 5.0.E+04 1.4.E+05 2.8.E+00 1.6.E+01 AS8 1.4.E+04 3.0.E-04 1.0.E+00 7.1.E-05 0.0.E+00
AD28 5.0.E+04 5.0.E+04 1.0.E+06 2.0.E+01 9.8.E+00 AS9 1.6.E+04 3.0.E-04 1.0.E+00 6.2.E-05 0.0.E+00
AD29 5.1.E+04 5.0.E+04 29.E+05 5.6.E+00 1.1.E+01 AT10 1.8.E+04 4.7.E+01 1.0.E+00 5.5.E-05 24.E-05
AD30 5.3.E+04 1.5.E404 2.3.E+06 44.E+01 5.6.E+00 AT11 2.0.E+04 2.9.E+03 1.0.E+00 4.9.E-05 1.3.E-03
AD6 9.8.E+03 3.9.E+02 1.0.E+00 1.0.E-04 0.0.E+00 AT12 22.E+04 1.9.E+04 1.5.E+03 6.7.E-02 7.7.E-03
AD7 1.2.E+04 9.9.E+02 1.0.E+00 8.4.E-05 0.0.E+00 AT13 2.4.E+04 1.2.E+04 4.0.E+00 1.6.E-04 4.6.E-03
AD8 1.4.E+04 5.6.E403 1.5.E+00 1.1.E-04 0.0.E+00 AT14 2.6.E+04 1.7.E404 5.6.E+00 2.1.E-04 5.7.E-03
AD9 1.6.E+04 1.3.E+04 1.0.E+00 6.2.E-05 4.1.E-03 AT15 2.8.E+04 1.2.E+03 1.0.E+00 35.E-05 3.7.E-04
AE10 1.8.E+04 9.3.E+03 1.0.E+00 5.5.E-05 2.7.E-03 AT16 3.0.E+04 1.3.E+04 6.7.E+02 22.E-02 7.4.E-03
AEN 2.0.E+04 1.2.E404 1.0.E+02 5.1.E-03 2.9.E-03 AT17 3.2.E+04 3.1.E+04 1.0.E+00 3.1.E-05 1.6.E-02
AE12 22.E+04 2.1.E+04 1.0.E+00 45.E-05 2.8.E-04 AT18 3.4.E+04 3.0.E+04 1.3.E+03 3.8.E-02 45.E-02
AE13 24E+04 23.E+04 1.0.E+00 4.1.E-05 2.0.E-03 AT19 3.6.E+04 3.1.E+04 1.3.E+04 3.7.E-01 3.3.E-01
AE14 2.6.E+04 2.3 E+04 1.0.E+00 3.8.E-05 6.9.E-03 AT20 3.7.E+04 3.4.E+04 3.4.E+04 9.0.E-01 1.1.E+00
AE15 2.8.E+04 23.E+04 1.0.E+00 35.E-05 1.8.E-02 AT21 3.9.E+04 24.E+04 8.0.E+04 2.1.E+00 1.2.E+01
AE16 3.0.E+04 24E+04 1.1.E+03 3.6.E-02 7.7.E-02 AT22 4.0.E+04 3.9.E+04 1.9.E+05 4.7.E+00 1.8.E+01
AE17 3.2.E+04 2.6.E+04 1.1.E+03 3.6.E-02 1.0.E-01 AT23 42.E+04 25.E+04 3.4.E+05 8.1.E+00 8.4.E+00
AE18 3.4.E+04 24E+04 45.E+03 1.3.E-01 8.4.E+00 AT24 45.E+04 35.E+03 35.E+04 7.8.E-01 4.0.E-01
AE19 3.6.E+04 25.E+04 4.7.E+04 1.3.E+00 2.3.E+01 AT4 3.4.E+03 3.4.E+03 1.0.E+00 2.9.E-04 0.0.E+00
AE20 3.9.E+04 3.8.E+04 2.6.E405 6.7.E+00 5.6.E+01 AT5 7.6.E+03 3.2.E+03 2.2.E+01 3.0.E-03 0.0.E+00
AE21 3.9.E+04 3.0.E+04 6.9.E+04 1.8.E+00 3.9.E+01 AT6 9.8.E+03 3.6.E-03 1.2.E+01 1.2.E-03 0.0.E+00
AE22 5.0.E+04 4.9.E+04 6.4.E+04 1.3.E+00 35.E+01 AU11 2.0.E+04 2.5.E+01 1.0.E+00 4.9.E-05 1.2E-05
AE23 5.0.E+04 4.9.E+04 1.5.E+05 3.0.E+00 3.4.E+01 AU12 2.2.E+04 14.E+04 5.9.E+02 2.6.E-02 6.0.E-03
AE24 5.0.E+04 5.0.E+04 8.4.E+04 1.7.E+00 3.8.E+01 AU13 2.4.E+04 7.8.E+03 2.5.E+00 1.0.E-04 3.0.E-03
AE25 5.0.E+04 5.0.E+04 4.1.E+05 8.2.E+00 3.3.E+01 AU14 2.6.E+04 2.8.E+03 1.0.E+00 3.8.E-05 1.0.E-03
AE26 5.1.E+04 5.0.E+04 2.1.E+06 41.E+01 2.2.E+01 AU15 2.8.E+04 1.9.E+03 3.2.E+00 1.1.E-04 1.0.E-03
AE27 5.0.E+04 5.0.E+04 6.4.E+04 1.3.E+00 7.7.E+00 AU16 3.0.E+04 2.0.E+04 5.7.E+01 1.9.E-03 1.2.E-02
AE28 5.0.E+04 5.0.E+04 1.1.E405 2.3.E+00 1.5.E+01 AU17 3.2.E+04 3.1.E+04 7.6.E+01 2.4.E-03 1.7.E-02
AE29 5.1.E+04 5.0.E+04 22.E+05 44.E+00 1.7.E+01 AU18 3.4.E+04 3.2.E+04 1.2.E+02 3.5.E-03 3.2.E-02
AE30 5.2.E+04 48.E+04 8.1.E+04 1.6.E+00 2.4.E+01 AU19 3.6.E+04 3.2.E+04 3.3.E+02 9.3.E-03 25.E-01
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Po_pula- 4 Populati 4
Air N (I;iri}d+ Po_pula- dsr?gity _CG?L:I@I Air AR (I;iﬂd+ Pqpula- de(r)1rs]ity 'Agurrlgl-fIt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(
(total km2-y)) (total km2-y))
area)) area))

AE31 5.4.E+04 1.4.E+04 9.9.E+04 1.8.E+00 7.7.E+00 AU20 3.7.E+04 3.2.E+04 5.0.E+03 1.3E-01 6.6.E-01
AE6 9.8.E+03 4.7.E+03 1.0.E+00 1.0.E-04 0.0.E+00 AU21 3.9.E+04 1.0.E+04 3.2.E+04 8.3.E-01 25.E+00
AE7 1.2.E+04 29.E+03 1.0.E+00 8.4.E-05 0.0.E+00 AU22 4.1.E+04 9.6.E+03 3.2.E+05 7.8.E+00 3.1.E+01
AE8 1.4.E+04 1.9.E+03 1.0.E+00 7.1.E-05 0.0.E+00 AU23 42.E+04 2.7.E+04 6.9.E+05 1.6.E+01 7.7.E+00
AE9 1.6.E+04 1.0.E+03 1.0.E+00 6.2.E-05 3.3.E-04 AU24 45.E+04 3.4.E+02 9.6.E+02 2.1.E-02 3.9.E-02

AF10 1.8.E+04 2.0.E+03 1.0.E+00 55.E-05 5.9.E-04 AU4 2.9.E+03 2.9.E+03 1.0.E+00 3.4.E-04 0.0.E+00

AF11 2.0.E+04 4.2.E+03 1.0.E+00 49.E-05 1.1.E-03 AU5 7.6.E+03 9.0.E+02 3.1.E+01 4.1.E-03 0.0.E+00

AF12 22.E+04 1.9.E+04 1.0.E+00 45E-05 3.3.E-04 AV12 2.2 E+04 3.1.E+03 1.0.E+00 45.E-05 1.3.E-03

AF13 2.4.E+04 2.3 E+04 1.0.E+00 4.1.E-05 3.0.E-03 AV13 2.4.E+04 3.2.E+02 1.0.E+00 4.1.E-05 1.2.E-04

AF14 2.6.E+04 2.2.E+04 1.0.E+00 3.8.E-05 9.5.E-03 AVi4 2.6.E+04 3.0.E-04 1.0.E+00 3.8.E-05 0.0.E+00

AF15 2.8.E+04 2.4.E+04 1.0.E+00 3.5.E-05 7.0.E-03 AVi5 2.8.E+04 3.0.E-04 1.0.E+00 3.5.E-05 0.0.E+00

AF16 3.0.E+04 2.6.E+04 6.1.E402 2.0.E-02 2.2.E-02 AV16 3.0.E+04 1.2.E402 1.0.E+00 3.3.E-05 7.3.E-05

AF17 3.2.E+04 2.7.E+04 1.5.E+03 48.E-02 5.8.E-02 AV17 3.2.E+04 1.1.E+04 9.9.E+02 3.1.E-02 6.1.E-03

AF18 3.4.E+04 2.6.E+04 1.4.E+04 4.2.E-01 5.0.E+00 AV18 3.4.E+04 3.1.E+04 75.E+02 2.2.E-02 2.3.E-02

AF19 3.6.E+04 2.7.E+04 26.E+04 7.4.E-01 2.1.E+01 AV19 3.6.E+04 3.3.E+04 9.2.E+03 2.6.E-01 1.2E-01

AF20 3.7.E+04 3.7.E+04 8.3.E+04 2.2.E+00 5.2.E+01 AV20 3.7.E+04 3.3.E+04 2.9.E+03 7.6.E-02 7.8.E-01

AF21 3.9.E+04 3.7.E+04 1.2.E405 3.0.E+00 5.1.E+01 Av21 3.9.E+04 1.9.E+03 6.5.E+01 1.7.E-03 4.9.E-02

AF22 4.1.E+04 3.8.E+03 1.4.E+05 35.E+00 4.0.E+00 AV22 4.1.E+04 7.3.E+03 8.1.E+04 2.0.E+00 5.7.E+00

AF23 5.0.E+04 4.9.E+04 5.0.E+04 1.0.E+00 6.5.E+01 AvV23 42.E+04 1.0.E+04 1.1.E+05 25.E+00 25.E+00
AF24 5.0.E+04 4.9.E+04 4.1.E+04 8.2.E-01 6.6.E+01 AV4 2.9.E+03 7.9.E+02 1.0.E+00 35.E-04 0.0.E+00
AF25 5.0.E+04 5.0.E+04 1.0.E+05 2.0.E+00 9.5.E+01 AV5 7.6.E+03 8.7.E-02 4.3E+01 5.7.E-03 0.0.E+00
AF26 5.0.E+04 5.0.E+04 8.6.E+04 1.7.E+00 9.0.E+01 AW17 3.2.E+04 3.0.E-04 1.0.E+00 3.1.E-05 0.0.E+00
AF27 5.0.E+04 4.9.E+04 1.7.E405 3.3.E+00 2.8.E+01 AW18 3.4.E+04 1.4.E+04 9.3.E+02 2.8.E-02 1.3.E-02
AF28 5.0.E+04 4.9.E+04 4.3.E+05 8.7.E+00 2.8.E+01 AW19 3.6.E+04 3.5.E+04 4.8.E+02 1.4.E-02 2.4.E-02
AF29 5.1.E+04 4.9.E+04 5.4.E405 1.1.E401 2.6.E+01 AW20 3.7.E+04 2.0.E+04 3.7.E+03 9.8.E-02 5.8.E-02
AF30 5.2.E+04 4.9.E+04 32.E+05 6.2.E+00 2.7.E+01 Aw21 3.9.E+04 1.4.E+04 5.4.E+04 1.4.E+00 1.2E-01
AF31 5.4.E+04 1.7.E404 5.6.E+05 1.0.E+01 9.2.E+00 AW22 4.1.E+04 55.E+03 1.9.E+04 46.E-01 1.7.E-01
AF32 5.5.E+04 1.6.E402 5.3.E+05 9.6.E+00 0.0.E+00 AW23 4.1.E+04 55.E+03 42.E+03 1.0.E-01 1.7.E-01
AF6 9.8.E+03 4.8.E+03 1.0.E+00 1.0.E-04 0.0.E+00 AX18 3.4.E+04 44.E+02 5.2.E+00 1.5.E-04 2.2.E-04
AF7 1.2.E+04 35.E+03 1.0.E+00 8.4.E-05 0.0.E+00 AX19 3.6.E+04 2.0.E+04 25.E+03 7.0.E-02 4.0.E-03
AF8 1.4.E+04 3.4.E+03 1.0.E+00 7.1.E-05 0.0.E+00 AX20 3.7.E+04 1.7.E+04 1.8.E+04 4.8.E-01 5.4.E-02
AF9 1.6.E+04 7.7.E403 1.0.E+00 6.2.E-05 25.E-03 AX21 3.9.E+04 3.4.E+04 5.3.E+04 1.4.E+00 2.3.E-01

AG10 1.8.E+04 4.2.E+03 1.0.E+00 5.5.E-05 1.2.E-03 AX22 41.E+04 1.1.E+04 3.4.E+04 8.3.E-01 1.9.E-01

AG11 2.0.E+04 7.8.E+03 1.0.E+00 4.9.E-05 1.5.E-03 AY19 3.6.E+04 3.0.E-04 1.0.E+00 2.8.E-05 0.0.E+00

AG12 22.E+04 2.0.E+04 1.0.E+00 45E-05 3.8.E-04 AY20 3.7.E+04 3.0.E-04 1.0.E+00 2.7.E-05 0.0.E+00

AG13 2.4.E+04 22.E+04 1.0.E+00 4.1.E-05 3.7.E-03 AY21 3.9.E+04 1.6.E+04 6.6.E+04 1.7.E+00 1.0.E-01

AG14 2.6.E+04 22.E+04 1.0.E+00 3.8.E-05 5.7.E-03 AY22 41.E+04 1.3.E+04 2.5.E+05 6.0.E+00 2.3.E-01

AG15 2.8.E+04 25.E+04 1.0.E+00 35.E-05 9.7.E-03 E12 22.E+04 7.2.E-03 24.E+01 1.1.E-03 0.0.E+00

AG16 3.0.E+04 2.8.E+04 32.E+02 1.1.E-02 1.0.E-02 E13 2.4.E+04 2.0.E-02 6.7.E+01 2.7.E-03 0.0.E+00

AG17 3.2.E+04 29.E+04 2.0.E+03 6.2.E-02 2.3.E-01 E14 2.6.E+04 5.8.E-02 1.9.E+02 7.4.E-03 0.0.E+00

AG18 3.4.E+04 3.1E+04 22.E+04 6.6.E-01 1.4.E+00 E15 2.8.E+04 3.0.E-04 1.0.E+00 35.E-05 0.0.E+00

AG19 5.0.E+04 45E+04 4.9.E+03 9.8.E-02 1.0.E+01 E16 3.0.E+04 3.0.E-04 1.0.E+00 3.3.E-05 0.0.E+00

AG20 3.7.E+04 34.E+04 52.E+04 1.4.E+00 2.7.E+01 F11 2.0.E+04 8.3.E+03 8.1.E+01 4.0.E-03 1.5.E-05

81



Po_pula- 4 Populati 4
Air N (I;iri}d+ Po_pula— dsr?gity _CG?L:I@I Air AR (I;iﬂd+ Pqpula- de(r)1rs]ity 'Agurrlgl-fIt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(
(total km2-y)) (total km2-y))
area)) area))

AG21 4.1.E+04 4.0.E+04 1.9.E405 4.6.E+00 3.8.E+01 F12 2.2 E+04 3.7.E+03 2.3E+02 1.0.E-02 2.3.E-07
AG22 4.1.E+04 1.6.E+04 8.8.E+04 2.2.E+00 1.4.E+01 F13 24.E+04 2.3.E+04 4.9.E+03 2.1.E-01 2.2.E-06
AG23 42.E+04 46.E+02 1.1.E405 2.6.E+00 35.E-01 F14 2.6.E+04 22.E+03 25.E+02 9.4.E-03 6.7.E-10
AG24 5.0.E+04 5.0.E+04 1.2.E405 25.E+00 7.7.E+01 F15 2.8.E+04 1.1.E+04 1.3.E+03 4.7.E-02 3.7.E-07
AG25 5.0.E+04 5.0.E+04 3.0.E+05 5.9.E+00 1.4.E+02 F16 3.0.E+04 1.6.E+03 1.9.E+02 6.3.E-03 1.1.E-07
AG26 5.0.E+04 5.0.E+04 3.1.E+05 6.3.E+00 9.6.E+01 F17 3.2.E+04 3.0.E-04 1.0.E+00 3.1.E-05 0.0.E+00
AG27 5.0.E+04 4.9.E+04 25.E+05 5.0.E+00 5.9.E+01 G10 1.8.E+04 1.5.E+01 1.0.E+00 5.5.E-05 23E-11
AG28 5.0.E+04 4.9.E+04 1.1.E+06 2.1.E+01 35.E+01 G11 3.0.E+04 2.8.E+04 3.8.E+02 1.2.E-02 1.4.E-05
AG29 5.1.E+04 4.9.E+04 7.0.E405 1.4.E401 2.9.E+01 G12 2.7.E+04 2.3E+04 9.8.E+02 3.6.E-02 2.4.E-05
AG30 5.2.E+04 4.9.E+04 1.7.E406 3.2.E+01 2.8.E+01 G13 3.6.E+04 3.1.E+04 2.2.E+03 6.0.E-02 2.2.E-06
AG31 5.4.E+04 4.9.E+04 2.1.E+06 3.9.E+01 2.7.E+01 G14 2.6.E+04 2.4.E+04 2.6.E+03 1.0.E-01 2.7.E-07
AG32 5.5.E+04 3.5.E+04 1.8.E+06 3.4.E+01 7.1.E+00 G15 46.E+04 4.0.E+04 4.4.E+03 9.5.E-02 1.1.E-06
AG33 5.6.E404 4.0.E+02 1.3.E+06 2.4.E+01 0.0.E+00 G16 3.0.E+04 2.1.E+03 2.4.E+02 8.1.E-03 1.5.E-07
AG6 9.8.E+03 25.E+03 1.0.E+00 1.0.E-04 0.0.E+00 G17 3.2.E+04 3.0.E-04 1.0.E+00 3.1.E-05 0.0.E+00
AG7 1.2.E+04 44.E+03 1.0.E+00 8.4.E-05 0.0.E+00 G18 3.4.E+04 25.E-01 8.4.E+02 25.E-02 0.0.E+00
AG8 1.4.E+04 7.3.E+03 2.1.E+00 1.5.E-04 1.0.E-04 H10 1.8.E+04 6.6.E+03 5.8.E+01 3.2.E-03 6.8.E-06
AG9 1.6.E+04 1.6.E+04 2.1.E+00 1.3.E-04 5.1.E-03 H11 5.0.E+04 43.E+04 5.8.E+02 1.2E-02 1.2.E-05
AH10 1.8.E+04 9.7.E+03 1.0.E+00 55.E-05 3.6.E-03 H12 45.E+04 3.9.E+04 1.6.E+03 35.E-02 3.1.E-05
AH11 2.0.E+04 1.1.E+04 9.7.E+02 48.E-02 25.E-03 H13 3.9.E+04 3.3.E+04 2.0.E+03 5.1.E-02 1.8.E-06
AH12 22.E+04 1.9.E+04 1.0.E+00 45E-05 9.8.E-04 H14 4.2 E+04 3.6.E+04 2.3E+03 5.4.E-02 6.9.E-07
AH13 2.4.E+04 2.3 E+04 1.7.E+03 7.0.E-02 1.2.E-03 H15 49.E+04 42.E404 1.1.E+04 2.2.E-01 1.5.E-06
AH14 2.6.E+04 2.3 E+04 1.0.E+00 3.8.E-05 2.4.E-03 H16 3.0.E+04 2.0.E+04 2.0.E+03 6.8.E-02 1.0.E-06
AH15 2.8.E+04 25.E+04 1.0.E+00 35.E-05 6.4.E-03 H17 3.2.E+04 1.5.E+03 1.8.E+02 5.6.E-03 1.7.E-06
AH16 3.0.E+04 2.8.E+04 3.0.E401 9.9.E-04 1.1.E-02 H18 3.4.E+04 45.E-01 1.5.E+03 44.E-02 0.0.E+00
AH17 3.2.E+04 2.9.E+04 2.1.E+03 6.6.E-02 25.E-01 1o 1.8.E+04 1.7.E+04 1.5.E402 8.2.E-03 3.6.E-05
AH18 3.4.E+04 3.1E+04 24E+03 7.0.E-02 3.1.E-01 11 5.0.E+04 43.E+04 5.6.E+02 1.1.E-02 3.1.E-05
AH19 3.9.E+04 3.6.E+04 4.2.E+03 1.1.E-01 2.3.E+00 2 47.E+04 4.0.E+04 1.9.E+03 4.0.E-02 3.3.E-05
AH20 44.E+04 4.1.E+04 9.1.E+04 2.1.E+00 1.1.E+01 13 5.0.E+04 44.E+04 1.3.E+03 25.E-02 24.E-05
AH21 3.9.E+04 3.9.E+04 8.0.E+05 2.0.E+01 3.0.E+01 na 49.E+04 42.E+04 49.E+02 1.0.E-02 1.9.E-07
AH22 4.1.E+04 35.E+04 4.6.E+05 1.1.E+01 3.0.E+01 15 5.0.E+04 43.E+04 1.6.E+03 3.3.E-02 8.0.E-06
AH23 42.E+04 44.E+03 3.3.E+05 7.7.E+00 3.5.E+00 116 3.0.E+04 2.8.E+04 3.8.E+03 1.3.E-01 3.1.E-07
AH24 5.0.E+04 4.9.E+04 7.0.E405 1.4.E401 6.1.E+01 n7 3.2.E+04 1.8.E+04 5.8.E+02 1.8.E-02 1.7.E-05
AH25 5.0.E+04 5.0.E+04 1.4.E+06 2.7.E+01 9.4.E+01 18 3.4.E+04 4.9.E-02 1.6.E402 4.9.E-03 0.0.E+00
AH26 5.0.E+04 5.0.E+04 7.2.E405 1.4.E+01 8.5.E+01 J10 2.7.E+04 2.3 E+04 5.2.E+03 1.9.E-01 3.3.E-05
AH27 5.1.E+04 5.0.E+04 1.7.E+06 3.3.E+01 6.5.E+01 g1 5.1.E+04 4.4.E+04 4.8.E+02 9.1.E-03 3.3.E-05
AH28 5.0.E+04 5.0.E+04 1.2.E406 2.3.E+01 3.6.E+01 J12 48.E+04 4.1.E+04 1.6.E+03 3.4.E-02 3.3.E-05
AH29 5.3.E+04 5.0.E+04 6.2.E+06 1.2.E402 35.E+01 J13 5.1.E+04 44.E+04 8.0.E+02 1.6.E-02 3.2.E-05
AH30 52.E+04 4.9.E+04 1.8.E+06 34.E+01 2.8.E+01 J14 4.9.E+04 42.E+04 44.E+02 9.1.E-03 1.7.E-05
AH31 55.E+04 3.7.E+04 44.E+06 8.1.E+01 2.0.E+01 J15 5.0.E+04 43.E+04 1.3.E+03 2.6.E-02 2.3.E-05
AH32 55.E+04 2.7.E+03 3.6.E+05 6.6.E+00 2.1.E-01 J16 48.E+04 42.E+04 2.3.E+03 4.8.E-02 24.E-05
AH33 5.6.E+04 9.1.E+01 3.0.E+05 5.4.E+00 0.0.E+00 J17 3.2.E+04 1.5.E+04 2.7.E+02 8.5.E-03 1.4.E-05
AH5 7.6.E+03 1.5.E403 1.0.E+00 1.3.E-04 0.0.E+00 J18 3.4.E+04 3.0.E-04 1.0.E+00 3.0.E-05 0.0.E+00
AH6 9.8.E+03 4.9.E+03 1.0.E+00 1.0.E-04 0.0.E+00 K10 22.E+04 1.9.E+04 1.5.E+02 6.9.E-03 3.3.E-05
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Po_pula- 4 Populati 4
Air N (I;iri}d+ Po_pula— dsr?gity _CG?L:I@I Air AR (I;iﬂd+ Pqpula- de(r)1rs]ity 'Agurrlgl-fIt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(
(total km2-y)) (total km2-y))
area)) area))

AH7 1.2.E+04 45.E+03 1.0.E+00 8.4.E-05 0.0.E+00 K11 5.1.E+04 4.4.E404 4.0.E+02 7.8.E-03 3.3.E-05
AH8 1.4.E+04 3.8.E+03 2.8.E+01 2.0.E-03 6.3.E-06 K12 4.9.E+04 42.E+04 5.0.E+02 1.0.E-02 3.3.E-05
AH9 1.6.E+04 7.1.E+03 1.0.E+00 6.2.E-05 2.3E-03 K13 5.0.E+04 43.E+04 3.3.E+02 6.6.E-03 3.3.E-05
A0 1.8.E+04 1.5.E404 1.0.E+00 55.E-05 5.7.E-03 K14 49.E+04 42.E+04 42.E+02 8.6.E-03 3.3.E-05
All1 2.0.E+04 1.5.E+04 7.1E+02 35.E-02 5.1.E-03 K15 46.E+04 3.9.E+04 55.E+02 1.2E-02 25.E-05
A2 2.2.E+04 2.2.E+04 1.0.E+00 45.E-05 2.1.E-03 K16 3.0.E+04 2.7.E+04 5.6.E+02 1.9.E-02 1.4.E-05
A3 2.4.E+04 23.E+04 1.0.E+00 4.1.E-05 2.6.E-04 K17 3.2.E+04 1.3.E+04 3.4.E+03 1.1.E-01 3.0.E-08
A4 2.6.E+04 22.E+04 3.7.E402 1.4.E-02 9.9.E-04 L10 1.8.E+04 1.0.E+04 6.7.E+01 3.7.E-03 2.1.E-05
A5 2.8.E+04 8.3.E+03 1.9.E+03 6.8.E-02 8.7.E-04 L1 5.0.E+04 4.3E+04 35.E+02 7.0.E-03 3.3.E-05
Al16 3.0.E+04 1.0.E+04 9.9.E+02 3.3.E-02 9.1.E-03 L12 49.E+04 4.2 E+04 3.0.E+02 6.2.E-03 3.3.E-05
A7 3.2.E+04 2.8.E+04 1.5.E+03 48.E-02 2.8.E-01 L13 49.E+04 4.2 E+04 5.8.E+02 1.2E-02 3.3.E-05
Al18 3.4.E+04 3.2.E+04 2.6.E+03 7.7.E-02 6.0.E-02 L14 5.0.E+04 4.3E+04 2.3E+03 4.7.E-02 3.3.E-05
A9 3.6.E+04 3.4.E+04 8.5.E+03 2.4.E-01 5.2.E-01 L15 3.8.E+04 3.3.E+04 4.0.E+04 1.1.E+00 2.4.E-05
Al20 3.7.E+04 34.E+04 8.7.E+03 2.3.E-01 2.4.E+00 L16 3.0.E+04 1.3.E+04 1.4.E+04 4.8.E-01 1.1.E-05
AI21 3.9.E+04 34.E+04 6.5.E+04 1.7.E+00 1.3.E+01 L17 3.2.E+04 5.9.E+02 1.1.E+04 3.5.E-01 1.4.E-09
AI22 4.1.E+04 7.1.E+03 3.1.E+05 75.E+00 3.6.E+00 m10 1.8.E+04 8.1.E+03 1.7.E+01 9.5.E-04 1.7.E-05
Al23 5.1.E+04 46.E+04 3.8.E+06 74.E+01 1.8.E+02 M11 5.0.E+04 43.E+04 9.4.E+01 1.9.E-03 3.3.E-05
Al24 5.0.E+04 4.9.E+04 6.4.E+05 1.3.E+01 1.9.E+02 M12 4.9.E+04 42.E+04 3.2.E+02 6.6.E-03 3.3.E-05
Al25 5.0.E+04 5.0.E+04 8.6.E+05 1.7.E+01 9.1.E+01 M13 4.9.E+04 42.E+04 5.9.E+04 1.2.E+00 3.3.E-05
Al26 5.1.E+04 5.0.E+04 2.3.E+06 4.8.E+01 1.0.E+02 M14 5.0.E+04 4.3E+04 2.0.E+03 4.1.E-02 3.3.E-05
Al27 5.1.E+04 5.0.E+04 1.4.E+06 2.8.E+01 6.4.E+01 M15 4.0.E+04 35.E+04 3.4.E+05 8.6.E+00 2.3.E-05
Al28 5.0.E+04 4.9.E+04 8.5.E405 1.7.E401 5.5.E+01 M16 3.0.E+04 1.9.E+03 5.3.E+02 1.8.E-02 3.2.E-09
Al29 5.1.E+04 4.7.E404 1.3.E+06 2.4.E+01 7.6.E+01 m17 3.2.E+04 3.0.E-04 1.0.E+00 3.1.E-05 0.0.E+00
AI30 5.2.E+04 46.E+04 1.1.E+06 2.1.E+01 8.1.E+01 N10 1.8.E+04 2.8.E+03 5.8.E+00 3.2.E-04 5.8.E-06
AI31 5.4.E+04 7.9.E+03 3.9.E405 7.3.E+00 1.3.E+01 N11 2.0.E+04 1.6.E+02 1.1.E402 5.6.E-03 46.E-05
Al32 55.E+04 3.0.E-04 1.0.E+00 1.8.E-05 0.0.E+00 N12 22.E+04 3.6.E+02 3.4.E+02 1.5.E-02 9.3.E-05
Al5 7.6.E+03 5.6.E+03 1.6.E+00 2.1.E-04 0.0.E+00 N13 49.E+04 43.E+04 Y i 3.3.E-05
Al6 9.8.E+03 5.3.E+03 1.5.E400 1.6.E-04 0.0.E+00 N14 49.E+04 43.E+04 25.E+03 5.1.E-02 2.2.E-05
AI7 1.2.E+04 5.3.E+03 1.6.E+00 1.3.E-04 0.0.E+00 N15 3.4.E+04 2.9.E+04 3.7.E+03 1.1.E-01 1.5.E-06
A8 1.4.E+04 55.E+03 2.1.E+02 1.5.E-02 3.8.E-04 N16 3.0.E+04 7.9.E+01 2.7.E+01 9.0.E-04 1.3E-10
Al9 1.6.E+04 1.4.E+04 3.7.E+00 2.3.E-04 44.E-03 N17 3.2.E+04 3.0.E-04 1.0.E+00 3.1.E-05 0.0.E+00
AJ10 1.8.E+04 1.3.E+03 1.0.E+00 5.5.E-05 5.1.E-04 010 1.8.E+04 1.4.E402 2.0.E+00 1.1.E-04 4.1.E-05
AJ1 2.0.E+04 1.5.E+04 1.0.E+00 49.E-05 49.E-03 o1 2.0.E+04 1.2.E+04 1.4.E402 7.1.E-03 35.E-03
AJ12 2.4.E+04 2.3 E+04 1.0.E+00 4.1.E-05 3.6.E-03 012 2.2 E+04 2.1.E+04 3.5.E+02 1.6.E-02 5.3.E-03
AJ13 2.4.E+04 2.4.E+04 1.0.E+00 4.1.E-05 9.3.E-04 013 2.4.E+04 1.4.E+04 3.3.E+03 1.4.E-01 6.1.E-03
AJ14 2.6.E+04 1.1.E+04 2.9.E+03 1.1.E-01 3.8.E-04 014 2.6.E+04 6.1.E+03 1.8.E+03 7.0.E-02 1.1.E-03
AJ15 2.8.E+04 8.5.E-01 1.0.E+00 3.5.E-05 48.E-08 015 2.8.E+04 1.1.E+04 2.5.E+03 8.8.E-02 15.E-05
AJ16 3.0.E+04 3.0.E-04 1.0.E+00 3.3.E-05 0.0.E+00 016 3.0.E+04 1.2.E+02 1.1E+01 3.7.E-04 4.9.E-10
AJ17 32.E+04 1.9.E+04 25.E+01 7.8.E-04 23E-02 017 3.2.E+04 3.0.E-04 1.0.E+00 3.1.E-05 0.0.E+00
AJ18 3.4.E+04 32.E+04 1.3.E+03 3.9.E-02 9.0.E-02 P10 1.8.E+04 3.0.E-04 1.0.E+00 5.5.E-05 0.0.E+00
AJ19 3.6.E+04 34.E+04 22.E+03 6.3.E-02 1.1.E-01 P11 2.0.E+04 1.8.E+04 1.1.E+02 5.3.E-03 5.0.E-03
AJ20 3.7.E+04 34.E+04 6.7.E+03 1.8.E-01 4.1.E-01 P12 24.E+04 2.3.E+04 25.E+02 1.0.E-02 5.6.E-03
AJ21 3.9.E+04 34.E+04 1.0.E+04 2.7.E-01 7.9.E+00 P13 2.6.E+04 25.E+04 7.7.E+02 2.9.E-02 1.0.E-02
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Po_pula- 4 Populati 4
Air N (I;iri}d+ Po_pula— dsr?gity _CG?L:I@I Air AR (I;iﬂd+ Pqpula- de(r)1rs]ity 'Agurrlgl-fIt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(

(total km2-y)) (total km2-y))

area)) area))
AJ22 4.1.E+04 7.9.E+03 2.9.E+05 7.2.E+00 2.0.E+00 P14 2.6.E+04 2.6.E+04 1.1.E+03 4.2.E-02 45.E-03
AJ23 5.0.E+04 4.3E+04 7.0.E+05 1.4E+01 1.4.E+02 P15 2.8.E+04 2.6.E+04 1.6.E+03 5.8.E-02 2.2.E-03
AJ24 5.0.E+04 4.7.E+04 9.6.E+05 1.9.E+01 1.1.E402 P16 3.0.E+04 2.1.E+03 26.E+02 8.6.E-03 5.5.E-04
AJ25 5.1.E+04 4.9.E+04 1.2.E+06 24.E+01 1.7.E402 P17 3.2.E+04 3.0.E-04 1.0.E+00 3.1.E-05 0.0.E+00
AJ26 5.1.E+04 5.0.E+04 3.1.E+06 6.1.E+01 1.4E+02 Q10 1.8.E+04 3.0.E-04 1.0.E+00 5.5.E-05 0.0.E+00
AJ27 5.0.E+04 4.9.E+04 6.2.E+05 1.2.E+01 6.0.E+01 Qi 2.0.E+04 1.4.E+04 5.7.E+01 2.8.E-03 4.0.E-03
AJ28 5.0.E+04 4.9.E+04 1.5.E406 3.1.E+01 5.0.E+01 Q12 24.E+04 2.3.E+04 3.4.E+02 14.E-02 5.6.E-03
AJ29 5.1.E+04 4.7.E404 1.1.E+06 2.2.E+01 8.1.E+01 Qi3 2.6.E+04 25E+04 1.3.E+03 4.8.E-02 74.E-03
AJ30 5.3.E+04 45.E+04 2.1.E+06 4.0.E+01 1.1.E+02 Q4 2.8.E+04 2.7.E+04 1.1.E402 3.8.E-03 5.7.E-03
AJ31 5.4.E+04 1.2.E404 1.1.E+06 2.0.E+01 1.6.E+01 Q15 3.0.E+04 2.9.E+04 6.7.E+02 2.2.E-02 5.6.E-03
AJ32 5.5.E404 3.0.E-04 1.0.E+00 1.8.E-05 0.0.E+00 Q16 3.0.E+04 1.2.E+04 9.4.E+02 3.1.E-02 35.E-03
AJ5 7.6.E+03 5.4.E+03 1.6.E+00 2.1.E-04 0.0.E+00 Q17 3.2.E+04 3.0.E-04 1.0.E+00 3.1.E-05 0.0.E+00
AJ6 1.0.E+04 1.0.E+04 2.9.E+00 2.8.E-04 0.0.E+00 R10 1.8.E+04 3.0.E-04 1.0.E+00 55.E-05 0.0.E+00
AJ7 1.2.E+04 55.E+03 1.6.E+00 1.3.E-04 0.0.E+00 R11 2.0.E+04 1.2.E+04 45.E+02 2.2.E-02 3.4.E-03
AJ8 1.4.E+04 9.3.E+03 2.7.E+00 1.9.E-04 5.0.E-05 R12 24.E+04 2.3.E+04 6.8.E+01 2.8.E-03 5.4.E-03
AJ9 1.6.E+04 5.9.E+03 1.8.E+00 1.1.E-04 1.9.E-03 R13 2.6.E+04 25.E+04 9.9.E+01 3.7.E-03 5.5.E-03
AK10 1.8.E+04 9.9.E+03 35.E+00 1.9.E-04 5.0.E-03 R14 2.8.E+04 2.7.E+04 1.1.E+03 3.9.E-02 4.0.E-03
AK11 2.0.E+04 8.9.E+03 55.E+02 2.7.E-02 3.0.E-03 R15 3.0.E+04 2.8.E+04 1.4.E+04 4.8.E-01 5.0.E-03
AK12 2.2.E+04 2.1.E+04 2.0.E+00 8.9.E-05 6.2.E-03 R16 3.0.E+04 25.E+04 49.E+03 1.6.E-01 1.4.E-01
AK13 2.4.E+04 2.0.E+04 1.0.E+00 4.1.E-05 1.2.E-03 R17 3.2.E+04 6.5.E+03 8.7.E+03 2.7.E-01 4.7.E-02
AK14 2.6.E+04 1.3.E402 1.0.E+00 3.8.E-05 6.8.E-06 R18 3.4.E+04 3.0.E-04 1.0.E+00 3.0.E-05 0.0.E+00
AK15 2.8.E+04 3.0.E-04 1.0.E+00 3.5.E-05 0.0.E+00 S10 1.8.E+04 3.0.E-04 1.0.E+00 5.5.E-05 0.0.E+00
AK16 3.0.E+04 3.0.E-04 1.0.E+00 3.3.E-05 0.0.E+00 S11 2.5E+04 2.3E+04 3.8.E+03 1.5.E-01 1.2.E-02
AK17 3.2.E+04 1.1.E+04 3.9.E+02 1.2.E-02 1.1.E-02 S12 3.9.E+04 3.6.E+04 9.2.E+02 2.4.E-02 8.1.E-03
AK18 3.4.E+04 3.3.E+04 1.0.E+03 3.0.E-02 1.1.E-01 S13 2.6.E+04 2.5E+04 9.7.E+01 3.7.E-03 5.3.E-03
AK19 3.6.E+04 35.E+04 29.E+03 8.1.E-02 22.E-02 S14 2.8.E+04 2.7.E+04 1.2.E+03 44.E-02 3.4.E-03
AK20 3.7.E+04 35.E+04 3.1.E+03 8.3.E-02 42.E-01 S15 2.8.E+04 2.8.E+04 6.5.E+03 2.3.E-01 4.1.E-03
AK21 3.9.E+04 2.7.E+04 1.3.E405 3.2.E+00 1.6.E+00 S16 3.0.E+04 3.0.E+04 3.3.E+04 1.1.E+00 1.4.E-01
AK22 4.1.E+04 1.2.E+03 1.2.E405 2.8.E+00 3.0.E-01 S17 3.2.E+04 2.0.E+04 7.7.E+03 2.4.E-01 1.1.E-01
AK23 42.E+04 3.8.E+04 1.3.E+06 3.1.E+01 1.2.E+02 S18 3.4.E+04 6.3.E+03 3.2.E+03 9.6.E-02 22.E-02
AK24 46.E+04 4.0.E+04 5.9.E+06 1.3.E+02 1.5.E+02 S19 3.6.E+04 2.3.E+03 44.E+02 1.2E-02 1.4.E-02
AK25 5.2.E+04 5.0.E+04 7.7.E406 1.5.E402 2.0.E+02 T10 1.8.E+04 3.2.E+02 1.0.E+00 5.5.E-05 44.E-04
AK26 5.1.E+04 4.9.E+04 1.4.E+06 2.7.E+01 2.2 E+02 ™ 2.0.E+04 1.9.E+04 1.0.E400 4.9.E-05 2.3.E-02
AK27 5.0.E+04 4.9.E+04 1.2.E406 2.5.E+01 49.E+01 T12 2.2.E+04 2.2 E+04 1.0.E400 4.5.E-05 2.0.E-02
AK28 5.0.E+04 4.9.E+04 1.9.E+06 3.8.E+01 3.4.E+01 T13 2.4.E+04 2.4.E+04 1.9.E+01 7.9.E-04 1.3.E-02
AK29 5.1.E+04 48.E+04 8.7.E405 1.7.E401 3.3.E+01 T4 2.8.E+04 2.7.E+04 1.0.E402 3.7.E-03 3.4.E-03
AK30 5.3.E+04 4.2.E404 1.7.E406 3.2.E+01 1.8.E+01 Ti5 3.0.E+04 2.9.E+04 4.4.E+02 1.5.E-02 2.9.E-03
AK31 5.4.E+04 3.3.E+03 1.1.E405 2.0.E+00 3.2.E+00 T16 3.2.E+04 3.1.E+04 3.2.E+02 1.0.E-02 8.8.E-02
AK32 55.E+04 3.0.E-04 1.0.E+00 1.8.E-05 0.0.E+00 T7 3.3.E+04 3.3.E+04 2.9.E+03 8.9.E-02 1.1.E-01
AK4 2.9.E+03 1.6.E402 1.0.E+00 35.E-04 0.0.E+00 T18 3.4.E+04 1.7.E+04 35.E+04 1.0.E+00 5.8.E-02
AK5 7.6.E+03 6.6.E+03 2.0.E+00 2.6.E-04 0.0.E+00 T19 3.6.E+04 8.6.E+03 2.7.E+03 7.6.E-02 4.9.E-02
AK6 9.8.E+03 9.1.E+03 2.7.E+00 2.7.E-04 0.0.E+00 T20 3.7.E+04 1.2.E-03 42.E+00 1.1.E-04 0.0.E+00
AK7 1.2.E+04 4.7.E+03 1.0.E+00 8.4.E-05 0.0.E+00 u10 1.8.E+04 1.5.E+03 1.0.E+00 5.5.E-05 1.9.E-03
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Po_pula- 4 Populati 4
Air N (I;iri}d+ Po_pula- dsr?gity _CG?L:I@I Air AR (I;iﬂd+ Pqpula- de(r)1rs]ity 'Agurrlgl-fIt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(
(total km2-y)) (total km2-y))
area)) area))

AK8 1.4.E+04 8.5.E403 2.4.E+00 1.7.E-04 8.2.E-06 u11 2.0.E+04 1.9.E+04 1.0.E+00 4.9.E-05 2.2.E-02
AK9 1.6.E+04 1.0.E+04 3.6.E+00 2.2.E-04 5.7.E-03 u12 22.E+04 22.E+04 55.E+02 25.E-02 2.1.E-02
AL10 1.8.E+04 1.5.E404 5.8.E+00 3.2.E-04 75.E-03 U13 24.E+04 24.E+04 1.0.E+00 4.1.E-05 7.4.E-03
AL11 2.0.E+04 44.E+03 1.0.E+00 49.E-05 1.5.E-03 u14 2.6.E+04 2.6.E+04 2.1.E+01 8.0.E-04 6.4.E-03
AL12 2.2.E+04 1.7.E+04 6.9.E+02 3.1.E-02 5.6.E-03 u15 3.0.E+04 2.9.E+04 1.2.E+03 4.1.E-02 1.9.E-02
AL13 24E+04 1.5.E404 1.0.E+00 4.1.E-05 3.6.E-03 U16 3.2.E+04 3.1.E+04 43.E+02 1.3.E-02 6.7.E-02
AL14 2.6.E+04 5.6.E+03 1.0.E+00 3.8.E-05 1.5.E-03 u17 3.4.E+04 3.3.E+04 6.9.E+02 2.0.E-02 1.2E-01
AL15 2.8.E+04 3.0.E-04 1.0.E+00 35.E-05 0.0.E+00 u18 35.E+04 35.E+04 3.4.E+04 9.6.E-01 1.4.E-01
AL16 3.0.E+04 3.0.E-04 1.0.E+00 3.3.E-05 0.0.E+00 u19 3.6.E+04 2.4.E+04 7.2.E+03 2.0.E-01 9.6.E-02
AL17 3.2.E+04 5.7.E+00 1.0.E+00 3.1.E-05 1.6.E-05 u20 3.7.E+04 5.6.E+03 1.7.E+03 44.E-02 1.1.E-01
AL18 3.4.E+04 2.8.E+04 9.4.E+02 2.8.E-02 8.8.E-03 u21 3.9.E+04 3.0.E-04 1.0.E+00 2.6.E-05 0.0.E+00
AL19 3.6.E+04 3.5.E+04 1.3.E+03 3.7.E-02 22.E-02 V10 1.8.E+04 7.0E+02 3.7.E+01 2.0.E-03 7.1.E-04
AL20 3.7.E+04 3.6.E+04 25.E+03 6.6.E-02 22.E-01 Vi1 2.0.E+04 1.7.E404 1.0.E+00 4.9.E-05 1.1.E-02
AL21 3.9.E+04 3.1E+04 2.1.E+04 5.3.E-01 25.E+00 V12 22.E+04 2.1.E+04 7.7.E+01 3.5.E-03 2.3.E-02
AL22 4.1.E+04 1.6.E+03 6.5.E+04 1.6.E+00 4.2.E-01 V13 24.E+04 2.3.E+04 1.1.E+03 44.E-02 1.1.E-02
AL23 42.E+04 1.2.E+04 34.E+05 8.1.E+00 41.E+01 Vi4 2.6.E+04 2.6.E+04 5.6.E+00 2.1.E-04 6.4.E-03
AL24 46.E+04 1.8.E+04 2.0.E+06 43.E+01 6.6.E+01 V15 3.0.E+04 2.8.E+04 5.7.E+01 1.9.E-03 7.0.E-02
AL25 4.7.E+04 44.E+04 3.2.E+06 6.7.E+01 1.2.E+02 V16 3.2.E+04 3.1.E+04 3.3.E+02 1.0.E-02 1.4.E-01
AL26 5.1.E+04 5.0.E+04 3.7.E+06 7.2.E+01 1.9.E+02 V17 3.4.E+04 3.3.E+04 2.9.E+03 8.7.E-02 14.E-01
AL27 5.1.E+04 5.0.E+04 2.3.E+06 45.E+01 5.9.E+01 V18 3.6.E+04 3.4.E+04 2.4.E+04 6.7.E-01 2.1.E-01
AL28 5.0.E+04 4.9.E+04 2.4.E+06 4.8.E+01 2.4.E+01 V19 3.6.E+04 35.E+04 5.5.E+03 1.6.E-01 25.E-01
AL29 5.2.E+04 4.9.E+04 2.3.E+06 4.8.E+01 2.3.E+01 V20 3.7.E+04 3.4.E+04 3.3.E+04 9.0.E-01 6.5.E-01
AL30 5.3.E+04 4.0.E+04 1.4.E+06 2.7.E+01 6.1.E+01 V21 3.9.E+04 1.2.E404 5.2.E+04 1.3.E+00 3.3.E-01
AL31 5.4.E+04 1.1.E+03 1.5.E+04 2.8.E-01 1.3.E400 V22 4.1.E+04 3.0.E-04 1.0.E+00 25.E-05 0.0.E+00
AL32 55.E+04 3.0.E-04 1.0.E+00 1.8.E-05 0.0.E+00 V23 4.2 E+04 3.0.E-04 1.0.E+00 2.4.E-05 0.0.E+00
AL4 2.9.E+03 8.1.E+02 1.0.E+00 35.E-04 0.0.E+00 V24 45.E+04 3.0.E-04 1.0.E+00 2.2.E-05 0.0.E+00
AL5 7.6.E+03 6.8.E+03 2.3.E+00 3.0.E-04 0.0.E+00 V25 47.E+04 3.0.E-04 1.0.E+00 2.1.E-05 0.0.E+00
AL6 9.8.E+03 8.5.E+03 24E+00 25.E-04 0.0.E+00 V26 4.8.E+04 3.0.E-04 1.0.E+00 2.1.E-05 0.0.E+00
AL7 1.2.E+04 9.3.E+03 2.7.E+00 2.3.E-04 0.0.E+00 V9 1.6.E+04 1.1.E+03 6.9.E+01 4.2.E-03 3.5.E-04
AL8 1.4.E+04 8.2.E+03 24E+00 1.7.E-04 0.0.E+00 w10 1.8.E+04 5.1.E+03 4.7.E+00 2.6.E-04 14.E-03
AL9 1.6.E+04 1.0.E+04 7.6.E+02 4.7.E-02 5.7.E-03 W11 2.0.E+04 1.8.E+04 24.E+02 1.2E-02 2.8.E-03
AM10 1.8.E+04 1.7.E+04 6.3.E+00 35.E-04 74.E-03 W12 2.2 E+04 2.0.E+04 1.0.E+00 4.5.E-05 1.9.E-02
AM11 2.0.E+04 1.9.E+04 6.2.E+00 3.0.E-04 7.6.E-03 w13 2.4.E+04 2.1.E+04 5.3.E+02 2.2.E-02 1.4.E-02
AM12 22.E+04 1.8.E+04 5.5.E+00 25.E-04 7.2.E-03 w14 2.6.E+04 2.6.E+04 1.6.E+02 6.2.E-03 5.5.E-03
AM13 2.4.E+04 1.6.E+04 8.2.E+02 3.4.E-02 49.E-03 W15 2.8.E+04 2.8.E+04 5.8.E+02 2.0.E-02 1.1.E-01
AM14 2.6.E+04 8.3.E+03 1.0.E+00 3.8.E-05 2.2.E-03 W16 3.2.E+04 3.1.E+04 5.1.E+03 1.6.E-01 5.5.E-01
AM15 2.8.E+04 3.0.E-04 1.0.E+00 35.E-05 0.0.E+00 w17 3.4.E+04 3.3E+04 3.9.E+03 1.2.E-01 2.2.E+00
AM16 3.0.E+04 3.0.E-04 1.0.E+00 3.3.E-05 0.0.E+00 w18 3.6.E+04 3.4.E+04 3.3.E+04 9.3.E-01 5.1.E-01
AM17 3.2.E+04 3.0.E-04 1.0.E+00 3.1.E-05 0.0.E+00 w19 3.7.E+04 3.6.E+04 8.3.E+04 22.E+00 9.0.E-01
AM18 34.E+04 2.1.E+04 5.1.E+02 1.5.E-02 2.9.E-03 W20 3.8.E+04 3.7.E+04 2.6.E+04 6.7.E-01 1.9.E+00
AM19 3.7.E+04 3.6.E+04 8.8.E+02 2.3.E-02 5.8.E-02 w21 4.0.E+04 2.1.E+04 3.0.E+06 7.6.E+01 6.7.E-01
AM20 3.9.E+04 3.8.E+04 1.0.E+03 2.6.E-02 3.4.E-01 w22 4.0.E+04 3.0.E+04 1.1.E+06 2.6.E+01 3.4.E+01
AM21 4.1.E+04 3.9.E+04 1.6.E+04 4.0.E-01 1.1.E+00 w23 42.E+04 3.0.E+04 2.7.E+06 6.3.E+01 1.3.E+01
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Po_pula- 4 Populati 4
Air N (I;iri}d+ Po_pula- dsr?gity _CG?L:I@I Air AR (I;iﬂd+ Pqpula- de(r)1rs]ity 'Agurrlgl-fIt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(
(total km2-y)) (total km2-y))
area)) area))

AM22 4.1.E+04 3.0.E+04 1.5.E405 3.7.E+00 5.7.E+00 w24 45.E+04 3.6.E+04 5.2.E+05 1.2.E+01 1.4.E+01
AM23 42.E+04 1.6.E403 3.1.E+05 7.2.E+00 4.6.E-01 W25 46.E+04 3.3.E+04 2.1.E+05 45.E+00 4.2.E+01
AM24 4.7.E+04 4.0.E+03 7.1.E+06 1.5.E+02 1.5.E+01 W26 48.E+04 2.0.E+04 7.1.E+05 1.5.E+01 3.0.E+01
AM25 48.E+04 1.1.E+03 3.1.E+06 6.4.E+01 5.6.E-01 w27 49.E+04 3.8.E+02 1.6.E+05 3.2.E+00 4.9.E-01
AM26 5.1.E+04 4.9.E+04 4.8.E+06 9.4.E+01 9.8.E+01 w28 5.1.E+04 3.0.E-04 1.0.E+00 2.0.E-05 0.0.E+00
AM27 5.0.E+04 4.9.E+04 1.8.E+06 35.E+01 3.7.E+01 w7 1.2.E+04 2.0.E+02 1.0.E+00 8.4.E-05 0.0.E+00
AM28 5.1.E+04 4.9.E+04 3.2.E+06 6.4.E+01 24.E+01 w8 1.4.E+04 2.8.E+03 1.0.E+00 7.1.E-05 1.0.E-03
AM29 5.2.E+04 4.9.E+04 4.8.E+06 9.1.E+01 3.2.E+01 w9 1.6.E+04 1.5.E+04 5.6.E+00 35.E-04 4.8.E-03
AM30 5.2.E+04 46.E+04 1.3.E+06 2.4.E+01 8.2.E+01 X10 1.8.E+04 4.7.E+03 1.0.E+00 5.5.E-05 1.4.E-03
AM31 5.4.E+04 9.8.E+03 9.0.E405 1.7.E+01 2.2.E+01 X1 2.0.E+04 1.8.E+04 1.0.E+00 4.9.E-05 1.8.E-03
AM32 55.E+04 1.1.E+03 1.2.E406 2.2.E+01 75.E-03 X12 2.2.E+04 1.9.E+04 1.0.E+00 4.5.E-05 1.4.E-02
AM33 5.6.E+04 3.7.E-02 1.2.E402 22.E-03 0.0.E+00 X13 2.4.E+04 1.9.E+04 2.7.E+00 1.1.E-04 1.7.E-02
AM4 2.9.E+03 1.3.E+03 1.0.E+00 35.E-04 0.0.E+00 X14 2.6.E+04 2.4.E+04 5.6.E+00 2.1.E-04 7.7.E-03
AM5 7.6.E+03 75.E+03 2.8.E+00 3.7.E-04 0.0.E+00 X15 2.8.E+04 2.6.E+04 1.3.E+03 4.6.E-02 2.6.E-02
AM6 1.0.E+04 1.0.E+04 32.E+00 3.1.E-04 0.0.E+00 X16 3.2.E+04 3.1.E+04 46.E+02 1.5.E-02 6.3.E-01
AM7 1.2.E+04 9.8.E+03 1.8.E402 1.5.E-02 0.0.E+00 X17 34.E+04 3.2.E+04 2.1.E+04 6.3.E-01 7.2.E+00
AM8 1.4.E+04 9.3.E+03 2.7.E+00 1.9.E-04 0.0.E+00 X18 3.6.E+04 3.4.E+04 3.0.E+04 8.5.E-01 8.7.E+00
AM9 1.6.E+04 1.2.E+04 3.6.E+02 22.E-02 7.0.E-03 X19 3.7.E+04 3.7.E+04 42.E+04 1.1.E+00 7.0.E-01
AN10 1.8.E+04 1.8.E+04 6.0.E+00 3.3.E-04 6.7.E-03 X20 3.9.E+04 3.8.E+04 1.3.E+05 3.3.E+00 1.7.E400
AN11 2.0.E+04 5.7.E+03 2.1.E+03 1.0.E-01 2.3.E-03 X21 3.9.E+04 2.9.E+04 7.0.E+05 1.8.E+01 2.4.E+00
AN12 22.E+04 5.0.E+03 1.6.E+00 7.4.E-05 2.0.E-03 X22 42.E404 1.1.E+03 3.3.E+06 7.9.E401 1.2.E-02
AN13 2.4.E+04 2.9.E+03 1.0.E+00 4.1.E-05 9.4.E-04 X23 5.0.E+04 4.8.E+04 5.3.E+05 1.1.E+01 2.4.E401
AN14 2.6.E+04 5.9.E+03 1.0.E+00 3.8.E-05 1.7.E-03 X24 5.0.E+04 4.8.E+04 1.1.E+05 2.2.E+00 2.8.E+01
AN15 2.8.E+04 3.3.E+02 1.0.E+00 35.E-05 8.1.E-05 X25 5.0.E+04 4.8.E+04 2.9.E+05 5.9.E+00 6.0.E+01
AN16 3.0.E+04 2.0.E402 1.0.E+00 3.3.E-05 48.E-05 X26 5.1.E+04 4.9.E+04 3.5.E+06 6.9.E+01 6.6.E+01
AN17 3.2.E+04 6.5.E+01 1.0.E+00 3.1.E-05 1.4.E-05 X27 5.1.E+04 42.E+04 7.8.E+06 1.5.E402 44.E+01
AN18 34.E+04 1.5.E403 3.4.E+01 1.0.E-03 2.0.E-04 X28 5.1.E+04 1.3.E+04 4.8.E+05 9.5.E+00 1.8.E+00
AN19 3.6.E+04 1.1.E+04 29.E+03 8.3.E-02 43.E-02 X29 5.2.E+04 1.9.E-01 6.3.E+02 1.2E-02 0.0.E+00
AN20 3.7.E+04 35.E+04 3.8.E+03 1.0.E-01 1.2.E+00 X7 1.2.E+04 43.E+03 1.0.E+00 8.4.E-05 0.0.E+00
AN21 3.9.E+04 3.9.E+04 75.E+04 1.9.E+00 3.6.E+00 X8 1.4.E+04 4.1.E+03 1.0.E+00 7.1.E-05 1.4.E-03
AN22 4.1.E+04 3.8.E+04 1.8.E405 4.4.E+00 75.E+00 X9 1.8.E+04 1.7.E+04 1.0.E+00 5.5.E-05 5.0.E-03
AN23 42.E+04 1.6.E+04 2.4.E+05 5.8.E+00 25.E+01 Y10 1.8.E+04 3.8.E+03 1.3.E+03 7.2.E-02 1.1.E-03
AN24 46.E+04 2.8.E+04 2.3.E+06 5.0.E+01 1.9.E402 Y11 2.0.E+04 1.3.E+04 9.7.E+03 4.8.E-01 1.3.E-03
AN25 4.9.E+04 2.1.E+03 6.1.E+06 1.3.E+02 9.2.E-02 Y12 22.E+04 1.9.E+04 2.2 E+04 1.0.E+00 1.4.E-02
AN26 5.0.E+04 48.E+04 1.5.E+06 2.9.E+01 46.E+01 Y13 24.E+04 2.0.E+04 1.7.E+04 6.9.E-01 1.9.E-02
AN27 4.9.E+04 48.E+04 2.0.E+06 4.2.E+01 1.7.E+01 Y14 2.6.E+04 2.4.E+04 3.6.E+04 1.4.E+00 1.1.E-02
AN28 5.1.E+04 48.E+04 4.4.E406 8.6.E+01 2.2.E+01 Y15 2.8.E+04 2.7.E+04 4.7.E+04 1.7.E400 1.8.E-02
AN29 5.2.E+04 45E+04 2.1.E+06 4.0.E+01 7.2.E+00 Y16 3.2.E+04 3.1.E+04 1.6.E+05 5.1.E+00 7.4.E-01
AN30 5.3.E+04 22.E+04 1.6.E+06 3.0.E+01 7.8.E+00 Y17 3.4.E+04 3.3.E+04 3.1.E+05 9.2.E+00 9.8.E+00
AN31 5.5.E+04 2.7.E+04 45.E+06 8.1.E+01 1.2.E+01 Y18 3.6.E+04 3.4.E+04 55.E+05 1.5.E+01 1.9.E+01
AN32 5.6.E+04 35.E+04 5.4.E+06 9.6.E+01 25.E+01 Y19 3.8.E+04 3.7.E+04 1.7.E+06 45.E+01 6.6.E+00
AN33 5.7.E+04 7.9.E+03 2.7.E+06 49.E+01 2.0.E-02 Y20 4.0.E+04 3.9.E+04 1.8.E+06 45.E+01 2.0.E+00
AN4 2.9.E+03 25.E+03 1.0.E+00 35.E-04 0.0.E+00 Y21 3.9.E+04 3.2.E+04 1.1.E+06 2.9.E+01 25.E+00
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Po_pula- 4 Populati 4
Air N (I;iri}d+ Po_pula- dsr?gity _CG?L:I@I Air AR (I;iﬂd+ Pqpula- de(r)1rs]ity 'Agurrlgl-fIt
ﬁlell (km2) paved) tion (pers/ intensity cell (km2) paved) tion (pers/ intensity
o. (km2) (pers) km2 (t/( No. (km2) (pers) km2 (t/(
(total km2-y)) (total km2-y))
area)) area))
AN5 8.5.E+03 8.5.E+03 2.8.E+00 3.3.E-04 0.0.E+00 Y22 4.1.E+04 1.3.E+03 1.0.E+05 25.E+00 9.7.E-02
AN6 1.1.E+04 1.1.E+04 3.4.E+00 3.1.E-04 0.0.E+00 Y23 5.0.E+04 49.E+04 1.0.E+05 2.0.E+00 1.9.E+01
AN7 1.2.E+04 1.1.E+04 3.0.E+00 25.E-04 0.0.E+00 Y24 5.0.E+04 49.E+04 1.0.E+05 2.0.E+00 8.6.E+00
AN8 1.4.E+04 9.1.E+03 2.6.E+00 1.9.E-04 0.0.E+00 Y25 5.0.E+04 5.0.E+04 1.0.E+05 2.0.E+00 4.1.E+00
AN9 1.6.E+04 1.1.E+04 4.0.E+00 25.E-04 6.6.E-03 Y26 5.0.E+04 49.E+04 1.0.E+05 2.0.E+00 8.4.E+00
AO010 1.8.E+04 1.6.E+04 55.E+00 3.0.E-04 5.7.E-03 Y27 5.1.E+04 49.E+04 1.5.E+06 2.9.E+01 4.1.E+01
AO11 2.0.E+04 2.9.E+03 1.0.E+00 49.E-05 7.9.E-04 Y28 5.0.E+04 47.E+04 2.6.E+06 5.2.E+01 5.0.E+01
AO012 22.E+04 3.0.E-04 1.0.E+00 45E-05 0.0.E+00 Y29 5.3.E+04 1.9.E+04 4.1.E+06 7.8.E401 2.3.E+01
AO13 2.4.E+04 2.1.E+03 1.0.E+00 4.1.E-05 5.2.E-04 Y7 1.2E+04 6.9.E+03 2.7.E+01 2.3E-03 0.0.E+00
AO14 2.6.E+04 44.E+03 2.8.E+02 1.1.E-02 1.1.E-03 Y8 1.4E+04 3.3.E+03 1.9.E+02 1.3.E-02 6.4.E-04
AO15 2.8.E+04 44.E+03 43.E+02 1.5.E-02 8.4.E-04 Y9 1.6.E+04 1.4.E+04 2.7.E+02 1.7.E-02 45.E-03
AO16 3.0.E+04 5.4.E+03 1.2.E+03 4.1.E-02 8.8.E-04 Z10 1.8.E+04 1.4.E+04 1.3.E+03 7.2.E-02 4.1.E-03
AO17 3.2.E+04 2.6.E+03 7.6.E402 24.E-02 5.8.E-04 n 2.0.E+04 1.5.E+04 9.7.E+03 4.8.E-01 2.4.E-03
AO18 34E+04 1.3.E+04 9.0.E+02 2.7.E-02 9.2.E-03 Z12 22.E+04 2.0.E+04 22.E+04 1.0.E+00 14.E-02
AO19 3.6.E+04 1.7.E404 5.1.E+03 1.4.E-01 1.2.E-02 Z13 2.4.E+04 2.0.E+04 1.7.E+04 6.9.E-01 1.9.E-02
A020 3.7.E+04 32.E+04 1.9.E+03 5.1.E-02 1.7.E400 Z14 2.6.E+04 25.E+04 3.6.E+04 1.4.E+00 1.5.E-02
AO21 3.9.E+04 3.9.E+04 1.1.E405 2.9.E+00 4.0.E+00 Z15 3.4.E+04 3.2.E+04 47.E+04 1.4.E+00 6.1.E-02
A022 4.1.E+04 3.9.E+04 1.4.E+05 3.4.E+00 7.6.E+00 Z16 3.2.E+04 3.1.E+04 1.6.E405 5.1.E+00 22.E+00
A023 42.E+04 3.1E+04 1.1.E+06 2.7.E+01 3.1.E+01 217 3.4.E+04 3.2.E+04 3.1.E+05 9.2.E+00 1.1.E+01
AO024 48.E+04 6.1.E403 8.6.E+06 1.8.E+02 1.4.E+01 Z18 3.6.E+04 3.4.E+04 5.5.E+05 1.5.E+01 2.2.E+01
A025 5.1.E+04 4.9.E+04 2.6.E+06 5.2.E+01 5.0.E+01 Z19 3.8.E+04 3.7.E+04 1.7.E+06 45.E+01 25.E+01
A026 48.E+04 46.E+04 1.9.E+08 3.9.E+01 1.7.E+01 720 4.0.E+04 3.9.E+04 1.8.E+06 45.E+01 2.1.E401
A027 4.9.E+04 46.E+04 2.4.E+06 5.0.E+01 2.8.E+01 221 3.9.E+04 3.9.E+04 1.1.E+06 2.9.E+01 3.1.E+00
AO028 5.1.E+04 45.E+04 3.3.E+06 6.5.E+01 1.3.E+01 222 41.E+04 5.4.E+03 1.0.E+05 25.E+00 4.2.E-01
A029 5.2.E+04 1.1.E+04 6.0.E405 1.2.E+01 2.9.E+00 223 5.0.E+04 4.9.E+04 1.0.E+05 2.0.E+00 1.9.E+01
A030 5.3.E+04 3.0.E-04 1.0.E+00 1.9.E-05 0.0.E+00 724 5.0.E+04 49.E+04 1.0.E+05 2.0.E+00 8.6.E+00
A031 5.4.E+04 3.0.E-04 1.0.E+00 1.9.E-05 0.0.E+00 725 5.0.E+04 5.0.E+04 1.0.E+05 2.0.E+00 4.1.E+00
A032 5.5.E+04 1.4.E+01 46.E+04 8.5.E-01 0.0.E+00 726 5.0.E+04 49.E+04 1.0.E+05 2.0.E+00 8.4.E+00
A033 5.6.E+04 9.5.E+00 32.E+04 5.6.E-01 0.0.E+00 z27 5.1.E+04 4.9.E+04 1.5.E+06 2.9.E+01 4.1.E+01
AO4 3.7.E+03 3.6.E+03 1.0.E+00 2.7.E-04 0.0.E+00 728 5.0.E+04 47.E+04 2.6.E+06 5.2.E+01 5.0.E+01
AO5 8.4.E+03 8.3.E+03 2.8.E+00 3.3.E-04 0.0.E+00 729 5.3.E+04 1.9.E+04 4.1.E+06 7.8.E+01 2.3.E+01
AO6 1.2.E+04 1.2.E+04 3.4.E+00 2.9.E-04 0.0.E+00 230 5.3.E+04 3.0.E-04 1.0.E+00 1.9.E-05 0.0.E+00
AO7 1.2.E+04 7.5.E403 2.2.E+00 1.8.E-04 0.0.E+00 26 9.8.E+03 3.0.E-04 1.0.E+00 1.0.E-04 0.0.E+00
AO8 1.4.E+04 9.6.E402 1.0.E+00 7.1.E-05 0.0.E+00 27 1.2E+04 5.6.E+03 2.7.E+01 2.3E-03 0.0.E+00
AO09 1.6.E+04 1.0.E+04 1.4.E+03 8.6.E-02 6.0.E-03 Z8 1.4.E404 5.6.E+03 1.9.E402 1.3.E-02 1.4.E-04
AP10 1.8.E+04 1.8.E+04 5.7.E+00 3.1.E-04 6.8.E-03 29 1.6.E+04 1.4.E+04 2.7.E+02 1.7.E-02 46.E-03
AP11 2.0.E+04 1.0.E+04 3.4.E+00 1.7.E-04 2.8.E-03
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Table 3-5 presents the oral and inhalation infeketion for the different pollutants evauated

in this chapter and used to plot Figure 3-3.
Table 3-5: Oral and inhalation intake fraction for the different pollutants evaluated in this chapter.

Oral intake fraction, using (for the Inhalation intake fraction, using (for
weighted average): the weighted average):
Polluant Population Ap?ggldg:ﬁ ;?2: Population Ap?ggﬂg:g:ll ;?2:
intensity intensity

PM 0.0E+00 0.0E+00 0.0E+00 6.0E-06 7.6E-07 2.9E-07
Benzo(a)pyrene 3.6E-03 8.5E-03 3.4E-03 5.8E-06 5.6E-07 2.2E-07
Tetrachloroethylene 1.5E-08 3.0E-08 1.8E-08 1.3E-05 8.2E-06 5.4E-06
Carbon tetrachloride 1.0E-06 1.7E-06 8.9E-07 5.3E-04 5.2E-04 2.8E-04
1,3-Butadiene 3.9E-12 9.7E-12 3.5E-12 5.2E-06 1.3E-07 4.9E-08
Methomyl 2.2E-04 5.6E-04 1.9E-04 5.8E-06 5.2E-07 2.0E-07
Acephate 1.8E-06 3.3E-06 1.1E-06 5.3E-06 1.5E-07 5.5E-08
Formaldehyde 5.6E-07 1.5E-06 4.6E-07 5.2E-06 1.2E-07 4.4E-08
PCB: 4.0E-04 8.0E-04 4.5E-04 8.2E-06 2.9E-06 1.7E-06
Di(n-octyl) phthalate 6.7E-06 1.7E-05 5.5E-06 5.5E-06 3.2E-07 1.2E-07
Benzene, hexabromo- 3.6E-03 7.4E-03 4.2E-03 8.5E-06 3.4E-06 1.9E-06
Cypermethrin 3.2E-06 6.3E-06 2.5E-06 5.3E-06 1.9E-07 6.9E-08
Mirex 1.5E-04 3.7E-04 1.6E-04 6.2E-06 8.6E-07 3.6E-07
Trifluralin 1.4E-04 3.3E-04 1.6E-04 6.7E-06 1.4E-06 6.3E-07
Dicofol 2.5E-05 6.1E-05 2.1E-05 5.7E-06 4.3E-07 1.6E-07
p-Dichlorobenzene 2.5E-07 4.9E-07 3.0E-07 1.3E-05 8.1E-06 5.4E-06
Aldrin 5.3E-08 1.3E-07 4.4E-08 5.2E-06 1.3E-07 4.8E-08
1,1,2,2-Tetrachloroethane 6.4E-06 1.2E-05 7.5E-06 2.5E-05 2.1E-05 1.5E-05
Captan 5.5E-07 1.4E-06 5.1E-07 5.6E-06 4.1E-07 1.5E-07
Pronamide 7.4E-05 1.6E-04 9.2E-05 8.9E-06 4.1E-06 2.3E-06
Anthracene 1.7E-05 4.2E-05 1.7E-05 6.3E-06 9.7E-07 3.8E-07
gamma-Hexachlorocyclohexane 6.2E-05 1.5E-04 7.1E-05 7.0E-06 1.8E-06 7.9E-07
Dimethyl phthalate 1.4E-05 3.3E-05 1.5E-05 7.1E-06 1.9E-06 8.6E-07
Methanol 5.0E-06 1.2E-05 5.6E-06 7.1E-06 2.1E-06 9.5E-07
1,2-Dichloroethane 9.2E-07 1.7E-06 1.0E-06 2.5E-05 2.1E-05 1.5E-05
Ethyl acetate 4.2E-08 1.0E-07 4.0E-08 6.5E-06 1.2E-06 4.9E-07
N-Nitrosodiethylamine 1.3E-07 3.5E-07 1.1E-07 5.2E-06 1.3E-07 4.7E-08
Thioperoxydicarbonic diamide, tetramethyl- 6.9E-05 1.8E-04 6.9E-05 5.9E-06 5.9E-07 2.4E-07
Propoxur 1.9E-06 4.2E-06 1.4E-06 5.2E-06 9.5E-08 3.5E-08
1H-Isoindole-1,3(2H)-dione, 2-
(trichloromethyl)thio - 2.2E-05 4.1E-05 1.5E-05 5.5E-06 2.6E-07 9.9E-08
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4. Intake fractions and characterization factors for particulate
matter: Review and recommendations for life-cycle ssessment

Particulate matter (PM) is a significant cause df¥esse human health effects (Pope et al.
2009). However, the IMPACT North America model deped in Chapter 2 is actually more
specifically developed for organic molecules rattiean PM. The IMPACT North America
model can evaluate the fate and exposure of prifedMybut not of secondary PM. Therefore |
initiated an effort to evaluate how to model theéake fractions of PM using alternative
approaches and models.

4.1. Summary

PM is a significant cause of adverse human heéfiglcts. To foster health assessment of
PM in life-cycle assessment, | review values for RVl two parameters: intake fraction (the
fraction of emissions that are inhaled) and charaztion factor (the human health damage per
mass emitted). My approach presents impacts fronbBd&d on the emissions source height and
the “archetypal” emissions environment (indoor wuersoutdoor; urban, rural, or remote
locations). Recommended intake fraction and inteaim@racterization factor values are provided
for primary PM,, primary coarse PM (PM29, primary PM s and secondary inorganic PM
(from SQ, NO, and NH). Considering an emission-weighted average stasghh intake
fraction values (and characterization factors icrmidisability-adjusted life yearsiDALY, the
number of years that are lost within the populabenause of mortality or morbidity) per kg) for
primary PMs for urban, rural, and remote areas are 19 (3,40ALY/kg), 2.2 (390
uDALY/kg), and 0.084 (14.DALY/kg) ppm, respectively. For secondary PM, s@ulacation
and source characteristics have only a minor infteeon the magnitude of the intake fraction,
except for remote locations where results can iveldhan elsewhere by an order of magnitude.
For indoor household emissions, typical intaketfoas and characterization factors are 4,700
ppm and 610,000 micneDALY per kg, respectively — values that are abow to three orders
of magnitude greater than outdoor urban or rurdeases. The intake fractions (and
characterization factors) averaged over sourcditotand stack height distribution are 7.0 ppm
(n/d nDALY/kg) for primary PMy.25and 10 ppm (1,80QDALY/kg) for primary PMys. For
secondary PM, intake fraction (and characterizatfanotor) values are 0.79 ppm (110
uDALY/kg) for SO,, 0.16 ppm (13uDALY/kg) for NOy, and 1.5 ppm (12@DALY/kg) for
NHs. This chapter aims to provide as complete and istam an archetype framework as
possible, given current understanding of each tailu Values presented here facilitate
incorporating regional impacts into life-cycle assment for human health damage from PM.

4.2. Introduction

This chapter aims to review and recommend a camgiset of factors for intake of, and
human health damage from, primary and secondary PM.

Several studies show that PM causes serious advea#th effects, including reduced life
expectancy, lung cancer, asthma, low birth weigid premature birth (Dockery et al. 1993,
Dockery and Pope, 1994, Pope et al. 1995, Popé 80@2, Pope et al. 2009, Kuenzli et al.

* Not available. See main text for explanation.
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2000, Laden et al. 2000, Laden et al. 2006, Cookd. 2007, Bell et al. 2008, Schwartz et al.
2008, Siddiqui et al. 2008, Jerrett et al. 2008nbdent PM can be primary (i.e., directly emitted)
or secondary (i.e., formed in the atmosphere froecyrsors). Precursors involved in secondary
PM formation include sulfur dioxide (S nitrogen oxides (N§, ammonia (NH), and volatile
and semi-volatile organic compounds.

Several life-cycle impact assessment methods healeated the human health damage
per mass of particles emitted (Hofstetter 1998 ¢eB#ral. 2003, Jolliet et al. 2003, Van Zelm et
al. 2008). Hofstetter (1998) generated one of tist life-cycle impact assessment approaches
evaluating damage factors for PM, based on a densisitegration of data from existing models
and epidemiological studies. Since then, reseasdiere continued to develop fate and exposure
models (Levy et al. 2002, Marshall et al. 2005, @ret al. 2007, Rosenbaum et al. 2008) and
revise epidemiological data (Pope et al. 2002, Kliext al. 2000Laden et al. 2006, Schwartz et
al. 2008). Previous reviews suggest that humartthdaimage needs to be assessed in a regional
context to increase the confidence in, accuracy amiti acceptance of life-cycle impact
assessment results (Potting and Hauschild 2006h&est et al. 2007, Reap et &008). Potting
et al. (2007), reviewing life-cycle impact assessnresearch on PM, suggested the need for
consistency in fate, exposure, and effect evaloafitne present work aims to fill this gap by
providing consistent damage factors that considehetypal differences among regions
(“regionalization”).

The objectives of this chapter are to review meshththt provide intake fractions and
characterization factors of PM, and to recommengatrc@location intake fraction and interim
characterization factor matrices that facilitateraightforward application to life-cycle
assessment, in a manner consistent with currembagipes for organic pollutants.

| first describe the general framework for calcuigt damage factors, considering
regionalization and suggesting parameters to etaldden | review estimated intake fraction
values. | evaluate and suggest parameters to eyrdee different environmental and exposure
situations, and propose a matrix of recommendekénfractions. | close by proposing a set of
interim effect factors and characterization fact@sd by discussing the outlook for further
research. This chapter is based on a meta-reviewlemented with expert judgment.

The work reported here was done in coordinatioih &itd is compatible with the UNEP-
SETAC Life Cycle Initiative task force responsibfer PM and with the review and
recommendations on life-cycle impact assessmenerfmadhe European Union by a consortium
of experts (European Commission, DG Joint ResearCentre, available at
http://Ict.jrc.ec.europa.eu). While this chaptealeates PM only, a similar approach could be
developed for other pollutants or environmental iI¢dot evaluated in this dissertation).

4.3. Methods

General framework

Human health impacts can be expressed using dtgaduljusted life years (DALYs —
Murray and Lopez 1996). Other health indicator aist, such as premature death, life-
expectancy or quality-adjusted life years (QALYhelof the advantages of the DALY is that it
accounts for several forms of burden such as nityrhd morbidity. Furthermore, most impact
methods used in life-cycle assessment use thelUDIALY to express damage to human health.
Using a unit that is compatible with units that afeeady used in life-cycle impact assessment
makes the results herein directly usable in lifekeympact assessment.
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In life-cycle assessment, the characterizationofa@@F, DALY Kgemited') Of a given
atmospheric emission can be evaluated as the grotltaur parameters.
CF =SFxDR x XF xFF = EF xiF (4-1)

The fate factorRF, kg per [K@mitea 0'']) relates the emission rate kgead™) to the
mass in the exposure medium {Rgthe exposure factoX€, [Kginaedd?] per kai) determines
the change in intake rate per change in mass ierkigonment; the dose-respon&R( health
impact per kgnhaeg indicates the change in morbidity or mortalityriatitable to a change in
intake; and, the severity factoBK, DALY per health impact) is the severity per chang
morbidity or mortality. The emitted pollutant caa b single chemical or a group of chemicals,
and it can be a primary pollutant or a contributmra secondary pollutant (Rosenbaum et al.
2007).

As shown in Equation 4-1, two tern¥$ andFF are often combined into intake fraction
(iF, KGnhaleda Per k@mite¢ @ common shorthand, employed below, is to cont@rppm, i.e.,
MGnhaled PEF K@mitted (BeNnett et al. 2002), and the remaining teBRaaNdDR can be combined
in the effect factor EF, DALY kginnaied). Intake fraction for primary pollutants indicattee
fraction of the emission taken in (inhaled) by gogulation; intake fraction for secondary PM is
the mass of PM attributable to a specific precumsbaled per mass emission of the precursor.
Note that in cases secondary PM is composed ofitttgen and sulfur such as in (W80,
an issue of double counting may appear when adtimglamage from Nfemissions and SO
emissions. This is limitation of the approach deped in the present dissertation and would
require further work to better address this isstidauble counting. Figure 4-1 illustrates the
cause-effect chain of fate, exposure, dose-respanseseverity assessment.

Life-cycle impact assessment studies often assufmear, no-threshold dose response
curve, an approach that for PM is supported byrséwtudies (WHO 2006, Roman et al. 2008,
Schwartz et al. 2008). However, in cases where B\tentrations are higher or lower than those
observed in epidemiological studies (typically, ~38 ug m* for PMys), the linearity
assumption may not apply.

Example of factors to consider: Intermediiary and final outputs metrics pizz;zggce;tféftg?s
Composition, particle size distribution, — - 3
stack height, primary PM and ’ Emission to aif [kgen/y] ‘
precursors. Fate [y] Intake
; - ; fraction
Meteoro!ogy, wind speed, mixing height, Mass in the ai [kg,] ‘ > iF
primary and secondary PM. ka
EXpOSU re [y-1] [ gin gem]
Exposure, population density, CF=EF-iF
composition, particle size distribution. ’ Intake [kg;/y] ‘ < [DALY/Kge,]
Dose-response [cases/kg]
Concentration-response from Effect
epidemiological studies, multiple ’ Disease incidence [cases/y] ‘ \. Factor
endpoints, subpopulation sensitivity. . EF
Severity [DALY/case] [DALYAg,]
Morbidity and mortality. ’ Damage to human health [DALY/y] ‘

J/
Figure 4-1: Emission-to-damage framework for partizlate matter.
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Intake fraction
The inhalation intake fractioniH) of a pollutantp is evaluated using Equation 4-2
(Marshall et al. 2005, Bennett et al. 2002):
j N(t) x BR(t) x C,; (t) x dt
in _ time S , (4-2)

p

whereN (persons) is the number of persons exposed ascéidn of timet (s), BR (m® persort

d™) is the volumetric breathing rate, aBglair (kg m?) is the incremental exposure concentration
attributable to emissio, (kg). | employ here a population average breathatg of 13 m
persoft d* (USEPA 1997).

Factors influencing the intake fraction

Regionalization. Recent studies emphasize the importance of relgatian in life-cycle
assessment (EC 2005, Rochat et al. 2006) andrdtex@osure of PM (Levy et al. 2002, Wang
et al. 2006, Zhou et al. 2006, Greco et al. 20tnio et al. 2009). Several studies show that
intake fraction is strongly correlated with popidatdensity (Greco et al. 200Rosenbaum et
al. 2008,EC 2005,Tainio et al. 2009, Heath et al. 2006, Preiss eP@D8, Spadaro and Rabl
2004) and meteorological conditions (Levy et al020Spadaro and Rabl 2004), especially
mixing height and wind speed (Marshall et al. 20@&it also relative concentrations of sulfate-
nitrate-ammonium as well as temperature. The avwegamethod—for example, arithmetic
versus harmonic mean—may be important for congidennpacts of meteorology on intake
fraction (Marshall et al. 2005).

Height of emission. Fate and exposure of PM is influenced by the heahwhich
pollutants are emitted (Van Zelm et al. 2008yy et al. 2002Heath et al. 2006, Heath and
Nazaroff 2007, Spadaro and Rabl 2004). Life-cynieentories (e.g., ecoinvent — Frischknecht
2005) often distinguish among high-stack (e.g., @oplants), low-stack (e.g., residential wood
combustion), and ground-level sources (e.g., roagsportation). Levy et al. (2002) found that
primary PM s intake fractions are at least four times greatemnfobile (ground-level) emissions
as for stationary-source (elevated) emissions.

Archetypes addressing regionalization and the height of emission. Although the exact
location of emissions is often unknown in life-a@/chssessment, some life-cycle inventories
(e.g., ecoinvent — Frischknecht 2005) and softwave information regarding the location of
emissions (e.g., high versus low population dehsityd some source types can be extrapolated
(e.q., coal power-plants generally involve highcktamissions). Archetypal environments aim to
include vertical and horizontal spatial considenagi in cases where full details (e.g., exact
emission location or population density) are uniabde (Sedlbauer et al. 2007).

| employ four archetypal environments: indoor sesrcand outdoor sources in urban,
rural, and remote locations. | further delineatre¢hcategories for emission height: ground-level,
low-stack and high-stack. Here, stack height gdiyerefers to the physical stack height, and not
effective stack height considering plume rise. Emiss at high altitude (e.g., from airplanes) are
not considered here owing to a lack of relevandisgiaddressing the fate and exposure of PM
emitted at high altitude. | do not distinguish amamound-level sources (e.g., area sources, on-
road mobile, off-road mobile), though | recognibattfurther refinement on this point may be
beneficial. Marshall (2005) concluded that intakacfions for ground-level urban sources are
~1.3 to 5.1 times higher for on-road emissions floaff-road emissions.
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Types of PM. The PM-related pollutants considered in this wark primary PMb,
primary PMgo.25 primary PM s and secondary PM from SONGOy, and NH. | also summarize
results for direct exposure to IO, and NH, so that effects from direct exposure can also be
taken into account in characterization factors,titl@ugh being dominated by secondary PM
exposure, would be applied to emissions 0of;,,SRO; and NH, and should therefore also
account for the damage from direct exposure. Becatishe lack of data, secondary PM from
volatile organic compounds is outside the scopthiefchapter but is recommended as an area of
further research (Muller and Mendelsohn 2007, Wlecet al. 2007, Kanakidou et al. 2005).
Finally, carbon monoxide (CO) is also evaluatedalise this chemical is often reported along
with primary and secondary PM in the so-called retory inorganics” impact category by life-
cycle impact assessment methods.

The intake fraction of secondary PM is calculatgdlividing the mass of secondary PM
inhaled by the mass of precursors emitted. | asstimé SQ creates ammonium sulfate
((NH,)2SOy), that NQ creates ammonium nitrate (NWRO3) and that NH creates both
ammonium sulfate (Np.SQOy) and ammonium nitrate (NJNOs). Further research is needed to
better capture the composition and mass of secgriRldr attributable to precursors as well as
the potential double counting such as in the cdsamumonium sulfate (NE,SO, and the
influence of precursors present in the air anduerice the secondary PM formation of other
precursors.

The two main attributes of PM — the size distribatand the chemical composition —
vary among sources, and may influence the dosemesprelationship. Franklin et al. (2008)
show that certain chemical species significantlydifyo the association between PM and
mortality, suggesting that mass alone may be arelifapt metric when evaluating the health
effects of PM. | do not evaluate the influence dfemical composition — outside of
distinguishing the type of PM described above —effect factor because of limited available
research on this topic.

Source-location framework. The three emission heights (vertical consideratidour
emission locations (horizontal consideration), asid pollutants yield up to 72 possible
combinations. Factors reducing the actual sizehefdource-location-pollutant matrix include
that indoor emissions do not require a stack hemyid stack height is of limited importance for
intake fraction and characterization factor of sety PM.

4.4. Archetype parameterization

This section characterizes representative paramtgeindoor, urban, rural, remote, and
unknown environments.

The need for one geographically average value apdretype, is for cases in life-cycle
assessment when the only information known is that emissions occurred in a specific
archetype, but not where the emission occurred, (€ogtinent). However, if the user knows the
continent where the emissions took place, themusee can use a customized, re-calculated value
based on the information presented in section 4.11.

Indoor. Intake fraction values are approximately threeemsdof magnitude greater for
indoor than for outdoor emissions (Lai et al. 20é;qua et al. 2007, Smith 1988, Klepeis and
Nazaroff 2006, Hellweg et al. 2009). A steady-state-compartment model (Equation 4-3 —
Hellweg et al. 2009) is commonly used to estimat#goor intake fraction values, although
researchers have also considered episodic emis@idararoff 2008) and multicompartment
(Klepeis and Nazaroff 2006) indoor environments.
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IFindoor = fre x N x BR / (Vx m x Key) (4-3)

Here N is the number of persons affected and breathing @teBR (m*h), V is the indoor
volume (nf), mis the mixing factor (unitlesshkey is the air exchange rate’th andfrg (unitless)

is the fraction of time people are exposed, i@.gmissions that occur even when people are not
present. Representative parameters and resultiaggifractions are presented in Table 4-1.

Table 4-1: Representative parameters and resultingptake fractions (iF) for indoor emissions.

iF (ppm) for iF (ppm) for
Type of VIN n a 1 a e "
L (m¥person) m (unitless) Kex (d7) full-time fre (d/d) real time
exposure exposure
household 160 1 12 6,800 0.7 4,700
office 100° 1 24 5,400 0.3 1,600
industrial 1,000 1 240 54 0.6 (assuming 33
two shifts)
@ Adapted from Hellweg et al. (2009).
® Assumption. In need for further research — cutyamder investigation by Hellweg et al. (2009).

My treatment of PM intake fraction for indoor eniss is based on the
recommendations from Hellweg et al. (2009). Howgeuveneed here to acknowledge three
weaknesses that should be considered when impréoheghodeling of indoor intake fractions:
(i) Equation 4-3 is missing deposition as a remgualcess; (b) Equation 4-3 is missing the
temporal correlation between occupancy and emisgiwhich influences the factbre — if PM
releases is correlated with occupancy, thgn—-> 1.0); and (c) Equation 4-3 misses the
potentially important removal process in some ind@mvironments (e.g., offices) from
recirculated air with HVAC filters.

Urban. Definitions for “urban area” vary. The United S&t€ensus defines an area as
urban if the population density is at least 1,086spns milé (390 persons kif) and so long as
the surrounding area has a density of at leastpg@8ons milé (190 persons kif). TRACI
(Bare et al. 2003) employs a threshold populatiensity of 100 persons kmto distinguish
urban versus non-urban. USES-LCA (Van Zelm et @92Huijbregts et al. 2005b) employs an
urban box with average population density of 2,@@@sons k. The population-weighted
average urban area in the United States can beseped as a 49 km49 km square with a
population density of 753 persons krfsee section 2.3 in Chapter 2). On average, ptpnla
density is generally lower in United States cittean in cities worldwide (Marshall 2007).
Globally, urban population densities can reachesmés of 30,000 persons KniMarshall 2007,
Marcotullio and Marshall 2007).

| propose here to parameterize the default urbantbaoeflect the population-weighted
arithmetic average intake fraction for all urbaeas worldwide. Having a default urban box
parameterize based on all urban areas worldwideitgethat to have the resulting intake fraction
directly valid for unknown worldwide supply chaiasd directly usable in impact assessment
methods. In section 4.11 | provide an approach valuate the intake fractions for North
America, for both urban and rural conditions. Rarke fraction calculations, linear population
density (the cross population per unit of distarcg,, the population that is present in a “band”
with a width of one kilometer; Marshall et al. 2Q00&arshall 2007 — see section 4.11) is often a
more useful parameter than areal population den3ibhe default urban box has a linear
population density of 80,000 persons kma population density of 4,000 persons%ma 20 km
x 20 km area and a population of 1.6 million pedpke section 4.11). The mixing height is 250
m and dilution rate (the product of the mixing lretignd wind speed) is of 610°rs', based on
an analysis (Marshall et al. 2005) of USEPA SCRAMiIng height data (USEPA 2002) for 75
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urban areas. | employed harmonic means ratherahdmmetic means because the urban one-
compartment intake fraction is inversely proporéibrio dilution rate and mixing height
(Marshall et al. 2005).

Rural. | represent rural areas with an average mixinghtesaf 1,000 m and a wind speed
of 3 m $' (Rosenbaum et al. 2008). When PM emissions octunrial areas, the population
within a few hundred kilometers is exposed (Levyakt2002, Greco et al. 2007 — often
includes both rural and nearby urban areas), wisicbpresented here by the globally averaged
population density of inhabited regions of 90 passkm?.

Remote. Emissions in remote areas (e.g., ships in ocealndrilted in the middle of the
desert or in the Arctic) generally have low intdkactions, as they occur far from areas with
significant population densitjemote areas are evaluated as having a populatimityg of one
person per km which represents the approximate population demwsier a few million square
kilometers in remote areas.

Emissions- and population-weighted arithmetic average. Most life-cycle inventories do
not specify exactly where emissions occur. Sevenaldels indicate the country without
specifying whether the emission took place in daar rural, or remote area within that country.
In such cases, a generic intake fraction for annank emission location is needed. If an
emission-weighted intake fraction was available #orspecific context, then the emission-
weighted intake fraction should be used. For cades the emission-weighted intake fraction is
unavailable, | suggest using the population-weigdl¢ake fraction (see section 2.4 in Chapter 2
and section 0 in Chapter 3).

Table 4-2 summarizes the main parameters used enntbdels to generate the

recommended intake fractions.
Table 4-2: Parameters used in the models to genesathe recommended intake fractions.

Archetype Urban Rural Remote
Worldwide 3.2 billion people, 2.3 6.7 billion peopl€, 75 75 million people, 73 million
characteristics million km? million km? km?
Parameters used for the 80,000 people kihy 1.6 900 million people, 10 million people, 10 million
generic archetype million people, 400 krh 10 million kn? km?
Meteorological BT
parameters: mixing 250m, 2.4 m é(d'_léjtlon 1,000 m, 3m3s 1,000 m, 3m’$
: . rate of 610 ms?)
height, wind speed
Other common breathing rate: 13 frpersoft d* (USEPA 1997); global average temperature: 285&{nfsld
parameters and Pandis 1998); relative humidity: 70%

¢ All archetypes (including size and population fimban) are based on global data. However, becdudat® availability,
urban meteorological conditions are only based ¢h Jata.
®The rural archetype also takes into account thellatipn of urban areas that will be exposed fromalremissions.

45, Intake fractions

Comparison of available models and data

Several publications provide intake fractions fae@r more of the emission archetypes
(Hofstetter 1998, Van Zelm et al. 2008, Levy et28l02, Marshall et al. 2005, Greco et al. 2007,
Rosenbaum et al. 200Bleath et al. 2006, Preiss et al. 2008, Spadardrait 2004 Krewitt et
al. 2001, Evans et al. 2002). When possible, vateespared (Figure 4-2) were harmonized to
correct for parameter differences using valuesahl&@ 4-2 (e.g., breathing rates were adjusted to
13 nt persoit d* — USEPA 1997). A complete list of literature-dexivvalues, including pre-
harmonized values, is presented in section 4.11.
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Figure 4-2: Intake fractions for different models and recommended values for primary PM s. Values marked
with (a) were adapted from the original model to areathing rate of 13 n? person* d* and to parameters for
urban, rural, and remote areas. Recommended valuege for an emission-weighted average stack height.
Error bars show the range for high-stack and groundlevel (the low-stack falling in between but not sbwn)
emissions, assuming 41%, 17%, and 42% of total PM emissions are emitted from high-stack, low-staclgnd
ground-level sources, respectively (see section BlARecommended values range includes high-stackw-
stack and ground-level emissions, and therefore esttds beyond the displayed literature values, whicare, in

Primary PMs

Figure 4-2 indicates, for primary PM intake fractiamne order of magnitude variation
between urban and rural areas and an even greatation between rural and remote areas.
Thus, the ability to differentiate between low dmgh population densities is likely at least as
important in intake fraction assessment as thecehof model or method. Variations in intake
fraction within an archetype are often linked to dablimitations that could not be easily

general, average values only.

harmonized, such as meteorological dilution rdtlEtox (Rosenbaum et al. 2008) and Greco et
al. (2007) give similar results for urban archetygeen parameterized consistently, with central
tendencies of 19 ppm and 17 ppm, respectively ¢setton 4.11). Those values are consistent
with model- and measurement-based estimates of pg#aT for United States urban ground-
based emissions (Marshall et al. 2005). The USHito intake fraction of 2.2 ppm is close to
the value reported by Greco et al. (2007) of 2.nppor remote areas, models that can be
adapted to low population density conditions giwveilar results, in the range 0.03 to 0.08 ppm.
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Primary PMy, primary PMy.2sand secondary PM

Figure 4-3 presents a summary of intake fractiangpfimary PMo, PMig.25and PM s,
and secondary PM from SONQO,, and NH from different models. The numerical values are
provided in section 4.11.
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Figure 4-3: Intake fractions for different models and recommended values for different types of PM. aes
are adapted to breathing rates of 13 rhperson® d*. Recommended values are for an emission locationd
stack height weighted average intake fraction. Errobars represent variations depending on the locabin
archetype of emission (from rural to urban). PMy, PM;g.o5and PM, s are primary PM and PM(SO,),
PM(NO,) and PM(NHs) are secondary PM.

Hofstetter (1998), Krewitt (2001), and Van Zelmatt (2008) suggest no significant
difference in the intake fractions of secondary Rbin SG and secondary PM from NOIn
contrast, Levy et al. (2002), Evans et al. (20@2Y Greco et al. (2007) suggest that the intake
fraction of secondary PM from NGs lower than the intake fraction of secondary ffdn SG.
For Levy et al. (2002), this difference is derivgdimarily from dividing the nitrate
concentrations results by a factor of four to fléeir assumption that nitrates only form during
winter. Only Hofstetter (1998), Preiss et al. (2068d Van Zelm et al. (2008) provide intake
fractions for secondary PM from NH

The share of PM that is greater than 2.bm (i.e., PMo.25 “coarse”) is generally
removed from the environment faster than the PMwe.5um (“fine”). For example, Seinfeld
and Pandis (1998) report a U-shaped trend, wheneval rates are rapid for large and for small
particles, but intermediate sizes (generally, t®imulation mode, ~ 0.1-+Im) experience slow
removal. Because removal rates are typically fagtieP M., 5 than for PM s, average intake
fractions are expected to be lower for BMsthan for PM s

The intake fraction of PM can be expressed using Equation 4-4,

iIF(PM1g) = f<o5¢ x iIF(PMzg) + figos5, X IF(PMig2ke) (4-4)
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where £, 5 .and fo.25 care the mass fractions of emitted Bthat are, respectively, smaller than
2.5 um and between 2.5 and 16n at the time of emission. The factag §. depends on the
emission source. Average values in the United Stéde &,5. are ~0.12 for transportation
emissions (including off-road equipment and roadtu0.73 for tailpipe-only emissions from
road transportation, ~0.73 for low-stack emissiamsl ~0.60 for high-stack emissions (see
section 4.11). These ratios can vary and can betedi#o specific situations (see section 4.11).

Current evidence suggests that health damage ey imfzaled is lower for PM.sthan
for PM,s (Dockery et al. 1993, WHO 2006, EC 2005, Brunekesel Forsberg 2005, USEPA
2009). Based on these differences in intake fracsiod toxicity, the public health damage per
mass emission is likely greater for PMhan for PMo.2 5

Note that further research is needed in this dnekeed, Perez et al. (2009) show that all
PM size fractions have health effects. Howevery theggest that PM smaller than 20 and
PM greater than 2.um have different health outcomes. When calculathrey human health
damage from PM, Equation 4-4, that can be refined to allow coasation of the differences
among sizes. By providing intake fractions for 8| give the opportunity to have them used
with effect factors for Plyh., sonce those become available.

Summary intake fraction values

Table 4-3 summarizes the above values by providingatrix of internally-consistent
estimates. Our goal is to provide the life-cyclseasment community with as complete and
consistent a framework as possible, with recommevadues for each archetypal environment.
Whenever possible, | use a value directly from rislevant model, but equally importantly |
choose values that are consistent within the métamework (e.g., the remote intake fraction
should be smaller than the rural intake fractiohjolw should be smaller than the urban intake
fraction).

Indoor. The intake fractions for indoor emissions are basedthe approach in the
previous section. Ventilation is likely the dominalimination mechanism for the considered
substances. Note that for RM s ventilation might actually not be the dominantmoval
mechanism as PM deposition through settling mightrtore important. Indeed, Thatcher et al.
(2002) shows that for PM2s Ksetiing IS between 1 and 10 per hour, wherk@siation Used in
Table 4-1 is between 0.5 and 1 per hour. Howevecabse of the possible resuspension of
settled PM, it is not given that settling can altjumre considered a removal mechanism. More
research would be needed to evaluate overall relnateaof PMy., 5 Using values in Table 4-1,
intra-indoor intake fraction values by indoor eross are 4,700 ppm for household, 1,600 ppm
for office, and 33 ppm for industrial environments.

Urban. The urban intake fraction includes intra-urban, vasll as global intakes
attributable to the urban emissions. The urbarkenfeaction depends on the urban dilution rate.
USEtox (Rosenbaum et al. 2008) uses a dilution based on a large set of urban data (see
previous section), and has the advantage of empuwirtonsistent treatment as for organic
chemicals, which can be assessed using the sam@ padmeterization. The intake fraction for
an urban emission of primary PM from an unknowrtlstaeight is 19 ppm, as calculated by
USEtox using the global average urban parameterabite 4-2. USEtox can be easily adapted to
specific urban (and rural) conditions.

For secondary PM from SCand NQ, the regression model by Greco et al. (2007) is
employed here. It provides regressions that congideulation densities at incremental distances
from the emission and is consistent with USEtoxdaomary PM. Greco et al. (2007) provide
appropriate regressions for estimating the intalactions of these longer-range (several
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hundreds of kilometers) pollutants, which are nghificantly affected by the local population
density and dilution rate. The intake fractions seicondary PM from urban ground-level
emissions of S@and NQ are 0.88 ppm and 0.18 ppm, respectively. For stngnPM from
NH3, Van Zelm et al. (2008) indicate 1.5 ppm.

Rural. The intake fraction for rural emissions is basedh@continental box in USEtox
for primary PM s, on the regressions of Greco et al. (2007) foosdary PM from S@ and
NOy, and on Van Zelm et al. (2008) for secondary PdnfiNHs.

Remote. For primary PM, the intake fraction for remote esioss is based on the
continental box in USEtox. For secondary PM, thaka fraction for remote emissions is based
on the value obtained for rural areas and thergusie ratio between intake fractions from rural
and remote Pl emissions given by USEtox.

PMio2s. The intake fractions of PM.s are calculated as the USEtox-derived intake
fractions of PM s times the RiskPoll-derived (Spadaro and Rabl 20849 of intake fractions of
PMyo-25(section 4.11, Table 4-11) to intake fraction M (section 4.11, Table 4-10).

CO. The intra-urban intake fraction of CO, emittediiban areas, is taken to be the same
as the intra-urban intake fraction of Piemitted in urban areas (Marshall et al. 2005)c&ihe
atmospheric residence time of CO (Jolliet and @reft997) is approximately 42 times greater
than the PM5 residence time of 1.8 days used by USEtox, | ¢atled the intake fraction of CO
emitted in rural and remote areas using an atmogphie-time of 76 days. Intake fractions
calculated with USEtox for rural and remote emissiare 22 ppm and 11 ppm, respectively.
Note that because of the long atmospheric life-toh€O, the same limitation as for carbon
tetrachloride applies (see section 2.4) regardimg potential overestimated intake fraction
because of an underestimated mixing height, wtsdtere chosen to be 1,000 m.

Emission release height. For the urban and rural emissions of primary.RMhe USEtox
results are used and correspond to an emission drommknown stack height. Height-specific
intake fractions are determined by ratios of modiefgake fractions from the different stack
heights using RiskPoll (Spadaro and Rabl 2004).aBse of higher urban population densities,
the ratios between ground-level and low-stack (2pand between low-stack (25 m) and high-
stack (100 m) intake fractions for urban emissiargslarger than for rural emissions. The intake
fraction ratio of ground-level to low-stack emissias 2.2 for urban and 1.7 for rural conditions,
and the intake fraction ratio of low-stack to higflack emissions is 1.4 for urban and 1.3 for
rural conditions.

Levy et al. (2002) found that the secondary paldteuintake fraction does not differ
significantly by source category. Therefore, thake fractions of secondary PM from high- and
low-stack emissions are assumed to be the sanme astake fraction of ground-level emissions.
For remote emissions, differentiating among staaiglits is also not necessary, since the air will
generally be well-mixed before it reaches the egdgsopulation.

Weighted arithmetic average. The average continental or rural intake fractiotuga
should not be applied to emissions in unknown loocat because emissions are generally
correlated to population size and therefore sithaten average, closer to urban areas than a
continental intake fraction value would suggestr fos reason, the recommended weighted
average intake fraction of an emission in an unkndneation is calculated as a function of the
urban, rural, and remote values:

, 1 ,
II:Pvaveragelocation - M_p x I (mp,l x IFp,l ) (4-5)
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whereiFp average locationS the emission-weighted average intake fractiba pollutantp; m,; and
iFp, are the mass and intake fraction, respectivelyotiitant p emitted in a locatidnandM,
is the total mass emitted. For outdoor emissiogsiaion 4-5 can be simplified as

|Fp,averagw locatior ~ 1:p,e,urbar)( |Fp,urbar+ fp,e,ruraIX IFp,rural + fp,e,remoteX |Fp,remot1 (4'6)

wherefy e urban fp,eruran aNdf, e remoterepresent the respective fractions of PM emisstmasirring
in urban, rural, and remote regions. As noted apdvwmass-weighted values are unavailable,
population-weighted values may provide a useflleidlimperfect, approximation for average
intake fraction. | sef, e urban fperurar @Ndfperemoeto 0.47, 0.52, and 0.01, representing global
average population-based values. Note that secpmdiutants have very similar urban and
rural intake fractions (10% to 20% variation); #fere, the actual ratio of emissions between
these two archetypes does not significantly affinet population-weighted average intake
fraction.

The emission-weighted average intake fraction dges for an unknown stack height is
evaluated using Equation 4-7:

iF p,average stack™
. : : (4-7)
fp,e,higl—stackX |Fp,higr—stad + fp,e,lov—stackX |Fp,|ovn—stad + fp,e,groun(—leveIX |Fp,groun(—|eve

wherefy e high-stack fp.e Jow-stack @aNdfp e ground-leveBre the mass fraction of pollutgmemitted by high-
stack, low-stack, and ground-level sources in #rmes geographical limits. Here, | estimated
these fractions using data from USEPA (2008a) ¢setion 4.11 Table 4-8).

Table 4-3 summarizes the recommended intake dractwithin a complete source-
location framework. Section 4.11 summarizes théedsht assumptions behind each of the
recommended intake fractions. The reason that Hlaseed intake fraction of precursors for
outdoor exposure is that damage from precursor séoms will be dominated by the damage
from secondary PM. The damage from precursors’ tirgake will be small in comparison to
the damage from secondary PM. However, this is #dtman that would require some further
analysis to validate this simplification.
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Table 4-3 : Summary of recommended intake fractiongppm) for PM19..5 PM»ys, SO, NO,, NH3, and CO.
Intake fractions for the respective location of enssion:
Population
Pollutant | Type of emission a 2 | Indoor? EIEER .
emitted source Incoor Indoor (in- Urban | Rural |Remote| 2Verage unit
(household)| (office) dustrial) (only for
outdoor
emissions)
High-stack 8.3 0.93| 0.055 4.4
Low-stack 13 1.4 0.055 6.6 6 .
PMo Ground-level 4700 | 1,600 33 [ 20 | 21 [ 0055] 10 | '0°kgPMomnaledkg
Emission-weighted 18 19 | 0055 //% 10
average ) ) g
High-stack’ 8.5 0.88 .
Low-stack 13 1.3 6 .
PMio2s | Ground-level 4700 | 1,600 33 [ 18 | 19 107kg Phozcinhaled/kg
Emission-weighted 1025 emitte
17 1.8
average
High-stack’ 9.6 1.4
Low-stack 14 1.8 6 .
PM,s | Ground-level 4700 | 1,600 33 [ 30 | 31 107kg Pk inhaled/kg
Emission-weighted 25 emitte
19 2.2
average 2
10° kg secondary P¥(or
SG 4,700 1,600 33 0.88 0.72 SO, for indoor) inhaled/kg
SO, emitted
10° kg secondary P¥(or
NOy 4,700 1,600 33 0.18 0.16 NOx for indoor) inhaled/kg
NOy emitted
10° kg secondary P¥(or
NH; 4,700 1,600 33 15 1.5 NHj; for indoor) inhaled/kg
NH; emitted
High-stack’ 30 22
Low-stack 34 22 6 .
co Ground-level 4700 | 1,600 33 [49 | 22| 11 35| 107kg CO haked/kg CO
Emission-weighted W
average 47 22 11 //// %
#The intake fraction for indoor emissions includedydndoor exposure. For the total intake fractifor indoor emissions, one should add fthe
intake fraction for outdoor emissions (in generalaalow-stack emission) of the archetype whertiilding is situated.
b To estimate the intake fractions of very high-stankissions (>250 m), values from RiskPoll (35) shioat the high-stack (100 m) intake
fraction can be multiplied by 0.55 and 0.79 foramband rural emissions, respectively (see sectibh)4
® The grey cell is a emission-weighted average efdifferent stack heights of a population-weighdedrage intake fraction of the different
archetypes.
4SQ can form ammonium sulfate and Nsd NH can form ammonium nitrate.

4.6. Effect factors

The inhalation of PM can lead to many different tre@utcomes, and existing studies
show significant variations in the frequency antihegsted damage of each outcome as a function
of mass PM inhaled. A complete analysis of effectdiadetermination is not within the scope of
this chapter. This section details a preliminatgréiture review and outlines a method for
determining recommended effect factors. This sadéads to preliminary effect factor values
for each pollutant.

Computation of the effect factor of PM. | derive effect factors by endpoint in a
consistent fashion by reporting both the numbecasfes of different diseases (i.e., the dose-
response factor) as well as the DALYs (i.e., theesgy factor). For many endpoints, the
concentration—response curve is found to be omasguo be linear (WHO 2006, Schwartz et al.
2008). Most epidemiology studies have been doneguRBM; therefore the computation of the
effect factors is done based on BMrhe effect factors for primary P), secondary PM from
SO, secondary PM from NQ and secondary PM from NHare then derived from the effect
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factors computed for PM Table 4-4 summarizes the type of endpoint, despanse, severity,
and effect factors, as well as the sources usedltolate the provisional effect factors of RM

Table 4-4 : Evaluation of dose-response, severitgnd effect factors of PM,,.

Dose- Severity Effect
Type of response Source/ factor Source/ factor
en)::ippoint fagtor comment (DALY/ comment (DALY/ BRUIEE) ERTTEL
(casel/kgn) case) KQinh)
Van Zelm et al. (2008)
(based on Kuenzli et al. Van Zelm et al.
Van Zelm et al. (2008) (2001) and Pye and (2008)
. (RR based on Kuenzli et . .
Chror_uc 576 al. (2000) and . on 10 Watkiss (2005)) 576 (For comparison,
mortality® ’ Eu.ropean Comlr;ission Note that Bare et al. ) Torfs et al. (2007)
(2007)) (2003) uses 10.9 uses 82.2
DALY/case based on De DALY/KQinn)
Hollander et al. (1999)
Van Zelm et al. (2008)

Acute (RR based on Medina gt Van Zelm et al. (2008) van Zelm et al
respiratory 0.73 al. (2005) and ik on 0.025 (based on Knol and 0.018 (2008) ’
morbidity Knol and Staatsen Staatsen (2005))

(2005))
Van Zelm et al. (2008)

Acute (RR based on Le Tertre Van Zelm et al. (2008) van Zelm et al

cardiovascular 0.55 et al. (2002) and;kz on 0.027 (based on Knol and 0.015 (2008) ’
morbidity Knol and Staatsen Staatsen (2005))
(2005))

Chronic
bronchitis 9.5 Kuenzli et al. (2000) 2 Hofstetter (1998) 19

(adults)

Chronic
bronchitis 140 Kuenzli et al. (2000) 0.025 Hofstetter (1998) 63
(children)

ast‘f\jgcégg g 6100 Kuenzli et al. (2000) 27E-4 Hofstetter (1998) 17
Asthmatics:
asthma attackg 56 Kuenzli et al. (2000) 2.7E-4 Hofstetter (1998) 016
(children)
Asthmatics:
asthma attackg 140 Kuenzli et al. (2000) 2.7E-4 Hofstetter (1998) 0.037

(adults)

TOTAL: 82 DALY/kg inh PM;¢

#Here, chronic refers to the temporal pattern ofosype and mortality to the outcome.

The total effect factor for PM exposure accounts goemature mortality and other
endpoints such as asthma and restricted activitg.d&emature mortality (“chronic mortality”)
is referring to the mortality associated with chicodiseases. Note that premature mortality also
includes short-term increases in mortality (“acomertality”) from respiratory effects, as well as
long-term mortality from carcinogenic effects. Aeudata are based on time-series studies on
daily mortality that measure the proportional iree in the daily death rate attributable to recent
exposure to air pollution. Chronic data are based¢ahort studies. Chronic data include those
who died from chronic disease caused by long-texppsure, but also those whose death is
advanced by recent exposure to air pollution (Kliestal. 2000, WHO 2006, Van Zelm 2009)

By combining all outcomes, | find a final effectctar of approximately 82 DALYs/kg
PMo inhaled

The effect factor of primary PM is derived from the effect factor for primary RMy
assuming that 60% of the ambient mass ofHMthe studies reviewed was smaller thani2rb
(Dockery et al. 1993). This approach is based e@nassumption that most health effects are
attributed to PM smaller than 2ufn in size (Hofstetter 1998YHO 2006,Dockery et al. 1993,
EC 2005, Brunekreef and Forsberg 2005, USEPA 2008 assumption is debated and more
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research is needed to better address the effeor falcPM .. 5 Effect factors of secondary PM
are difficult to evaluate as they are often coteslavith primary PM. Reiss et al. (2007) suggest
that toxicological evidence does not support a @aassociation between particulate nitrate and
sulfate compounds and excess health risks. Hast€t998) suggests that secondary PM from
NOy are better represented by RMind secondary PM from S@re better represented by P
The ExternE project (EC 2005) recommends treatimggry PM, s as 1/0.6 times the toxicity of
primary PM,, sulfates as equivalent to the toxicity of BMor 0.6 times PMs), nitrates as
equivalent to 0.5 times the toxicity of R primary particles from power stations (i.e., kigh
stack) as equivalent to Byl and primary particles from vehicles as equivatent.5 times the
toxicity of PMys. The NEEDS project (Preiss et al. 2008, Torfsle2@07), a follow up of the
ExternE project, in accordance with the work of Werld Health Organization (WHO 2006)
and the early findings of Milford and Davidson (1985uggest that secondary inorganic aerosols
are equally toxic to primary PM, but not necessaegually toxic to PMp. It recommends
treating primary sulfates as equivalent to thedibxiof PM, s and nitrates as equivalent to the
toxicity of PMjo. Note that this assumption is subject to discussiad further research is
certainly needed in this area.

Effect factors of SO,, NOy, NH3 and CO. Hofstetter (1998) provides effect factors for
SO, NOy and CO of, respectively, 0.97, 0.46, and 0.019 WAder kg of S@Q, NO, and CO
inhaled (with breathing rate adjusted to 13parsoft y*). The effect factor for direct inhalation
of NH3 is estimated using the method suggested by Petonirgg al. (2002) for non-cancer
effects, the non-observed adverse effect level .8f g m® suggested by USEPA’s IRIS
database (USEPA 2008b), and an estimated damager fat 2.2 DALY/case (based on
Huijbregts et al. (2005a) for respiratory diseas€®y outdoor emissions, the effect factors of
SO, NOy and NH should be added to the effect factors evaluateddoondary particles from
SO, NO, and NH emissions. Indoor emissions of SO0, and NH can be assumed to have
no time to transform into secondary PM before legthe building and thus only effect factors
caused by direct inhalation of ONOy, and NH should be accounted for when calculating the
damage occurring within the building.

A summary of the effect factors of primary RPyMprimary PM s, secondary PM from

SO, NGOy, and NH, and direct intake of SONC, NHz and CO is given in Table 4-5.
Table 4-5 : Summary of interim effect factors for &posure to various types of PM and other respiratoy

inorganics.
Pollutant Abbreviation EF Unit Comment
based on Van Zelm et al. (2008), Kuenzli et al.
Primary PMo PMo 82 DALY/kg PMyg inhaled (2000), and Hofstetter et al. (1998),
see Table 4-4

extrapolated from PM by dividing by 0.6

Primary PM s (undefined) PMs 140 DALY/kg PM, s inhaled (assumed fraction of ambient RMmaller thar
2.5um) (EC 2005)

Primary PM s (ground-level) | PM;s ground-evet | 200 DALY/kg PMs grauna-eveinhaled | assumed equivalent to 1x8PM, (EC 2005)
Secondary PM from SO PM(SQ) 140 DALY/kg PM(SQ) inhaled assumed equivalent to RNEC 2008)
Secondary PM from NO PM(NG,) 82 DALY/kg PM(NQ,) inhaled assumed equivalent to RNVEC 2008)
Secondary PM from NH PM(NHz) 82 DALY/kg PM(NH) inhaled assumed equivalent to RNEC 2008)
SO, (direct exposure) SO 0.97 DALY/kg SQ inhaled acute mortality, Hofstetter (1998)
NOx (direct exposure) NO 0.46 DALY/kg NQ inhaled acute mortality, Hofstetter (1998)
NHj; (direct exposure) NH; 0.84 DALY/kg NH; inhaled baé%dogg)!::r?g'E%ti?bnr:gttzlégzsé(zz)bgssafp i
CO (direct exposure) CO 0.019 DALY/kg CO inhaled utaamortality, Hofstetter (1998)

2i.e., mainly tailpipe emissions — road dust emissimight be better represented by undefined valwesuld require further research.
® Relevant further resources are Harrison et aBZ),Hering et al. (1997) and Huang et al. (2004).
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The exact mode of action of PM in the body is stdt well understood. It has been
suggested that reactive oxidant stress is a magterminant in the health effects of PM
(Donaldson et al. 200Dick et al. 2003), but it has not yet been deteadinvhether these
impacts are from a physical effect of PM or from #usorption of other organic or inorganic
substances on to the particulates (in which cascleasurface areas would be a better proxy
than mass to evaluate the adverse health effects).

Since the human health impacts by secondary PMtéirbeing debated by human health
experts, the values for effect factors, and charattion factors associated with secondary PM
provided here should be considered with care.

4.7. Characterization factors

Characterization factor of PM and PM

The characterization factor of RMs computed using Equation 4-1 and Equation 4-4:
CF(PMy) = IF(PMyg) x EF(PMy) = (4-8)

fco5e X IF(PM2g) x EF(PMye) + fio25¢ x IF(PMic.2s) x EF(PMuc.2)

Assuming iF(PM1o.29 < iIF(PM.s) (coarse particles are removed faster from the
atmosphere than fine particles —, Seinfeld and Rah898) andEF(PMio-29 << EF(PM,.5)
(Hofstetter 1998, Dockery et al. 1993, EC 2005,mekreef and Forsberg 2005, USEPA 2009),
thenfipzsex IF(PM1p.29 x EF(PMyp.29 can be considered substantially smaller compaved t
f<2.5,e X IF(PM25) X EF(PM25), and:

CF(PMyg) = f<a5.¢ x IF(PM2.5) x EF(PM ) (4-9)

The same approach can be applied for the total ammiuparticle (PMy) in case this
elementary flow is reported in life-cycle inventsi

CF(PMtot) ~ f<2.5,emissi0ns of PMt X iF(PMZ.E) X EF(PMZ.E) (4'10)
Interim characterization factors of Ply] PMig.o5 PMxs, SQ, NO, NH; and CO

Interim characterization factors (Table 4-6) araleated by applying Equation 4-1 to the
factors in Table 4-3 and Table 4-5.
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Table 4-6: Summary of interim characterization facbrs (microDALY/Kg emittedq) fOr PM 19, PM1g.05 PM5 5, SO,,
NO,, NH; and CO.

Characterization factor for the respective locationof emission:
Popu-
lation-
Pollutant | Type of emission f a | Indoor? weighted :
emitted source: (hlgl?;):r:ol d) l(nodfﬁgé) (in- Urban Rural Remote | average Unit
dustrial) (only for
outdoor
emissions)
High-stack 810 120 7.0 440
Low-stack 1,400 190 8.5 760 microDALY/k
PM; " Ground-level 610,000 210,000 4,300 730 76 2.0 380 PM emitteo?
Emission-weighted 780 88 32 W////// 10
. 79.5%,
average T
High-stack IEN n/a‘ n/a‘ n/a‘
Low-stack n/a‘ n/a‘ n/a‘ n/a‘ .
PMyo-2.5 Ground-level n/a‘ n/a® nla‘ n/a‘ n/a‘ n/a‘ n/a‘ :;1,'\2 rODﬁthit/re%
Emission-weightedl . . T @ ////// 10-25
n/a n/a n/a W
average i
High-stack 1,400 190
Low-stack 1,900 260 .
PM.s | Ground-level | 660,000 | 220,000 4,600 | 6,000 630 , mF!‘,’\ArSEeAn';It’é‘g
Emission-weighted 3,400 390 ,//({///
average
microDALY/kg
SO, 4,600 1,600 32 120 100 . SO, emitted
/ // microDALY/kg
NO 2,200 740 15 14 13 . /// NO, emitted
// microDALY/kg
NH; 4,000 1,300 28 120 120 . //,/ NHs emitted
High-stack 0.58 0.42 0.21 0.49
Low-stack 0.65 0.42 0.21 0.52 .
co Ground-level 89 30 063 | 0.93 0.42 0.21 066 | MTODALY/KG CO
Emission-weightedi % //////
0.90 0.42 0.21 2%
average 4/////

=

#The characterization factor for indoor emissionsldes only direct effects from indoor exposurer e total characterization factor fi
indoor emissions, one should add the charactesizdictor for outdoor emissions (in general asvastack emission) of the archetype where
the building is situated.
®The characterization factor of RMs calculated according to Equation 4-8, assurtliegractions of PN smaller than 2.5:m and betweer
2.5um and 10um indicated in section 4.11. The effect factor bfiR.sis assumed to be substantially lower comparetidset of PMs and
has therefore been disregarded (see section 46). tBe user know her or his own particle sizeritistion, she or he should use it wi
Equation 4-8 to recalculate the characterizatiatofaof PM, provided in Table 4-7

°To be taken with care. Seems to be significantiyelothan values for PM and PM,. Further research needed.

>

Most life cycle inventories and life-cycle assesstmeare still performed without
knowledge of the type of source and location of Rkissions. In these cases, the weighted
average interim characterization factor would bedugrey cells in Table 4-7). When the type of
source and its location are known for foregrounacpsses (i.e., the processes directly evaluated
in the life-cycle assessment), the characterizafaator for the respective source and location
should be used. The interim characterization facsuggested in Table 4-7 use the archetype
approach to better assess human health damagedgiomalized emissions of PM.

4.8. Discussion

Variability and uncertainty

Accounting for the emission-specific population signreduces the variability (not the
uncertainty) of the estimated intake fraction ahdracterization factor, which in turn reduces
the uncertainty of the life-cycle assessment resMariability becomes an uncertainty if it is not
accounted for in the calculation. One of the mainstraints in life-cycle assessment regarding
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regionalization is that most of the inventoriesbatkground processes do not give information
(or even do not provide the option to give inforima} on the country of emission, providing
only information on the archetype (e.g., high aw lpopulation density) where emissions occur.
Certain specific processes may include the couattrgrigin, but this information is then lost
when the life-cycle assessment software aggregavesntories before performing the impact
assessment. Since aggregated inventories ardistihguished by archetype, the recommended
intake fractions and characterization factors prese here can be directly used within current
life-cycle assessment constraints (including lijele assessment software).

Uncertainty and the importance of spatial differatibn

In discussing impacts of PM, there are many sour€eariability and uncertainty along
the emission-to-impact chain.

The intake fraction source-location matrix addresseany of the key sources of
uncertainty. Differentiation among emissions inaurprural, and remote areas is a key factor for
the fate and exposure of primary and secondary Pighaare also strongly influenced by the
height of emissions. When the available informatalows, accounting for archetypes will
reduce the uncertainty of the final life-cycle assBent results. Intake fraction varies with
mixing height and wind speed. | employed here thamonic mean dilution rate to estimate
urban intake fractions (Marshall et al. 2005), retpigg that future work could usefully
compare and evaluate methods for summarizing nedtepcal data. Also, currently, | am
relying on meteorological data for United Statesditbons in the modeling of global intake
fractions. Future work is needed to use local datarder to better adapt fate and exposure
modeling for other continents.

This chapter focuses on the transport of, and expa®, PM; rigorous investigation of
health effects, dose-response, and mechanismspaicimvere outside of our scope. However,
additional information of health effects may inflee how fate, transport, and exposures are
evaluated. For example, PM regulations and epidegyostudies typically focus on PM mass; if
PM number, area, or speciation were shown to be ritapoand robustly quantifiable in dose-
response relationships, then it would be necesgargeevaluate results presented here. In
addition, the use of epidemiological data means Ri\-attributed impacts can in fact be from
other pollutants whose concentrations could beetated to PM (Reiss et al. 2007). Care must
be taken to avoid double-counting the impacts ofdd the impact of other correlated variables
in cases of common endpoints.

| estimate the uncertainty of the source-locatidraracterization factor matrix by
examining the variability among the existing modé&stting the same population density and
breathing rate in all emissions-to-intake modelsgd assuming lognormal distributions, |
estimate the square geometric standard deviati@B8D{ of the factors contributing to
characterization factors. The GSneans that 95% of the values fall between the amedi
divided by the GSBand the median times the G5 provides the upper and lower bounds of
the distribution, leaving a 2.5% tail on each sitlee GSD of the intake fractionif) within a
given archetype is approximately 3.3, while the G8fthe interim dose-response factbiRj is
evaluated to be approximately a factor of 1.4 dred @SB of the interim severity factoiSP)
evaluated to be another factor of 1.4. If unceti@énin intake fraction, dose-response and
severity factors are uncorrelated, the charactésizdactor has a GSIof 3.6 (Equation 4-8).

GSD@F = e\/(ln GSD'Z: )2 +(In GSDI%R)Z +(In GSD§F)2 (4-8)

106



For the pollutants considered here, this modelimgettainty is smaller than the variation
in intake fraction caused by population densitytgrats, which can be up to two orders of
magnitude between emissions in high population itleaseas (e.g., truck emissions in a city)
and low density population areas (e.g., emissioom fa diesel train crossing remote areas).
Therefore, regionalizing characterization factoyscbnsidering variability in population density
patterns is an essential step towards the reducifoaverall variability and uncertainty in
evaluating human health damage when using lifeecgsbessment.

Outlook

The matrices of factors that | present above peaidonsistent framework for life-cycle
assessment practitioners to evaluate the fate, sexppo effect, and damage of primary and
secondary PM. The recommended intake fractionsraedm characterization factors allow life-
cycle assessment models to include informationath the type of source and the location of the
PM emission.

However, given the uncertainties outlined abovethr research is needed to improve
the evaluation of PM within life-cycle assessmergs&arch should focus on two areas of key
topics: better understanding of the fate and exoslPM and of the effects.

First, further improvements would come with theim@ averaging method of wind
speeds and mixing heights, which should be deteunio best estimate intake fractions for rural
and remote emissions. The influence of the seasoth® fate and exposure of PM should be
evaluated, as the season has a large impact ongrtigight, transport, and deposition (Ries et
al. 2009). The spatial differentiation of fate aexjposure needs to be improved to capture
emissions in other types of environments (suchcasms or high altitudes), which would involve
the evaluation of intake fractions and charactéonafactors for different geographical regions
in the world not evaluated in this chapter. Fumhare, fate, exposure and effects from
secondary PM from volatile organic compounds neeldetquantified. To further evaluate the
influence of composition and size distribution, ihéake fraction and effect factor should be
differentiated depending on the PM source suchesetlicoal or road dust.

Since chronic bronchitis in adults accounts for-tmed of the PM effect factor, this
aspectshould be assessed with higher certainty. Theenfte of PM inhalation on low birth
weight (Bell et al. 2008) and expressing it in terof DALYs also deserves further attention.
Furthermore, dose-responses from chronic exposyseetursors, CO, and secondary particulate
matter from NH require greater understanding. Finally, charaza¢ion factors, both for PM
smaller than 2..am (e.g., PM or PMy 1) and for PM between 2.5 and jufh, should be studied
further.

Throughout this dissertation | have not considetteel influence of buildings in my
modeling of the fate, exposure or effect factorsilddngs can change the particle size
distribution and exposure to PM from outdoor oriffiley et al. 2002, Liu and Nazaroff 2003)
as well as the interpretation of epidemiologicabhda

Because of the uncertain mode of action for PM, riglef effect factors may consider
surface area and number of particles instead of mass as a proxy for adverse health effects
Similarly, fate and exposure modeling may consitlerevolution of particle size distribution.

Among the different issues raised here, this diggen will tackle the latter two (i.e.,
surface area and number of particles as well dgfgasize distribution) in detail in Chapters 6, 7
and 8.

While these recommended intake fractions and mteharacterization factors are still in
need of further work, the source-location matrisaggested in the present chapter provide a
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framework for life-cycle assessment practitionersmprove their evaluations of adverse health
effects caused by primary and secondary particaetiter. In many damage-oriented life-cycle
assessment studies, PM is responsible for a largeramant fraction of the total human health
damage. Harmonizing the values used in life-cyskeasment studies and making those values
consistent with the characterization of organicegghbaum et al. 2008, Hauschild et28l08)
will increase accuracy, consistency, and compatakimong results for human health damage.
This significant improvement in the quality of humbealth damage quantification will foster
the assessment of human health impacts in lifeecgssessment.

In Chapters 5, 9 and 10, | will apply these différeharacterization factors to different
processes to evaluate the influence of regionabizan life-cycle assessment.
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4.11. Supporting information for this chapter

In the following, | first describe the archetyperaraeterization (section 4.11.1) and
characterize the emission sources (section 4.1LiPen detail the intake fraction calculation
(section 4.11.3), providing information on the e=ggion models, the values used for the charts
comparing the intake fractions and the formulasiusecalculate the recommended values.

4.11.1Archetype parameterization

Breathing rate

Different models use different breathing ratesyway between 9.5 (Phonboon 1996) and
25 nt persoft d* (mentioned but not use in Marshall 2005). Becawsmlto calculate an intake
fraction representative for the average populatibrsuggest using the population average
breathing rate of 13 Tnpersoft d* (USEPA 1997), which is applied to all intake fians
calculated in this chapter, unless specifically tioered.
Indoor environment parameterization

No strong evidence was found to justify amplificatifor indoor pollutant exposure
above room average conditions. Therefore, in Eqoatt3 in the main body of the chapter, the
mixing factormis assumed to be 1. Additional information caridaand in Hellweg et al. (2005)
and Meijer et al. (2005a, 2005b).
“World city” parameterization

The intra-urban intake fraction) of a pollutant emitted in an urban atda computed
as:

i, = 3xBRxN _axBR 4 o1 withd, =N
uxH, xW u xH, L xW,

(4-9)

whereN (persons) is the number of persons in the urbea; BR (m® persoft d*) is the average
breathing ratea (unitless) is the correction factor to accounttfoe fact that (i) a pollutant can
be emitted anywhere in the urban aread not only along the periphery, and (ii) thetlat left

the urban areacan return with some of the pollutant (i.e., aksand-forth movement of air)
(the factora varies between 0.5 and 1, and can be approxintated 0.75 — Benarie 1998);

(m d*) andH (m) are the dominant wind speed and mixing hedgfthe urban ared; (m) is the
length of the urban area (measured in the direacfdhe dominant wind)V (m) is the width of

the urban area (often, the urban area is assumieel aosquare, thus=W); andd (persons m)

is the population density of the urban area. EQuadi9 assumes that deposition and degradation
rates within the urban area are negligible relativadvection out of the area.

Note that the value of the correction fac@rcan be discussed. For example, the
coherence between plume modeling (Heath et al.)288® well-mixed box modeling (Marshall
et al. 2005) for ground-based emissions in souttiddaia suggests that is close to 1

Equation 4-9 shows that the intake fraction is prtpnal to the termd x L (persons m
1, defined as the linear population density (Malisétzal. 2005Marshall 2007). The term x H
(m? d!) is the dilution rate. The dilution rate is 618 st, calculated as the harmonic average of
the mixing height and wind speed of 75 urban afeased on Marshall et al. (2005) analysis of
USEPA SCRAM mixing height data (USEPA 2002)).
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The emission-weighted average intra-urban inta&etioniF .yerageOf @ pollutant over all
urban areas is computed as:

2.m xiF axBRXZm <Ak BR

iFavera e: : = - X davera ex Lavera e 4-10
? > m uxH > m uxH o o (4-10)
where m is the mass emitted in urban are@nd d, ... X Laeng!S the equivalent linear
population density representative of the averagdldhe urban areas:
1
daverage>< Laverage = Z—m x Iz m x di x I‘i (4_11)

If | assume that emissions are proportional to petn, then:

1
daverage>< Laverage = - = z Ni x di x I‘i
Sh 3

(4-12)

The total urban population ii N, = 3.15¢10° persons (year 2005 — UN 2008). Using

the United Nations Statistics Division data (UNS@D&) as well as the World Bank data (Angel
et al. 2005), | find thatd N, xd, xL, = 2.6x10** personé km*, giving an average linear

population density oflayeragex Laverage™ 80,000 persons K= 80 persons th Considering the
different sources of uncertainty, the uncertaintyhie global population-weighted average linear
population density value is estimated to be appnaely 25%.
With these values, the simple model presented uation 4-9 produces an average intra-
urban intake fractioiF averageOf 15 ppm (Equation 4-13):
i _axBR 0.75x13

average x d

uen  Gaverage™ baverage = oo 20 = o

x80=15ppm (4-13)

Apte (2008) estimated the population-weighted meddraurban intake fraction for the
world’s 50 largest megacities to 80 ppm (to be makéth care as this work is being currently
reviewed by the author himself). This may suggesat 15 ppm is an underestimate of the global
urban average intake fraction for ground-level asés of non-reactive species. This possible
underestimation could be caused by an underestimaif the linear population density in
Equation 4-13 as well as an overestimate of ditutishen assumed mixed instantly or
overestimation of the urban dilution rate.

In this dissertation, the linear population densityhe default world city is set as 80,000
persons ki, that can be represented by a population deni#y080 persons kinover an area
of %0 kmx 20 km. These parameters represent a total populafi1l,600,000 persons over 400
km*.

Parameterizations by continent
Table 4-7 summarizes the parameters by continehfarthe world.
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Table 4-7

: Summary of the parameters b

continenand for the world.

Para-
meter

Ge-

Wor- neric
Id conti-

nent

North
Ame-
rica

South
Ame-
rica

Eu-
rope

Africa

Mid-

dle-
East
(incl.

Egypt
and
Turkey)

Cen-
tral
Asia
(incl.
Asian
Russia)

Asia
(conti-
nental)

South
Asia

(Indian
sub-
conti-
nent)

East
Asia
(China
w/o east,

Japan,
Korea,
South
East)

Aus-
tralia/
Ocea-

nia

An-
tar-
ctica

Size,
actual
(km?)

150 M -

24 M
(incl.
Greenlan
d and
central
America)

18 M

10M

30 M

~20M

44 M

18 M

~10 M

8.5M

Popu-
lation
(persons)

6.7B -

520 M

370 M

710 M

920 M

~50 M

3.8B

~1.7B

30M

1,000

Popu-

lation
density
(persons/

km?)

45 -

21

21

70

29

50

2.5

87

340

20(

0.0001

“Conti-
nental”
size
(km?)*

77TM
(urban + 10M

rural)

~10 M
(Us +
south

Canada)

18 M

0™

20M

~20M

~10M

~10 M

14 M

“Conti-
nental”
popu-
lation
(persons)
a

900

~350

370 M

710 M

700 M

~50 M

~1.7B

~40 M

“Conti-
nental”
popu-
lation
density
(persons/
ka) a
(urban +
rural)

90

35

21

71

35

50

2.5

340

200

Urban

popu-

lation
(persons)

3.2B -

Urban
size
(kr?)

23 M -

Urban
linear
popul-
ation
density
(persons/
km) (see
Equation
4-14)

80,000

n/a

n/a

n/a

n/a

n/a

n/a

n/g

n/a

Urban
popu-
lation
density
(persons/
km?)

4,000

n/a

n/a

n/a

n/a

n/a

n/a|

n/a

Urban
length
(km)®

20

n/a

n/a

n/a

n/a

n/a

n/a

n/a

n/a

a (see
Equation
4-14)

0.47

n/a

n/a

n/a

n/a

n/a

n/a

n/d

n/a

b (see

Equation

6.5

n/a

n/a

n/a

n/a

n/a

n/a

n/q

n/g
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Mid- East

Cen- South Asi
- - sia -
Par o nGﬁ North | South | glet tral Asia | Asia | (china t'ro\LI‘iZI An-
ara- or s Ame- Ame- U Africa (iri:ls Asia (conti- (Indian | w/o east, a tar-
meter Id conti- - . rope Egypt (incl. nental) sub- Japan, Oc_ea- ctica
nent Asian conti- Korea, nia

and A
Russia) nent) South
Turkey) ) East)

4-14)

Rural

popu-\ 35 g

lation
(persons)

Rural
size
(k)

75 M
(50%)

Rural
popu-
lation
density
(persons/
km?)

50 ~20 ~10 ~35 ~20 ~25 ~1 ~170 ~100 ~2

Remote

PopU-—\ 73 M | 10M - - - - - - - - - -
lation

(persons)

Remote 73 M

(E:TZ]‘E) Go%) | 1OM - - - - - . .

Remote
popu-
lation

density

(persons/
km?)

@ Continental refers to the archetype defined to ehagral emissions (see main text).
® Assuming a square urban area.
Note: 1) M = million, B = billion, 2) Because ofwnding, values might not match perfectly.

Based on the World Bank (Angel et al. 2005) dafend that the population densityipan
(persons k) of an urban area is correlated to its populaligpa, With an approximately linear
relationship between the logs of the two variables:

durban,i = (Nurban,i )ai x bl (4'14)

where the parametess andb; can be specific to each region. The parameieasdb; are very
sensitive to the population and area of the citigsd in the regression. The results provided by
Equation 4-14 are therefore a first approximatiod should be taken with care.

4.11.2Characterization of particulate matter emissions

Total emission by source type and emission height

Table 4-8 shows the total United States annualsaris (t V") from different sources for
different pollutants (USEPA 2008j, L, andT represent emissions that are assumed to come
from high-stack, low-stack and ground-level sourgespectively. Wildfire and miscellaneous
emissions are excluded from the inventory. Tab&also shows the fraction of emissions from
high-stack, low-stack, and ground-level sourcesetian these data and classifications.
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Table 4-8 : Total United States emissions of PM PM1g.o5 PM,s5 SO, NO,, and CO, by source (USEPA

2008}
Source Sector PM g (t/y) PMicoe (Uy) PM,: (Uy) SO, (t/y) NO, (Uy) CO (Uy)
Electricity generation (H) 620,000 120,000 500,J00 10,000,000 4,700,00 650,000
Fertilizer & Livestock (L) 3,100 1,600 1,50D 2,100
Fires (-) 1,500,000 220,00D 1,200,000 100,000 TED,0 15,000,000
Fossil fuel combustion (L) 360,000 170,000 190,000 2,000,000 2,400,00 1,500,000
Industrial processes (H) 1,200,000 710,J00 490,000 1,200,000 1,200,00 2,400,000
Miscellaneous (-) 5,500,000 5,300,000 250,000 750 ,30@ 34,000
Non-road equipment (T) 330,000 27,000 300,000 70,0 4,500,000 22,000,00p
On-road vehicles (T) 200,00p 55,000 150,400 260,000 8,100,000 63,000,000
Residential wood combustion (L) 370,000 29,4000 340, 5,100 37,000 2,700,000
Road dust (T) 10,000,000 9,400,000 850,000 0 0 0
Solvent use (L) 8,300 1,30D 7,000 1,0p0 9,000 3,800
Waste disposal (H) 300,000 22,000 270J00 26,000 ,0DP0 2,000,000
Total © 14,000,000 10,500,00p 3,100,000 14,000,000 2310000 95,000,000
Total high-stack (H) 2,100,000 850,000 1,300,000  ,00@,000 6,000,00( 5,100,000
Total low-stack (L) 740,000 200,000 540,000 2,000, 2,500,000, 4,200,00p
Total ground-level (G) 11,000,000 9,500,000 1,300,0 770,000 13,000,000 85,000,000
% from high-stack figr-stac) 16% 8% 41% 81% 289 5%
% from low-stack (fon-stact) 5% 2% 17% 14% 129 4%
% from ground-level qroun-ieve) 79% 90% 42% 5% 609 90%
Fraction of PMyc smaller than 2.5um (f<»5,) and PMy¢ within the range 2.5um and 10um (fic2s.)
feos. fio25e

for high-stack 60% 409

for low-stack 73%) 27%

for ground-level 12% 88% £s.=0.73 for tailpipe-only emissions from road tramation

for indoor 92% 8%| based on residential wood castibn and solvent emissions
#NHzannual emissions in the United States are appraglynd million tonnes, 95% from low-stack (mainiydstock) and 5% from
transportation (i.e., ground-level) (USEPA 2008).
®|f the inventory database used does not contaith doat emissions, then this value should be reméreed the calculations.
°Excluding wildfire and miscellaneous emissions.

To estimate typical stack height values, | use taildel list of stack heights from ten
German states found in Pregger and Friedrich (208@), NO,, and CO emission-weighted
average stack heights from industrial point souraes respectively, 144, 121, and 132 m.
Assuming that German industrial point sources halatively higher stacks, a value of 100 m
for worldwide stacks, based on Van Zelm et al. @08@ppears plausible.

Fraction of PMg smaller than 2.5:m (£25¢)

Different values are suggested in the literaturetlie fraction of PMy smaller than 2.5
um (f<2.5.¢), from as low as 5% (embarkation of coal - Klimentl. 2002, [IASA 2004 , Passant
et al. 2002), 8% for road dust (USEPA 2008), 60%infknt et al. 2002, EC 2008), 66%
(average in Germany — Pregger 2006), 89% (UniteateSt coal power plant average -
Frischknecht 2005), 95% (tailpipe — Norbeck etl&98), 70% to 95% (coal fired power station
with flue gas cleaning) and up to nearly 100% (rfegbnternal combustion engine—KIlimont et
al. 2002, IIASA 2004 , Passant et al. 2002).

As shown in Table 4-8, average values in the Uni¢ates forf-,5. are ~0.12 for
ground-level emissions [including non-road equiptrard road dust — note that if the inventory
database used does not contain road dust emisslms,this ratio should be corrected by
removing the road dust from the calculations (sabld 4-8 and Table 4-9)], ~0.73 for tailpipe-
only emissions from road transportation, ~0.73ldar-stack emissions (based on fossil fuel and
residential wood combustion), and ~0.60 for highckt emissions (based on electricity
generation - USEPA 2008). These ratios are variabte can be adapted to specific situations,
such as for older power plants.
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4.11.3Intake fractions

Intake fraction regressions from USEtox

Unknown stack height. The intake fraction of primary PM modeled with USEtox
(version January 2009 — Rosenbaum et al. 2008)beaapproximated using the following
regressions (Equations 4-15 to 4-18), whers the length of the urban area (km) ah@an,
drurar @nd dremote are the respective population densities of theamyrural, and remote areas
(persons k).

Total intake fraction for a remote emissiorf @ 1.00 over 100 remote conditions when
only dremoteVaries):

iFremote = 2.3 x 108 X Oremote + 6.0 x 108 (4'15)

Total intake fraction for a rural emission*(& 1.00 over 40 rural conditions when only
Orura) Varies):
IFral = 2.3 x 108 X Chural + 6.0 x 108 (4_16)

Intra-urban intake fraction for an urban emissiBhdf 0.99 over 200 urban conditions
whenL anddyman Vary):
IFintra-urbar = 1.7x 10" xL x Qurbar (4-17)

Total intake fraction for an urban emission, themsaf Equation 4-17 and Equation 4-16
(R? of 0.99 over 8,000 conditions whendyman anddruar vary):
IFurbar = iIFintra-urbar + 1Frural (4-18)

If rural conditions are unknown, the intake frantiftor a rural emission presented in
Table 4-3 can be used as a defiilfa in Equation 4-18. Note that the high iR Equations 4-
15 to 4-18 is related to the dominant influencepopulation density relative to the effects of
advection, deposition and degradation. A shortedipollutant would not have as good a linear
fit.

Differentiating stack heights. Intake fractions of primary PM evaluated with USEtox
(Rosenbaum et al. 2008) are for unknown stack heaghissions. The intake fraction for an
unknown stack heighiR ynknown-stack &N be calculated as the emission-weighted avevéghe
intake fractions for high-stackigh-staci), 10W-stack (Fiow-stacy @and ground-levell ground-leve):

|Funknown—stack= fe,high—stackX |Fhigh—stack+ fe,low—stackX |Flow—stack+ fe,ground—levelx II:ground— (4_19)

leve

where fe nigh-stack fe,low-stack @nd fe ground-leverare the respective fractions of total emissiomsnfr
high-stack, low-stack and ground-level emissioreh(& 4-8).
To consistently differentiate among stack heigbtsg can calculate the intake fraction
ratios of ground-level to low-stack) and low-stack to high-stack( emissions:
X= iFgrounc—leve/iFlow—stacl (4'20)
Y = il:Iow-stacl/iFhigh-stacl (4-21)

RiskPoll (Spadaro and Rabl 2004a) provides thesgkenfractions for primary Pp, with

ground-level to low-stack ratioX) of 2.2 for urban and 1.7 for rural conditionsdamatios of
low-stack to high-stackY]) of 1.4 for urban and 1.3 for rural conditions.

119



Combining Equations 4-19 to 4-21.
iFhigh—stad = iFunknown—staclj(fe,higr—stacl +Y x fe,IOV\—stad X xY x 1:e,groun(—leve) (4'22)
IFiow-stact = Y X il:unknowu-stacl/(fe,higr-stacl +Y x fe,IOV\-stacL +X xY x fe,grounc—leve\) (4'23)
iI:ground-leve|: X xY x iFunknown-staa{(fe,high-stack"’Y X fe,low-stack"'x xY Xfe,ground-leva (4'24)

Intake fraction regressions from Greco et al. (2007
The intake fractions for secondary PM from,Z@d NQ are evaluated using the
regressions of Greco et al. (2007):
iF(PM(SQ)urban and rura) = (P<50ka 1.31x 1013 + PSO—lOOka 3.11x 1014 +
P100-200km¥ 6.92.x 10 + P200_s00kmx 4.04x 10*° + Pssookm x 8.35x 10%) (4-25)
x (13/20)
iF(PM(NQ()urban and rura) = (P<50km x 1.56 x 1014 + Pso_100kmx 4.89 x 1015 + (4'26)
P100-200km 6.44 x 10 - Pogg_sookm 1.69 x 10 + Pssooim x 2.75x 10%°)
x (13/20)

whereP<sokm Pso-100km P100—-200km P200-500km P>s00kmare the populations within a radius of 50 km
from the location of emission, within a “donut” 89-100 km, within a “donut” of 100-200 km,

within a “donut” of 200-500 km, and further than05Rm, respectively. The ratio at the end
adjusts for a breathing rate of 13 mersoit d* (USEPA 1997) used in the present chapter,
whereas Greco et al. (2007) used originally Z@ersoit d*. Table 4-9 presents the populations

used in the regressions of Greco et al. (2007).
Table 4-9 : Populations (in millions) used in theegressions of Greco et al. (2007).

rural for 100 km, then
urban case . remote
continental case

P<sokr 2.3 0.40 0.0078
Psc_100kn 2.1 2.0 0.024
P10oc_200kn 8.5 8.5 0.094
P20c_500kn 59 59 0.66
P-sookn 830 830 9.2
Total continent: 900 900 10

Intake fraction regressions from Heath et al. (2006
Heath et al. (2006) developed two regressions &uate the intake fractions for urban
and rural emissions of primary BM
iI:urbar =58« (F)]_OC)O'5 (4'27)
iFrural = 114.6 x (He) " x (P10g) % (4-28)

wherePigq in millions of persons, is the population withanradius of 100 km of the emitting
facility andHg is the stack height, in meters.
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Intake fractions of Plls depending on the emission archetype

Table 4-10 presents the comparison of;RMtake fractions of different models. The last

column indicates which of the values are reponeligure 4-2.
Table 4-10 : Comparison of PM s intake fractions

ppm) of different models.

Variation in
intake
fraction
Emissions- bgte\‘/\tllgen Shizwn
Model Urban Rural Remote v;sgrr:geg max and Comment Figure
min intake 4-2
fraction
presented in
each line)
G 1. (2007)| 8.9 ( (mlr’:ﬂgigféza Us( or ?i(;aépt?q tol13
reco et al. .9 (max = m*/(pers-d) (original is
counties 15in N.Y.) 16 cannot be 16 170 20); urban > 2000 X
considered
person/kr
remote)
2.5 with all
90 rﬁ
persons/k BR adapted to 13
Grefe%fég{o(fgw) 35 2.2 with 50 0.027 130 m¥(pers-d) (original is | X
persons/krh 20)
for 100 kmx
100 km
142
(stationary) 3BR adapted_tc_) 13.
Levy et al. (2002) 5 ga m/(pers-d) (original is X
(mobile) 20)
(0.61 —
Levy et al. (2002) (1.9 — does BR adapted to 13
. cannot be B Y
regressions not capture 1.9 considered >3 m*/(pers-d) (original is X
(stationary) urban areas) 20)
remote)
L (15 — does (2.0 — cannot BR adapted to 13
evy et al. (2002) be 5 TN
; - not capture 14 . >8 m/(pers-d) (original is X
regressions (mobile considered
urban areas) 20)
remote)
5'17 f?g '?Llée_)’ based on Wolff (2000),
Evans et al. (2002) 6.1 (mobile ; ) 38 US, original BR is 20 X
4.1) (power m¥l(pers-d)
plant) P
2.2 (2.1 with
a rural box
of 100 kmx
USEtox 100 km with
(Rosenbaum et al. 19 50 0.084 10 230 generic continent X
2008) persons/krh
in the
continental
box)
RiskPoll (Spadaro
and Rabl 2004a,
2004b, Rabl and
Spadaro 2005, 36.9 7.38 0.041 900
Hirschberg et al.
2003),
transportation
RiskPoll (Spadaro
and Rabl 2004a,
2004b, Rabl and
Spadaro 2005, 12.5 3.89 0.041 300
Hirschberg et al.
2003), low stack (25
m)
RiskPoll (Spadaro
and Rabl 2004a, 9.08 3.16 0.041 220
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Variation in
intake
fraction
Emissions- bgt?/\tlgen Shiﬂwn
Model Urban Rural Remote weighted max and Comment Figure
average min intake 4-2
fraction
presented in
each line)
2004b, Rabl and
Spadaro 2005,
Hirschberg et al.
2003), high stack
(100 m)
RiskPoll (Spadaro
and Rabl 2004a,
2004b, Rabl and
Spadaro 2005, 5.02 2.50 0.041 120
Hirschberg et al.
2003), very high
stack (250 m)
RiskPoll (Spadaro
and Rabl 2004a,
2004b, Rabl and
Spadaro 2005,
Hirschberg et al.
2003), emission- 21 5.0 0.041 510 X
weighted average
stack height (using
transportation, low
and high stacks)
Krewitt (2001) (for
the reference year 1.7 Europe X
2010)
Hofstetter (1998) 5.7 Europe X
Van Zelm et al. 4.9 Europe, as Ph, 90 X
(2008) ) persons/krh
Marshall et al.
(2007) (intra-urban 37 Los Angeles
only)
BR adapted to 13
Marshall et al. m3/(pers-dr)) (original is
(2007) regressions 12 . X
(intra-urban only) 12.2) and population to
1.6-16 persons
US, original values for
Heath (2006) 18 0.78 23 California cities and
rural areas
Regression developed
Heath (2006) originally for US,
regressions (adaptef sensitive to the stack
with average world 13 13 0.031 420 height, BR adapted to X
conditions) 13 n/(pers-d) (original
is 20)
NEEDS (MET.NO. Range is high stack in
2008, Preiss et al. 2.95 (0.34- 17 lowest country to low X
2008, EcoSenseWeb 5.83) stack in highest country
2008) within Europe
Overall variation in
intake fraction (ratio
between max and 15 18 3 30
min intake fraction
presented in each
culumn)
2Although these values are weighted averages dférftaction estimates using relative emissionsmitédl States areas, these weights are|not
based on urban or rural differences and therefaneat be considered to be the “average” intakeifnac
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For urban areas, the breathing rate-correctederiftakction for urban emissions provided
by the regressions from Greco et al. (2007) is @n, assuming average global urban
parameters (4,000 persons kmaver 20 kmx 20 km) surrounded by a continental region (90
persons k). This intake fraction is lower than the 19 pprorfd with USEtox (Rosenbaum et
al. 2008), assuming the same urban and contineotaditions. This lower intake fraction is
largely because the Greco et al. (2007) model sedb@n an arithmetic average dilution rate of
3,000 nf s, which is 5 times higher than the urban harmohjcaleraged dilution rate of 610
m? s* used in USEtox (see main text). When correctinghis factor, the model of Greco et al.
(2007) obtains a more similar intake fraction ofdom.

123



Intake fractions for other pollutants
Table 4-11 presents a summary of emission-weiglateerage intake fractions for
primary PMy, primary PMo.25 and primary PMs, secondary PM from SOfrom NQ, from
NHs, and CO from different models.
Table 4-11 : Summary of intake fractions (ppm) forprimary PM 1o, primary PM 10.,5 primary PM , s,

secondary PM from SQ, secondary PM from NQ, secondary PM from NH;,, and CO, adjusted for a
breathing rate of 13 ni/(pers-d).

intake fractions for
second- | second- | second-
dary dary dary
Model PMio PMio.s PM, 5 PM PM PM (ef@] Comment
from from from
SO, NOx NH3
kg kg kg
. PMi/ | PMig2s | PMad kgPM | kg PM | kg PM kg CO/
Units (SOy)/ (NO,)/ (NH3)/
kg / kg K9 | 13S0, | kgNOy | kg NHs | “9CO
PMlC PMIC-Z.E PMZ.E X 3
: “continental”
Greco et al. (2007) countie 1.6 038 | 0055 BR | (median); U.S.
(mobile) adapted i
conditions
BR emission
Greco et al. (2007) 26 0.77 016 adapted| weighted average
regressions (mobile) BR “continental”
25 0.75 0.16 adapted (median)
"e‘gtgiig:;;rzy())oz) 14 014 | 0023
Levy et al. (2002) (mobile) 59 012| 002 , BRadaptedto13
Levy et al. (2002) regression m /(pers-d_)'(orlglnal 'S 2.0)’
" 14 0.14 0.023 U.S. conditions for the first
(stationary) two lines
Levy et al. (2002), 5.9 012 | 0.020
regression (mobile)
Evans e_t al. (2002) 14 0.10 0.018
(stationary)
Evans et al. (2002) (mobile based on Wolff (2000); U.S
(urban) 6.1 0.078 0.015 conditions
Evans et al. (2002) (mobile 57 0.091 0.017
(rural)
USEtox (Rosenbaum et al,
2008) 10 34
RiskPoll (Spadaro and Rab
2004a, 2004b, Rabl and a b emission and stack weighted
Spadaro 2005, Hirschberg et 12 8.1 12 069 068 22 average
al. 2003)
Krewitt (2001) (for the “continental;” EU
reference year 2010) L7 0.60 1.4 conditions
Hofstetter (1998) 5.7 0.50 13 0.30 38 continental,” EU
conditions
emission-weighted average,
Van Zelm et al. (2008) 4.9 0.93 1.0 15 90 persons/kf) EU
conditions
BR adapted to 13
Marshall et al. (2005) m®(pers-d) (original is 12.2
regressions (intra-urban 12 d lati 8
only) and popu atlon_ t_o 1.6-10
U.S. conditions
NEEDS (MET.NO. 2008, emission-weighted average;
Preiss et al. 2008, 1.10 2.95 0.85 0.84 0.66 U Con%itions 99
EcoSenseWeb 2008)
2 Intake fractions of PM (ppm): Urban: 7.86 (for 100 m), 11.3 (for 25 m3,& (for transportation); Rural: 2.15 (for 100 @)89 (for 25 m),
4.93 (for transportation); Remote: 0.027.
® Intake fractions of PM 25 (ppm): Urban: 6.91 (for 100 m), 10.3 (for 25 mB, (for transportation); Rural: 1.38 (for 100 m0@ (for 25 m),
3.00 (for transportation); Remote: 0.017.

124



Recommended intake fractions

Table 4-12 summarizes the models and assumptiat fos the recommended intake
fractions presented in Table 4-3. In summary, USERosenbaum et al. 2008) is used for
primary PM and CO, Greco et al. (2007) for secopndrvl from SQ and NQ, Van Zelm et al.
(2008) for secondary PM from NHand RiskPoll (Spadaro and Rabl 2004a) to diffeaéamt
among high-stack, low-stack, and ground-level eimiss of primary PM for urban and rural
conditions, respectively.

Table 4-12 : Summary of models or assumptions usddr the recommended intake fractions of PMq. 5
PM, s, SO,, NO,, NH3, and CO.

Intake fractions for the respective location :

Pollu- Type of dlcrjl(;r
tant | source for the (hou- Urban Rural Remote Population-weighted

emitted | PM emission : average

High-stack Weighted average amon|
Low-stack = iF(PM_5) x ratios of iF(PMg.2.9/iF(PM,5) from RiskPoll urban, rural and remote|
Ground-level emissions
Emission-
weighted Weighted average among high-, low-stack, and grdéewel (based on Table 4-8)
average

F),\/|110-2.5

High-stack Re-derived from | Re-derived from
Low-stack unknown intake unknown intake
fraction, using i) fraction, using i)
urban ratio from rural ratio from Weighted average
RiskPoll, and ii) RiskPoll, and ii) among urban, rural, anc
weighted average| weighted average remote emissions
among high-stack, among high-stack||
low-stack and low-stack and
ground-level ground-level

PM,s Ground-level

Emission- Weighted average among highstack-, low-|

v;i'g::gg stack, and ground-level (based on Table 4-
based on rural
intake fraction,
High-stack = ground-level = ground-level using same ratio
(based on Levy et| (based on Levy et| as for PMs
al. (2002)) al. (2002)) among rural and Weighted average

unknown among urban, rural and
Low-stack = high-stack (no remote emissions
SO, .
difference among
high-stack, low-
Ground-level sta%:k and ground
level)
Emission-
weighted Weighted average among high-, low-stack, and gréewel (based on Table 4-8)
average
based on rural
High-stack = ground-level = ground-level in@ake fraction,_
(based on Levy et| (based on Levy et| using same ratio
al. (2002)) al. (2002)) as for PM. Weighted average
Low-stack S ESEEQEN among urban, rural and
NO, difference among remote emissions

high-stack, low-
stack and ground
level)

Ground-level

Emission-
weighted Weighted average among high-, low-stack, and gréevel (based on Table 4-8)
average

125



based on rural
intake fraction,
using same ratio
as for PM: Weighted average

= rural intake
fraction, assuming
no difference in

High-stack

T o vt
NH; between rural and high-stack Iow-g
Ground-level urban emissions 9 ’
Emission-
weighted Weighted average among high-stack, low-stack, aodrgl-level (based on Table 4-8)
average
High-stack USEtox (with USEtox (with
Low-stack _ rural parameters | remote parameter:
_;Zfé;gflzteglon adapted), no adapted), no Weighted average
(2007) for intrei— difference among| difference among [EEllelals Rt ETeM I 1R=Tale!
co Ground-level urban + rural high-stack, low- high-stack, low- remote emissions

intake fraction

Emission-
weighted Weighted average among high-stack, low-stack, aodngl-level (based on Table 4-8)
average

Legend for the cell colors

Equalized or derived from othe Equalized or derived from othe
values, based on strong eviden Weighted average values, based on weak evidence or
or models models
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4-3.

Table 4-13 provides the equations behind eachefirttake fractions provided in Table

Table 4-13 : Summary of equations used for the recomended intake fractions of PMg.,5 PM, 5 SO,, NO,,
NH,, and CO.

Intake fractions for the respective location

Ground-level

Emission-
weighted
average

In- In-
Pollu- Type of In-
tant | source for the ((1:1(2)(::’- door gﬁgr Urban
emitted | PM emission se- (of 4
High-stack
Low-stack
I:)M10-2.5

PM.s

High-stack
Low-stack
Ground-level
Emission-
weighted
average

Population-weighted

REGIEE average

Rural

SG;

High-stack

Low-stack
Ground-level
Emission-
weighted
average

= iF ground-level

NOy

High-stack

Low-stack
Ground-level
Emission-
weighted
average

=iF ground-level

NH3

High-stack

Low-stack

Ground-level

Emission-
weighted
average

Cco

High-stack
Low-stack

Ground-level

Emission-
weighted
average

=. |F(PM 25 urbar) -
|F(_PM2.5 rural) +
iF COrural

= iF ground-level

=iF ground-level

Legend for the cell colors

or models

Equalized or derived from othe
values, based on strong eviden

#As a first approximation, this value can be adapoea specific rura’ situation by multiplying it ify/90), with x being the population density
(persons/kr) of the rural area under consideration and 90sgues/kni) being the population density of the generic rareh.

= IF(SOz rura)) X
(”:(PMZS remota /
IF(PMZ,S rura\))

=iF high-stack

= |F(Nox rural) X
(IF(PM25 remotg /
|F(PM25 rura\))

=iF high-stack

= |F(NH3 rural)
(iF(PMZ.S remota /
|F(PM25 rura\))

=iF high-stack

Equalized or derived from othe
values, based on weak evidence
models

Weighted average
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5. Bringing the characterization factors into practice Identifying
major contributors and influence of regionalization

As stressed in Chapter 3, performing a completeonadjzed life-cycle assessment study
based on geographically differentiated informatremains almost impossible for current life-
cycle assessment software because of the sigrifemaount of data that must be handled.
Building on developments in Chapter 3 for fate argosure of organic pollutants and primary
PM, as well as on Chapter 4 for secondary PM factan this chapter, | apply the
characterization factors to real emission scenaidiestify the major contributors, and revisit the
guestions of regionalization in life-cycle assesstneéBut in this chapter, | focus on the broader
life-cycle assessment perspective of different @sses (i.e., considering the amount of
emissions from the life-cycle inventory of the drént processes) and not only on the impact
assessment side of life-cycle assessment as inéka&pand 4.

5.1 Summary

Regionalization of inventory and impact assessngemnécognized as an important step
towards improving accuracy, precision and configeindife-cycle assessment results, as well as
discriminatory power. Two approaches can be usegetdorm regionalization in life-cycle
assessment: the geographically differentiated ambroand the archetype approach. The
geographic approach uses information regarding evttes process is located in the world (e.g.,
downtown Chicago), and considers local conditiangdtimate the impacts of direct emissions.
For the archetype approach, however, the exactibocaf the emission is not needed, since this
approach uses information on the main charactesistf the emission location to evaluate the
subsequent impacts. | have examined selected pexeand pollutants that contribute
significantly to human health impacts, and haventbthat geographically distributed damage
results can vary by two orders of magnitude, depgnon the location where the direct emission
occurs. For indirect emissions, which occur in lgrokind processes, regional damage results
vary by a factor of two. Indeed, background proesswe often spread throughout a region and
thus have a low sensitivity to regionalization. fidiere, processes dominated by impacts from
background emissions will have a low sensitivityggionalization.

In addition, | find that both primary and second&M are major contributors to human
health damage in life-cycle assessment. Regiornimizascheme implemented in life-cycle
assessment should therefore address these pddlutgoriority.

Since there is currently no tool for gathering é&agets of detailed geographic data on
inventory and impact assessment in an efficient, wagcommend using the archetype approach
as a realistic implementation of regionalizationlifa-cycle assessment. This will significantly
raise confidence in the results while making thggamalization process practical. | also suggest
expanding this work to other regions of the wodd,well as to other impact categories such as
ecotoxicity, land use, and water use. Performirgjoraalization using the archetype approach
can significantly improve the results of life-cy@ssessments.
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5.2. Introduction

Regionalization in life-cycle assessment

In this chapter | expand the analysis done in Gdrap8 and 4 for impact assessment
methods and address the regionalization of lifdecy@ssessment (see section 3.2 for an
introduction on regionalization of life-cycle assemnt).

Only a few life-cycle impact assessment methodsvigeo geographically based
characterization factors (e.g., Toffoletto et @02, Bare et al. 2003, Potting and Hauschild
2006). However, the resolution used when generdtiege existing characterization factors is
not higher than approximately 100,000%rm Chapter 3 | discuss the issue of regionalizati
and conclude that the archetype approach has is@mif advantages over the geographic
approach in performing regionalization for fate axgosure of air pollutants.

Objectives

In this chapter | explore whether regionalizatioasédd on the archetype approach
significantly improves the evaluative power of lfgcle assessment while minimizing the data
requirements needed by the geographically diffeated approach. This chapter has the
following objectives: (i) to identify the major ctiibutors to damage to human health in order to
identify for which pollutants regionalization schesnshould be developed in priority, (ii) to
evaluate the influence of regionalization on hurha@alth damage using an illustrative set of
processes, and (iii) to discuss the advantagesi@advantage of the archetype and geographic
approaches for performing regionalization in lifgle assessment.

5.3. Method

Modeling framework

Figure 2-1 illustrates the framework used to caltrithe overall damage to human health
of different processes. The unit of the damage usélde present chapter is disability-adjusted
life years (DALY — Murray and Lopez 1996). DALY wasscussed in detail in section 1.1.1.

The overall damage score associated with a praseserefore a function of both the
guantity of the emission and the type of emissidhe-latter will determine its characterization
factor. Therefore, when evaluating the influenceaegionalization on different processes, one
first needs to evaluate which pollutants are cbatmg significantly to the overall damage score.
Indentifying impact categories dominating humanithedamage

The contribution from the different impact categsrfor the total human health damage
of all ecoinvent 2.0 (Frischknecht 2005) processgwesented first. Then the contribution from
the annual United States air emissions is evaludthdse analyses allow one to identify the
dominant impact categories and thus identify thierpies for determining archetypes. The
impact assessment tool used is IMPACT 2002+ (Joditeal. 2003), for which the category
respiratory inorganics is updated using the vaft@a Chapter 4.
Selected process and assessment procedure

A number of processes are selected to evaluatenpertance of regionalization. They
are selected from those that have a significantesbhimpacts on human health. The literature
suggests that housing, transport, food and otheswuoption goods are all responsible for a
significant portion of the human health damage eduby emissions of pollutants in the
environment (Kaenzig and Jolliet 2006, Huppes et28l06). Based on this rationale, the
following processes are selected as being reprsanof high production volume processes for
each of the four classes introduced above: climkeduction for Portland cement (Cement),
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electricity from a coal power plant (Electricitgxude oil extraction (Oil), truck driving (Truck),
gasoline car driving (Car), trans-oceanic contaisleipping (Boat), nitrogen-based fertilizer
production (Fertilizer), glyphosate application gf&de), and polyethylene terephtalate (PET)
production.
Characteristics of the selected unit processes

The unit process selected in ecoinvent 2.0 (Frisebkt 2005) and the reference flow

(ISO 20064a, 2006b, section 1.1.1) of these prosemsegiven in Table 5-1.

Table 5-1: Characteristics of the selected unit preesses.

Reference

Process Unit process selected in ecoinvent 2.01 flow Comments
Clinker Clinker, at plant (Swiss conditions) 1t igprocess represents the production of clinker
. Hard coal, burned in power plant (Southeasterntiec This process represents the production of
Electricity S : e 1 kWh S )
Reliability Council conditions) electricity in a coal-fired power plant
Oil Crude oil, at production offshore (Norway catiahis) 1t This process represents crude oil efitnac
Transport, lorry >32t, EURO3 (average European This process represents goods transportation by a
Truck o 1 t-km
conditions) truck
Transport, passenger car, petrol, fleet averagé 201 This process represents average 2010 fleet
Car S 1pers-km X
(average European conditions) gasoline passenger car
Boat Transport, transoceanic freight ship (average dcean 1 tkm This process represents an average transoceahic
fleet) freight ship
This process represents fertilizer production;
Fertilizer Ammonium nitrate, as N, at regional storehouseer@ye 11 Ammonia (steam reforming, liquid) and Nitric
European conditions) acid (50% in HO) are performed on-site;
Composition is NEHNO;
This process represents pesticide production and
Application of plant protection products, by fiedgrayer use; Direct impacts from glyphosate based on
Pesticide (Swiss conditions) and Glyphosate, at regionakstouse | 1 kg-ha Humbert et al. (2007); Composition is
(Swiss conditions) Glyphosate (N-(phosphonomethyl) glycine) (the
active ingredient of Roundup)
Polyethylene terephthalate, granulate, bottle gratle . .
PET plant (average European conditions) 1t This process represents PET production

Life-cycle inventory

The inventory database ecoinvent (Frischknecht P&0Gsed to calculate the life-cycle
inventory. This database, combined with softwarehsas SimaPro (PRé 2006), allows one to
perform a regionalization analysis because it aldar the separation of foreground and
background emissions as well as for the distincbetween high and low population density
areas for the zone of emission. The foreground ®aris, also referred to as direct emissions, are
the emissions occurring directly from the proces$sinterest. Background emissions, also
referred to as indirect emissions, are the emissbacurring from all the processes upstream and
downstream of the process of interest. The regmatadn is first assessed only with respect to
direct emissions, using characterization factoex#ig to different release locations. In this ffirs
step, the indirect emissions occurring in unknowreaa are assessed with generic
characterization factors. In a second step, retjgatson is also assessed for indirect emissions,
using the archetypes given by default in ecoinvelowever, because the archetypes given by
default in ecoinvent are only roughly defined (gistion among air emissions in high, low and
“unknown” population densities) and are often setimtknown, the archetypes given by default
in ecoinvent only enable one to perform a partalrQugh) regionalization of indirect emissions.
Note that version 3 of ecoinvent will improve tlegjionalization of the database, but details are
not yet known (Hischier 2009).
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Table 5-2 presents the life-cycle inventory of sleéected unit processes.
Table 5-2: Life-cycle inventory of air pollutants anissions (selected substances — full list can beufal directly
in ecoinvent 2.0 — Frischknecht 2005) from the saled unit processes (emissions are expressed inpger

unit).

Process Units CO, PM, NOy SO, NH3 Dioxin BaP***
Clinker per kg direct 8.4E-01 2.4E-05 1.1E-03 3.6E-04 2.3E-0b 98E 0.0E+00
indirect 4.3E-02 2.5E-05 2.0E-04 9.1E-0§ 6.6E-06 1E114 4.0E-10
Electricity per MJ direct 9.7E-02 3.4E-06 1.5E-04 5.0E-04 0.0E+d0 118E 7.7E-13
indirect 4.5E-03 2.1E-06 6.2E-05 1.0E-05 5.1E-06 TE215 4.2E-11
oil per kg direct 4.6E-02 1.8E-05 2.6E-04 3.5E-05 0.0E+d0 OOIE 1.0E-11
indirect 4.4E-03 1.6E-06 1.3E-05 2.1E-05 3.4E-0)7 1E615 4.0E-11
Truck per tkm* direct 7.9E-02 1.4E-05 6.8E-04 2.7E-06 4.3E-0[7 15E 7.4E-13
indirect 3.3E-02 1.5E-05 1.5E-04 1.2E-04 1.2E-06 7E314 4.1E-10
Car per direct 1.2E-01 5.7E-06 1.6E-04 3.8E-06 1.6E-0b OME 0.0E+00
pers-km** indirect 5.5E-02 2.0E-05 1.7E-04 2.9E-04 1.8E-06 3E614 9.1E-10
Boat per t-km* direct 9.4E-03 4.0E-06 1.4E-04 1.3E-04 1.0E-0p 3l8E 2.8E-11
indirect 2.6E-03 8.5E-07 7.1E-06 1.5E-04 4.8E-08 2E115 3.3E-11
Fertilizer per kg direct 8.9E-01 7.5E-04 1.1E-02 6.1E-06 6.2E-03 216E 2.8E-10
indirect 2.0E+00 7.2E-04 3.9E-03 5.8E-04 6.3E-06 3E112 1.6E-08
Pesticide per kg direct 0.0E+00 0.0E+00 0.0E+00 0.0E+00 0.0E+Q0 B00E 0.0E+00
indirect 1.5E+01 4.8E-03 2.7E-02 6.5E-07 1.8E-04 9E212 1.6E-07
PET per kg direct 4.2E-01 9.8E-05 4.2E-04 1.1E-03 8.1E-0B 1N8E 9.9E-11
indirect 2.1E+00 4 5E-04 4.4E-03 5.7E-04 4.1E-06 8E7Y13 1.9E-08

*t.-km, i.e., one tonne transported over one kirpers-km, i.e., one person transported over ong'®kfBaP means Benzo(a)pyrene.

Calculating generic versus regional human healtimdge

Multimedia fate and multipathway exposure modeésracognized as suitable modeling
approaches to assess chemical fate and exposure-gycle impact assessment (Hertwich
2002). To perform the present analysis, | needssaimodel that can provide both generic and
regional characterization factors. Several modedsaaailable to calculate geographic fate and
exposure for hundreds of pollutants: BETR North Aigge(MacLeod et al. 2001), BETR World
(Toose et al. 2004), IMPACT 2002 Western Europen(itegton et al. 2005), IMPACT 2002
Continental (Rochat et al. 2006), GLOBOX (Sleeswv(l06), IMPACT North America (Chapter
2). IMPACT North America (see Figure 2-3 in Cha@gis chosen here because it allows one to
calculate both intake fractions and characteripafaxtors at a high geographic resolution and
includes urban environments. In addition to thecells presented in Figure 2-3, 292 urban areas
are nested in the respective air cells. These usbaas allow one to more accurately capture the
exposure influence of urban emissions. Indeed, htizsan et al. (2008) and Chapters 2, 3 and 4
have shown that considering urban compartment:pact modeling is important for pollutants
of low- to medium-persistence when inhalation is tominant intake pathway. Note that the
model IMPACT North America has some limitations @aaluating fate of and exposure for
secondary particulate matter owing to the chemistiyolved in its formation. Therefore
characterization factors for secondary particulatatter are based on the review and
recommendations of existing models as presente@hapter 4. The residues and damage
associated with the use of pesticides are basdduonbert et al. (2007). Finally, the generic
characterization factor is defined and calculatesl the emissions-weighted average
characterization factor for the emissions in thiéedent regions of North America. Since the
spatial distribution of most emissions is unknowamissions are considered, as a first
approximation, to be correlated to population (Skapter 3).
Generic versus archetype versus geographic chatizateon factors

Table 5-3 presents the generic versus archetypsusegeographic characterization
factors used in this chapter.
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Table 5-3: Generic versus archetype versus geograiglcharacterization factors used in this chapter.
Type of
er%l\?iron- s .Of PM25 NOy SO, NH3 Dioxin BaP*
i modeling
Generic generic 1.8E-3 1.3E-5 1.1E-4 1.2E-4 1E+3 -47E
Urban archetype 3.4E-3 1.4E-5 1.2E-4 1.2E-4 1E+3 8E-4
Characterization| geographic 3.0E-3 1.4E-5 1.2E-4 1.2E-4 3E+3 8E-4
factors Rural archetype 3.9E4 1.3E-5 1.0E-4 1.2E-4 1E+3 8E-4
(DALY/kg) geographic 3.4E-4 1.3E-5 1.0E-4 1.2E-4 2E+3 4E-4
Remote archetypg 1.4E-5 7.9E-7 6.2E-6 7.6E-6 1E-1 8E-8
geographic 2.0E-6 7.9E-7 6.2E-6 7.6E-6 9E+1 6E-1(
Generic generic Chapter 4 Chapter ¢ Chapter 4 @hdpt| Chapter 2 Chapter 2
Urban archetype Chapter 4 Chapter 4 Chapter|4 Chaptdr 4 haptér 2 Chapter 2
geographic | Chapter™2 | Chapter 4 Chapter 4 Chapter 4 Chapter 2 Chapter 2
Sources Rural archetype Chapter 4 Chapter 4 Chapter|4 Chaptdr 4 haptér 2 Chapter 2
geographic| Chapter”2 | Chapter 4 Chapter 4 Chapter 4 Chapter 2 Chapter 2
Remote archetype Chapter 4 Chapter 4 Chapter|4 Chaptdr 4 haptér 2 Chapter 2
geographic | Chapter”2 | Chapter 4 Chapter 4 Chapter 4 Chapter 2 Chapter 2
aBaP means Benzo(a)pyrefi®falues are generated with the IMPACT North Ameriwadel that contains effect factors included inrtiedel
available at http://www.impactmodeling.org; theeefffactors used for PMin the IMPACT North America model is the samera€hapter 4
(i-e., 140 DALY/Kgnaie, the effect factors for dioxin and benzo(a)pyranerespectively 100,000 and 2 DAL Y{ighe.

5.4. Results

Human health damage for all ecoinvent processes

The contribution from the different impact categsrfor the total human health damage
of 3,841 processes defined by ecoinvent 2.01 (fkisecht 2005) is presented in Table 5-5.
Such information allows one to identify the domihampact categories within different
processes and therefore allows one to set priontieen determining archetypes. The impact
assessment is based on IMPACT 2002+ (Jolliet 20813), given by default in ecoinvent 2.01
(the Excel file containing the human health damfagell 3,841 processes can be downloaded at
htpp://www.ecoinvent.ch), for which the categorgspiratory inorganics” is updated using the
values from Chapter 4.

The impact categories human toxicity, ionizing &idins, ozone layer depletion, and
photochemical oxidation are directly taken from thecel file that can be downloaded at
htpp://www.ecoinvent.ch, using the value of 0.0@JALY/point to transform the units from
points (defined in IMPACT 2002+ — Jolliet et al Z)Qoer functional unit of each process to
DALY per functional unit of each process.

For the category “respiratory inorganics,” the s¢abses from ecoinvent 2.01 presented
in Table 5-4 have their characterization factordaigd.

The Excel table in which the computation was pened can be downloaded from
http://www.impactmodeling.org. However, this Exdeble is simply for information as all
calculation can be performed again using the impasessment results Excel file that can be
downloaded at htpp://www.ecoinvent.ch and the \&alfe0.0071 DALY/point as well as values

found in Table 5-4.
Table 5-4: Substances for which the characterizatiofactor (CF, in DALY/kg) is updated. These substaces
correspond to the category “respiratory inorganics.

Substance pa(rtzlcg Is:;‘s, sulphur dioxide nitrogen oxides ammonia carbon monoxide
Original CF 7.0E-04 5.5E-05 8.9E-05 7.3E-07 8.5E-05
CF used to generate thg
‘{ﬁgigtzge:;qiiﬁifgt‘g r;‘ " 18E-03 1.1E-04 1.3E-05 1.2E-04 6.4E-07
inorganics”
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Table 5-5 presents the contribution of backgroumdssions as well as of foreground
emissions to the total human health damage.

Table 5-5: Contribution of the different impact categories for the 3,841 processes defined by ecoint@rDl

(median of the processes represented for each impaategory).

Number of Contribution to total human health damage (%)
Process class| processes leiiiizin ; ;
- g Ozone layer Photochemical Respiratory
represented | Human toxicity radiation depletion oxidation inorganics
agriculture 211 15 0.16 0.0048 0.061 84
chemicals 506 6.0 0.41 0.012 0.070 93
energy 1,501 6.2 0.17 0.0042 0.040 93
materials 767 7.4 0.24 0.0039 0.053 92
processing 281 8.8 0.40 0.0039 0.028 91
transport 206 5.4 0.20 0.013 0.12 94
waste 369 50 0.11 0.0027 0.040 49
management

Table 5-5 shows that the category “respiratory gaoics” dominates the total human
health damage. This category contains the impacta CO, primary PM smaller than 2u8n
(PM.5), and secondary PM attributable to S0y, and NH. These pollutants should therefore
get extra attention when evaluating the influen€aegionalization on processes. Note that
secondary PM attributable to volatile and semifi@aorganic compounds emissions is not
addressed (see Chapter 4).

Human health damage from annual United States amb@missions

The human health damage from annual United Statasrae emissions are based on the
impact categories respiratory inorganics, humaniciiyx ionizing radiation, ozone layer
depletion and photochemical oxidation.

Impacts from respiratory inorganics from United t&aair emissions of primary PM,
SO, NO,, NHz and CO are based on Chapter 4 for both the innen¢ésults (Table 4-8) and the
characterization factors (Table 4-7). Table 5-&ltbe inventory and the characterization factors
chosen for the category respiratory inorganics.
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Table 5-6: List of characterization factors choserfor the category respiratory inorganics.

Archetype of emission ar%rﬂzti?irﬁz;?c?ns CIEGEE B
Pollutant (Table 4-8) () factor (DALY/kg) Source/comment
(see Chapter 4) (see Chapter 4)
Total high-stack 850,00 n/a
PMyoss Total low-stack 200,000 n/a
: Total transport 9,500,000 n/a
Total fires and miscellaneous 5,500,000 n/a
Total high-stack 1,300,000 7.3E-04
Total low-stack 540,000 1.0E-03
Total transport (on and non-road 450,000 3.1E-03
Effect factor assumed to be better
represented by undefined than tailpipe
PM emissions; therefore the characterization
25 factor chosen here is the characterization
Total transport (road dust) 850,000 2.2E-03 factor for ground-level emission that has
been corrected by (140/200); further
research is needed to better evaluate road
dust effects
Total fires and miscellaneous 1,500,0p0 1.2E-05 -starck remote
Total high-stack 12,000,000 1.1E-04
SO Total low-stack 2,000,00 1.1E-04
Total transport 770,00 1.1E-04
Total fires and miscellaneous 100,000 6.2E-06 Ltaglsremote
Total high-stack 6,000,000 1.3E-05
NO, Total low-stack 2,500,00( 1.3E-05
Total transport 13,000,000 1.3E-05
Total fires and miscellaneous 160,000 7.9E-07 Ltagisremote
Total high-stack 5,100,000 4.9E-07
co Total low-stack 4,200,00 5.2E-07
Total transport 85,000,000 6.6E-07
Total fires and miscellaneous 15,000,000 2.1E-07 w-ktack remote
Transport 200,000 1.2E-04
NH, Low-stack rural 3,800,00 1.2E-04

Table 5-7 presents the main contributors to huneaitin damage from United States air
emissions, using the United States Environmentatieetion Agency’s Toxics Release Inventory
(2008) annual air emissions and IMPACT 2002+ (@bt al. 2003, Humbert et al. 2009) for
human toxicity, ionizing radiation, ozone layer #on and photochemical oxidation, as well as
a summary of the results of Table 5-6 for respisatoorganics.

Table 5-7 shows that annual United States airbemeéssions cause approximately 7
million DALYs dominated by primary Pl (66%), secondary particulate matter from,SO
(22%), secondary particulate matter from JNEH%), secondary particulate matter from ,NO
(4%), and CO (1%). See sectibmror! Reference source not found.Error! Reference source
not found. for details on calculating DALY from primary andc®ndary PM exposure. These
five pollutants contribute 99% of the human hea#mage from annual United States outdoor
airborne emissions with primary BMas the dominant contributor. The other 266 pafitga
evaluated contribute 1% of the total human headtmabe from annual United States outdoor
airborne emissions, lead by dioxin (see sectioh 5.8

Note that secondary PM from organics has not beeluded in the modeling. Current
results should therefore be taken with care anadtifiigation of the contribution from secondary
PM from organics should done in order to improwe ribbustness of these results.

At the level of United States (~300,000,000 pergsoas annual damage of 7 million
DALYs represents approximately 0.024 DALYs per perper year or 9 days per person per
year of life lost because of annual United Stateslaor air emissions, representing, when
assuming an average life expectancy of 77 yearge(fReo al. 2009), 1.8 DALY per person per

137



lifetime. In other words, this result implies a 286 shortening from air pollution, of which two
thirds come from primary PM.

Of these 1.8 DALY per person per lifetime, 66% aosning from primary PMs and 22%
from secondary PM from SOThese two pollutants are assumed to represeetHM (see
Chapter 4). This indicates that approximately 8§%hose 1.8 DALY, or 1.6 DALY per person
per lifetime, can be attributed to fine PM exposure

As a matter of comparison, Pope et al. (2009) exatua loss of 0.7 to 1.6 years of life
expectancy that can be attributed to longterm exo® PM s per incremental concentration of
10 pg per ni. Using the United States average 2Moncentration in the air in 1999-2000,
which is 14ug per ni (Pope et al. 2009), the values of Pope et al.qp80ggest a reduction of
life expectancy of approximately (14/18)(0.7 to 1.6) = 0.98 to 2.2 years. It is interggtio
note that the value | found (1.6 DALY per person lgetime) falls within the range evaluated

by Pope et al. (2009) (which is 0.98 to 2.2 DALY person per lifetime).
Table 5-7: Main contributors to human health damagerom United States emissions.

Annual United Characterization Impact Total damage iggg'g Cumulative
States emissions  factor (DALY/kg score to total human
el (kaly) emitted) Zategony | human heaith | '@ Numan health
(USEPA 2008) (see Chapter 4) (DALYly) damage damage
Primary PM s 4,500,000,000 see Table 5-6 4,700,000 66% 66%
Secondary particulate matter
from SG 15,000,000,000 see Table 5-6 1,600,000 2904 88%
Secondary particulate matter ) respiratory
from NH; 4,000,000,000 see Table 5-6 | 4 oanics 480,000 6.7% 94%
Secondary particulate mattgr
from NO, 21,000,000,000 see Table 5-6 270,000 3.8% 98%
Carbon monoxide (CO) 110,000,000,000 see Table 5-6 64.000 0.89% 99.16%
Dioxin and dioxin-like
compounds 1.4 2.9E+04 41,000 0.57% 99.74%
Decabromodiphenyl oxide 20,000 6.8E-01 14,000 0.19%  99.93%
Polycyclic aromatic
compounds 200,000 9.9E-03 2,00 0.028% 99.95%
Arsenic compounds 49,00p 3.9E-02 h 1,900 0.026% 98.98
Zinc compounds 2,800,000 2.6E-04 X ”_m?t‘” 7p0 0.01p% 99.99%
Selenium compounds 260,000 5.1E-04 ("\%%T 130 0.002% 99.09
Chromium compounds 2002+ —
(except chromite ore mined 210,000 3.9E-04 Jolliet et al 872
in the transvaal region) 2003) ’ 0.001% 99.99%
Zinc (fume or dust) 240,00 2.6E-04 63 0.001% 9% 99
Mercury compounds 55,000 1.1E-03 b9 0.001% 100.00%
Benzene 2,500,00 2.1E-05 52 0.001% 100.00%
Formaldehyde 4,200,000 1.2E-05 19 0.001% 100.00%
All other pollutants (266 220,000,000 220 0.003%
identified)
All pollutants 150,000,000,00 7,200,000 100%

Human health damage evaluated with generic, geducafly-based and archetype-based
regional damage factors

For each of the selected processes and locatiamsar health damage is calculated
based on cancer, non-cancer and respiratory effactsed by emitted pollutants (Figure 5-1).
Damage from foreground (direct, in gray) and backgd (indirect, in black) emissions are
shown separately.
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The three emission locations chosen to illustratel analyze the influence of
regionalization are Chicago for urban emissionsntdoa for rural emissions and Alaska for
remote emissions. These three locations are chosesuse they are good examples of urban
areas, rural areas and remote areas. Other aitregions could have been chosen for the present
analysis.

The damage scores from both the generic case amdnthirect emissions for the
geographically-based case (which occur in an unkndocation) are computed using the
population emission-weighted characterization ficfor North America (Chapter 3). With the
archetype characterization factor, both direct andirect emissions are evaluated with
archetype-based characterization factors.
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archetype-based regional characterization factorsGF), and distinguishing between damages related to

foreground (direct) and background (indirect) emisgons. Chicago, Montana and Alaska are taken as an
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Table 5-8 lists the pollutants contributing, inaipto more than 99% of the human health
damage score caused by direct and indirect emsé$orrthe selected processes, evaluated using
generic characterization factors.

Table 5-8: Pollutants® contributing, in total, to more than 99% of the human health damage scor8 caused
by direct and indirect emissions for each proces®¢oinvent 2.01 — Frischknecht 2005).

Process considered
Clinker Elcei(t:)t/”' (o]] Truck Car Boat Tiiglr- Pesticide PET
PM(NG,). I:I;I\I\/AI((,\IN%)) Zincin
Pollu- direct PM(SQy), | PM(SQ), | PM(NG), PM 5, PM 8 PM(SQ), soil PM(NG,)), PAH,
tants emis- | PM(NO), | PM(NO), PMss, Zincin | o\ (sza) PM(NOY, | oy, (Nlli ) PMss, PM(SQ),
contri- sions PM2_5, PM2_5 PM(SQ) SO”, Zinc in ! PM2_5, PM(NO:)' PM(SQ) PM2_5,
buting to PM(NHs) PM(SQ) soil PM(NHs) PM, '
more ' :
than 99% — Benzene
Arsenic in | PM(SQ), | PM(SQ), PM(SQ),
of the PM(SQ),
human o PM(SQ), water, PM2_5, PM2_5, PM(SQ), PM2_5, PAH,
health indirect PM PM(NQ)), | PM(NOQ), | PM(NQ), PAH, PM(SQ), | PM(NQY), | PM(SQy), PM
damage emis- PM(NZSX) PM(NH), PAH, PAH, PM, 5, PM, 5, PAH, PM,s, PM(I\IZCSJ’X)
score for sions PM(NH )’ PM(SQ), | PM(NHs), | Arsenicin| PM(NG) | PM(NOy) | Arsenicin| PM(NOy) Arsenic ih
3 PMzs, Arsenicin |  water, air,
PAH water PM(NH;) water
2 “PM(XX)” means “secondary particulate matter fodrfeom the pollutant XX.” PAH refers to polycyclaromatic hydrocarbons.
® This damage includes toxicity (i.e., cancer and-oancer) and respiratory inorganic effects.

Note that the significant contribution of backgrdusrocesses to overall impact score of
driving a car can be surprising. This requireshfertanalysis to understand the quality of the life-
cycle inventory used for oil extraction and refgurFurthermore, note that this is a car using
gasoline: a car using diesel would probably hagédr contribution to direct impacts because of
its higher amount of PM and NOXx tailpipe emissicglative to gasoline cars.

5.5. Discussion

Dominant contributors to human health damage frartdoor emissions

Human health damage from airborne emissions ampst cases, dominated by primary
and secondary PM as well as by CO and dioxin. This be seen clearly from the results
presented in Table 5-5, Table 5-7 and Table 5-&réfore, any regionalization system used in
life-cycle assessment should address primary acchdary particulate matter as well as carbon
monoxide and dioxin. Furthermore, | foresee thatnfi@st processes, the sensitivity of the total
human damage score will be strongly correlated viibhv these pollutants are affected by
regionalization.
Generic versus regional characterization factors

Figure 5-1 shows that, depending on where a prosekxated, overall human health
damage (i.e., including indirect emissions) carnrfieenced by less than a factor of two (e.qg.,
for cars, truck, PET production or fertilizers puootion) to a factor of five (e.g., for oll
extraction, electricity production or emissionsnfrdoats). However, human health damage from
direct emissions can vary by up to a factor of {€@., for PET production, oil extraction or
cars). The use of generic factors can underestimatean health damage for processes situated
in urban areas and can overestimate human heattiag#a for processes situated in rural or
remote areas. Therefore, when life-cycle proceasesnostly in areas with conditions that are
significantly different from generic ones (e.gl, matforms or boats are mostly in areas with low
or no population density) or for case studies imvig emission scenarios occurring in conditions
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significantly different from the generic ones (e.g. case study comparing truck and train
shipping across the Rockies) the use of generia dah underestimate or overestimate the
human health damage score by a factor of two e, fiespectively. This variation of an order of
magnitude observed here for the total impact scomerscores the need for regionalization
following the recommendation of Margni et al. (2DpG8ating that differentiation should be

considered if sensitivity studies reveal high V@oias in characterization factors for a given

category, that is at least a factor of two to té@pending on the uncertainty in the category.
However, when indirect emissions have a significamitribution to the overall impact score, the
need for regionalization in life-cycle impact assasnt is reduced.

Table 5-7 lists the pollutants contributing, inaipto more than 99% of the human health
damage score caused by direct and indirect emsé$orrthe selected processes, evaluated using
generic characterization factors. The damage frbosd that are inhalation-dominated (e.qg.,
PM,s) is mainly influenced by population density, wresethe damage of others that are
ingestion-dominated (e.g., PAHS) is mainly influeddoy the agricultural production intensity
(see Chapter 3). Processes having human healthgdao@minated by primary PM, zinc,
benzene, PAHs and arsenic are the most sensitithee temission location. For these pollutants,
regionalization can significantly improve the aamy in the life-cycle assessment results
evaluating human health damage. For processes ghéniman health damage dominated by
secondary PM attributable to NG5G, and NH, the overall human health damage is not very
sensitive to whether the emissions occur in urb@asa rural areas, or a generic location. As
explained in Chapter 4, secondary PM is not sigaiftly influenced by local population density
surrounding the emission location; it is only idhced by regional or continental population
densities because of the time required by the foamsition processes to form secondary PM
from precursors (Levy et al. 2002). It appears try remote areas (e.g., boat on the ocean, oll
platform in the arctic, truck crossing the deskeaye impacts where regionalization significantly
changes the overall human health damage domingtsddondary PM.

Geographically-based versus archetype-based redjidmaracterization factors

Figure 5-1 shows that the archetype approach gessts consistent with the geographic
approach. Because background processes are otitered around the country or the world,
regionalization influences the damage from indireatissions (i.e., from the background
processes) less than the damage from direct emssgjioe., from foreground processes).
Therefore, though the damage from direct emissaamsvary up to a factor of 100, the total
damage from both direct and indirect emissionsegain a smaller range, within a factor of ten,
depending on the share of indirect emissions in tttal damage. For several processes,
variations of a factor of two are observed for tietal damage. Therefore, because the
background damage does not vary a lot, and bet¢hadeackground emissions contributes to a
significant share of the total human health damdgdble 5-5), even if the foreground damage
varies a lot, the total damage will not vary as mas the direct damage.

Outlook

In this chapter | show that regionalization is intpat for life-cycle impact assessment,
and that the archetype approach is a practicaltagerform regionalization as it is as accurate
as the geographic approach, but more practicahfleiment. Therefore, as long as no detailed
geographic information systems allows the genaratmf geographically differentiated
inventories and the matching of those inventorigh Wwnpact assessments, | recommend the use
of the archetype approach to make regionalizatiactial for life-cycle assessment. Because
most processes have their human health damage dooeated by impacts from primary and
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secondary particulate matter, carbon monoxide aoxirg any regionalization scheme should
address these pollutants with care.

Future research

This chapter explores the question of regionaliratfor non-global human health
damage caused by pollutants emitted in North Amaefitis type of work should be expanded to
other regions of the world as well as to other sypeimpact categories such as damage related
to tropospheric ozone formation, ecotoxicity, afddition, eutrophication, land use or water use.
Future research should be conducted to better asisesoptimum archetypes for the different
impact categories, media of emissions, world regjiand types of pollutants.

In conclusion making regionalization a common practice in tfele assessment of
human health impacts is important, needed and deéedanndeed, the lack of regionalization in
life-cycle assessment has been long discussed andbden considered a limitation of human
health damage life-cycle assessment-based resuligdision making (Potting and Hauschild
2006, Sedlbauer et al. 2007, Reap et al. 2008, Natgal. 2008). However, up until now, life-
cycle assessment studies that have integratednadiation have been rare, mainly because of
the data intensiveness and large number of compusaneeded to perform geographically-
differentiated regionalization. The archetypes-dasgionalization approach would significantly
increase confidence in decisions based on lifeecymésessment by improving accuracy,
precision and confidence in life-cycle assessmestits as well as its evaluative power, and
therefore encourage the use of life-cycle assegsmelecision making.
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5.8.

Supporting information for this chapter
Table 5-9 presents the list of pollutants evalusbegenerate Table 5-7.

Table 5-9: List of pollutants evaluated to generat&able 5-7.

Emission
s (total
air n Damage
IR z(;rt]izrna?a:ggr score Contribu-
(On-site (DALY/ . Cumula-
. - (CF) for tion to }
Pollutant/Chemical Fugitive Source human Source y) total tive
Air + On- (i.e., damage
3 " health . damage
site Point (DALY/kg) emission
Source 9 sx CF)
Air)) (in
kaly)
PM2.5 4.6.E+09 4.7 .E+06 66.000% 66.00%
S0O2 1.5.E+10 1.6.E+06 22.000% 88.00%
NH3 4.0.E+09 see Chapter 4 see Table 56  see Table|5468.E+05 6.700% 94.00%
NOx 2.1.E+10 2.7.E+05 3.800% 98.00%
CO 1.1.E+11 6.4.E+04 0.890% 99.00%
DIOXIN AND DIOXIN- TRI (USEPA Jolliet et al. o o
LIKE COMPOUNDS 1.4.E+00 2008) 2.9.E+04 2003 4.1.E+04 0.570% 99.70%
DECABROMODIPHENYL TRI (USEPA ) Jolliet et al. o o
OXIDE 2.0.E+04 2008) 6.8.E-01 2003 1.4.E+04 0.190% 99.90%
POLYCYCLIC AROMATIC TRI (USEPA ; Jolliet et al. o o
COMPOUNDS 2.0.E+05 2008) 9.9.E-03 2003 2.0.E+03 0.028% 99.95%
TRI (USEPA Jolliet et al.
ARSENIC COMPOUNDS 4.9.E+04 2008) 3.9.E-02 2003 1.9.E+03 0.026% 99.98%
TRI (USEPA ) Jolliet et al. o o
ZINC COMPOUNDS 2.8.E+06 2008) 2.6.E-04 2003 7.2.E+02 0.010% 99.99%
TRI (USEPA ) Jolliet et al. o o
SELENIUM COMPOUNDS 2.6.E+05 2008) 5.1.E-04 2003 1.3.E+02 0.002% 99.99%
CHROMIUM
COMPOUNDS(EXCEPT .
CHROMITE ORE MINED | 2.1.E+05 TR'Z(CLJJO%')EPA 3904 | JOUCA | goEs01|  0001% |  99.99%
IN THE TRANSVAAL
REGION)
TRI (USEPA Jolliet et al.
ZINC (FUME OR DUST) 2.4.E+05 2008) 2.6.E-04 2003 6.3.E+01 0.001% 99.99%
TRI (USEPA ) Jolliet et al. o o
MERCURY COMPOUNDS 5.5.E+04 2008) 1.1.E-03 2003 5.9.E+01 0.001% 100.00
TRI (USEPA ) Jolliet et al. o o
BENZENE 2.5.E+06 2008) 2.1.E-05 2003 5.2.E+01 0.001% 100.00
TRI (USEPA Jolliet et al.
FORMALDEHYDE 4.2.E+06 2008) 1.2.E-05 2003 4,9.E+01 0.001% 100.009
TRI (USEPA Jolliet et al.
HEXACHLOROBENZENE 1.5.E+02 2008) 2.0.E-01 2003 3.1.E+01 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
CHROMIUM 7.1.E+04 2008) 3.9.E-04 2003 2.8.E+01 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
BARIUM COMPOUNDS 9.3.E+05 2008) 2.1.E-05 2003 2.0.E+01 0.0% 100.00%
TRI (USEPA Jolliet et al.
ARSENIC 4.3.E+02 2008) 3.9.E-02 2003 1.7.E+01 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
BROMOMETHANE 1.6.E+05 2008) 6.2.E-05 2003 1.0.E+01 0.0% 100.00%
CARBON TRI (USEPA ) Jolliet et al. o o
TETRACHLORIDE 7.5.E+04 2008) 1.1.E-04 2003 8.2.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
AMMONIA 5.3.E+07 2008) 1.4.E-07 2003 7.6.E+00 0.0% 100.00%
TRI (USEPA Jolliet et al.
ANTIMONY COMPOUNDS 1.7.E+04 2008) 4.5.E-04 2003 7.5.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
NICKEL COMPOUNDS 2.9.E+05 2008) 2.5.E-05 2003 7.2.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
CADMIUM COMPOUNDS 4.3.E+03 2008) 1.6.E-03 2003 7.0.E+00 0.0% 100.00%
SELENIUM 1.3.E+04 TRI (USEPA 5.1.E-04 Jolliet et a] 6.5.E+00 0.0% 100.00%
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Emission
s (total
air . Damage
TELEEEE zc;rt.]iz:]agigr score Contribu-
(On-site (CF) for (DALY/ tion to Cumula-
Pollutant/Chemical Fugitive Source human Source y) total tive
Air + On- health (i.e., damage damage
site Point (DALY/kg) emission 9
Source g sx CF)
Air)) (in
kaly)
2008) 2003
TRI (USEPA ) Jolliet et al. o o
STYRENE 1.7.E+07 2008) 3.7.E-07 2003 6.4.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
ACROLEIN 7.4.E+04 2008) 7.6.E-05 2003 5.6.E+00 0.0% 100.00%
TRI (USEPA Jolliet et al.
DIMETHOATE 4.7.E+03 2008) 1.1.E-03 2003 5.4.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
MERCURY 4.8.E+03 2008) 1.1.E-03 2003 5.1.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
ATRAZINE 6.1.E+03 2008) 4.5.E-04 2003 2.8.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
NICKEL 1.1.E+05 2008) 2.5.E-05 2003 2.8.E+00 0.0% 100.00%
TRI (USEPA Jolliet et al.
LEAD COMPOUNDS 3.6.E+05 2008) 7.3.E-06 2003 2.7.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
BARIUM 1.2.E+05 2008) 2.1.E-05 2003 2.5.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
ACRYLAMIDE 5.4.E+03 2008) 4.4.E-04 2003 2.3.E+00 0.0% 100.00%
TOLUENE .
DIISOCYANATE (MIXED | 1.2.E+04 TR'Z(goss')EPA 1.9.E-04 Jo'gztoest all o3Er00|  0.0% 100.0094
ISOMERS)
TRI (USEPA ) Jolliet et al. o o
PYRIDINE 1.5.E+04 2008) 1.5.E-04 2003 2.2.E+00 0.0% 100.00%
TRI (USEPA Jolliet et al.
M-DINITROBENZENE 3.3.E+03 2008) 6.1.E-04 2003 2.0.E+00 0.0% 100.00%
1,2,4- TRI (USEPA ) Jolliet et al. o o
TRIMETHYLBENZENE 3.1.E+06 2008) 6.4.E-07 2003 2.0.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
COPPER COMPOUNDS 3.2.E+05 2008) 5.7.E-06 2003 1.8.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
CHLOROFORM 2.7.E+05 2008) 6.3.E-06 2003 1.7.E+00 0.0% 100.00%
TRI (USEPA Jolliet et al.
DICHLOROMETHANE 2.4.E+06 2008) 6.7.E-07 2003 1.6.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
ANTIMONY 3.3.E+03 2008) 4.5.E-04 2003 1.5.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
2.4-DIAMINOTOLUENE 5.5.E+02 2008) 2.6.E-03 2003 1.5.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
COPPER 2.5.E+05 2008) 5.7.E-06 2003 1.4.E+00 0.0% 100.00%
DI(2-ETHYLHEXYL) TRI (USEPA ; Jolliet et al.
PHTHALATE 6.9.E+04 2008) 1.8.E-05 2003 1.2.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
EPICHLOROHYDRIN 6.0.E+04 2008) 2.0.E-05 2003 1.2.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
ACETALDEHYDE 4.8.E+06 2008) 2.4.E-07 2003 1.1.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
1,2-DICHLOROETHANE 1.5.E+05 2008) 7.0.E-06 2003 1.1.E+00 0.0% 100.00%
TRI (USEPA Jolliet et al.
ACRYLONITRILE 2.0.E+05 2008) 5.0.E-06 2003 1.0.E+00 0.0% 100.00%
ALUMINUM (FUME OR TRI (USEPA ) Jolliet et al. o o
DUST) 7.3.E+05 2008) 1.4.E-06 2003 1.0.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
ACEPHATE 4.5.E+02 2008) 2.1.E-03 2003 9.3.E-01 0.0% 100.00%9
TRI (USEPA ) Jolliet et al. : o o
ETHYLENE OXIDE 1.3.E+05 2008) 7.0.E-06 2003 9.1.E-01 0.0% 100.00%
CADMIUM 5.5.E+02 TRI (USEPA 1.6.E-03 Jolliet et al} 8.9.E-01 0.0% 100.00%
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Emission
s (total
air . Damage
TELEEEE zc;rt.]iz:]agigr score Contribu-
(On-site (CF) for (DALY/ tion to Cumula-
Pollutant/Chemical Fugitive Source human Source y) total tive
Air + On- health (i.e., damage damage
site Point (DALY/kg) emission 9
Source g sx CF)
Air)) (in
kaly)
2008) 2003
TRI (USEPA ) Jolliet et al. : o o
LEAD 1.0.E+05 2008) 7.3.E-06 2003 7.5.E-01 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. : o o
METHANOL 5.9.E+07 2008) 1.2.E-08 2003 7.0.E-01 0.0% 100.00%
TRI (USEPA Jolliet et al.
BENZO(G,H,))PERYLENE 9.4.E+03 2008) 6.2.E-05 2003 5.8.E-01 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
PROPYLENE OXIDE 1.5.E+05 2008) 3.3.E-06 2003 5.0.E-01 0.0% 100.00%9
TRI (USEPA ) Jolliet et al. : o o
NITROGLYCERIN 5.4.E+04 2008) 9.1.E-06 2003 4.9.E-01 0.0% 100.0099
TRI (USEPA ) Jolliet et al. : o o
1,2-DICHLOROPROPANE 5.0.E+04 2008) 9.6.E-06 2003 4.8.E-01 0.0% 100.00%
TRI (USEPA Jolliet et al.
VINYL CHLORIDE 1.6.E+05 2008) 3.0.E-06 2003 4.7.E-01 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
CARBON DISULEIDE 4.1.E+06 2008) 1.1.E-07 2003 4.7.E-01 0.0% 100.009%9
BERYLLIUM TRI (USEPA ) Jolliet et al. : o o
COMPOUNDS 2.3.E+03 2008) 1.7.E-04 2003 3.9.E-01 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. : o o
ACRYLIC ACID 1.3.E+05 2008) 2.9.E-06 2003 3.7.E-01 0.0% 100.00%
TRI (USEPA Jolliet et al.
THIRAM 3.0.E+04 2008) 1.1.E-05 2003 3.4.E-01 0.0% 100.00%
LETRACHLOROETHYLEN | g0 E+05 TR'Z((;’O%')EPA 3707 | JONeA | 30E01 | 00% | 10000%
TRI (USEPA ) Jolliet et al. : o o
TRICHLOROETHYLENE 2.0.E+06 2008) 1.5.E-07 2003 2.9.E-01 0.0% 100.00%9
TRI (USEPA ) Jolliet et al. : o o
CHLORDANE 2.8.E+01 2008) 1.0.E-02 2003 2.9.E-01 0.0% 100.00%
TRI (USEPA Jolliet et al.
ANILINE 6.2.E+04 2008) 4.4.E-06 2003 2.7.E-01 0.0% 100.00%
HEXACHLOROCYCLOPEN TRI (USEPA ) Jolliet et al. : o o
TADIENE 4.2.E+02 2008) 6.4.E-04 2003 2.7.E-01 0.0% 100.009%9
XYLENE (MIXED TRI (USEPA ) Jolliet et al. : o o
ISOMERS) 1.0.E+07 2008) 2.4.E-08 2003 25.E-01 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. ] o o
DINITROBUTYL PHENOL 3.0.E+02 2008) 6.7.E-04 2003 2.0.E-01 0.0% 100.00%
TRI (USEPA Jolliet et al.
2.6-DINITROTOLUENE 3.2.E+00 2008) 5.5.E-02 2003 1.7.E-01 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
TOLUENE 1.8.E+07 2008) 9.5.E-09 2003 1.7.E-01 0.0% 100.009%9
N- TRI (USEPA ) Jolliet et al. : o o
METHYLOLACRYLAMIDE 2.9.E+03 2008) 4.5.E-05 2003 1.3.E-01 0.0% 100.00%9
TRI (USEPA Jolliet et al.
N-HEXANE 1.6.E+07 2008) 8.3.E-09 2003 1.3.E-01 0.0% 100.00%
TRI (USEPA Jolliet et al.
TOXAPHENE 1.1.E+01 2008) 1.0.E-02 2003 1.2.E-01 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
HEXACHLOROPHENE 3.7.E+01 2008) 3.1.E-03 2003 1.1.E-01 0.0% 100.0099
TRI (USEPA ) Jolliet et al. : o o
CARBARYL 2.5.E+02 2008) 4.3.E-04 2003 1.1.E-01 0.0% 100.00%9
TRI (USEPA Jolliet et al.
NAPHTHALENE 7.2.E+05 2008) 1.5.E-07 2003 1.1.E-01 0.0% 100.00%
TRI (USEPA Jolliet et al.
HYDROQUINONE 7.7.E+03 2008) 1.2.E-05 2003 9.5.E-02 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
BENZIDINE 2.6.E+00 2008) 3.1.E-02 2003 8.1.E-02 0.0% 100.009%9
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Emission
S (t_otal
e Sttt e p—
) (On:site (CF) for (225 tion to Cumbias
Pollutant/Chemical F_ugltlve Source human Source _y) total tive
A!r + O_n- health (|_.e._, damage damage
site Point (DALY/kg) emission
Source sx CF)
Air)) (in
kaly) |
CHLOROETHANE 3.2.E+05 TR'Z((;JO%')EPA 2.4.E-07 Jo"é%to‘%t al | 76.E02 0.0% 100.0094
gﬁ?ﬁggh%RO-l,S- 1.9.E+02 TR'Z((%JO%')EPA 3.8.E-04 Jo'g%toe; al | 75 E02 0.0% 100.0094
ACETONITRILE 2.1.E+05 TR'Z%JO%')EPA sagor | TONeA | 70E02 | 00% 100.0094
e TOPIFLUOROMETH | 30 E+06 TR'Z(goss')EPA 23608 | YA | 6gE02 | 00% 100.0094
L3-BUTADIENE 8.1.E+05 TR'Z((;JOSS')EPA g2E08 | oA | 67E02|  00% | 1000094
Y DROGEN CYANIDE 4.7.E+05 TR'Z((;JO%')EPA 1.2.E-07 Jo'g%toe; al | 5902 0.0% 100.0094
24D 8.5.E+02 TR'Z%JO%')EPA 6.7.605 | YA | 57E02 | 00% | 10000%
DIBUTYL PHTHALATE 2.4.E+04 TR'Z%JOSs')EPA 23606 | YA | 54E02 | 00% 100.0094
2 4.DICHLOROPHENOL | 20-E+03 TR'Z((;JO%')EPA 2605 | Oeeta | 54e02|  00% | 100009
ETHYLENE THIOGUREA 42.E+01 TR'Z((;’O%')EPA 12603 | Oleeta | 45E02|  00% 100.0094
?&'f;g%?;gb%i’g 1.4.E+02 TR'Z%JO%')EPA s1E0s | ONEA | 4oE02 | 00% 100.0094
VINYL ACETATE 9.2.E+05 TR'Z%JOSs')EPA 4.3.E-08 Jo'g%toest al 1 4002 0.0% 100.0094
VINYLIDENE CHLORIDE | 2-5-E+04 TR'Z((;JOSS')EPA 1.5.E-06 Jo'g%toe; al | 3902 0.0% 100.0094
ETHYLENE GLYCOL 1.1.E+06 TR'Z((;’O%')EPA 3508 | JNeA | 3gE02 | 00% 100.0094
URETHANE 2.2.E403 TR'Z%JO%')EPA 17605 | Oleeta | 3602 |  0.0% 100.0094
PHENOL 1.8.E+06 TR'Z%JOSs')EPA 1.7.E-08 Jo'g%toest al | 3102 0.0% 100.0094
L1.2-TRICHLOROETHANE | 98:E*03 TR'Z((;JOSS')EPA 30£06 | ONeeA | 30E02| 00% | 1000094
,’Z\-CETYLAMINOFLUOREN 1.1.E402 TR'Z%JO%')EPA 25604 | YNEA | 5gE02 | 0.0% 100.0094
DIPHENYLAMINE 1.5.E+04 TR'Z((;JO%')EPA 1.7.E-06 Jo'g%tozt al | 55 E02 0.0% 100.0094
METHYL PARATHION 7.4.E402 TR'Z%JO%')EPA 32605 | YN | 54E02 | 00% 100.0094
L 3-PHENYLENEDIAMINE | L-3E*03 TR'Z%JO%')EPA 17605 | Ueetd | o202 |  00% | 100.00%
ﬁ:?ﬂ@fgﬂgé L 1.6.E+03 TR'Z((;JOSS')EPA 1.3.E-05 Jo'g%toe; al 51 E02 0.0% 100.0094
SIMAZINE 3.9.E+01 TR'Z((;’O%')EPA 5404 | ONCA | 51E02 | 00% 100.0094
‘éﬁt"g%%"lmg's(z' 1.8.E+03 TR'Z%JO%')EPA 12605 | Oleeta | o1 E02|  00% 100.0094
NBUTYL ALCOHOL 5.9.E+06 TR'Z%JOSs')EPA 3400 | VUS| 90E02 | 00% | 10000%
LINDANE 8.3.E+01 TR'Z((;JO%')EPA 2.4.E-04 Jo'g%to‘%t al 150,602 0.0% 100.0094
MALATHION 3.0.E+03 TR'Z((%’O%')EPA 65606 | NeleA | 50E02 | 00% 100.0094
PENTACHLOROPHENOL | 39E+01 TR'Z%JO%')EPA 4504 | U] g 7E02 | 00% 100.0094
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Emission
s (total
air . Damage
TELEEEE zc;rt.]iz:]agigr score Contribu-
(On-site (CF) for (DALY/ tion to Cumula-
Pollutant/Chemical Fugitive Source human Source y) total tive
Air + On- health (i.e., damage damage
site Point (DALY/kg) emission 9
Source g sx CF)
Air)) (in
kaly)
44~ TRI (USEPA Jolliet et al
ISOPROPYLIDENEDIPHEN| 5.6.E+04 2008) 3.1.E-07 2003 ' 1.7.E-02 0.0% 100.00%
oL
TRI (USEPA ) Jolliet et al. : o o
2.4-DINITROTOLUENE 1.1.E+03 2008) 1.6.E-05 2003 1.7.E-02 0.0% 100.00%
TRI (USEPA Jolliet et al.
BERYLLIUM 8.9.E+01 2008) 1.7.E-04 2003 1.5.E-02 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
ACETAMIDE 7.3.E+02 2008) 2.0.E-05 2003 1.5.E-02 0.0% 100.009%9
N,N- TRI (USEPA . Jolliet et al. . o o
DIMETHYLEORMAMIDE 1.4.E+05 2008) 9.7.E-08 2003 1.3.E-02 0.0% 100.0099
TRI (USEPA ) Jolliet et al. : o o
1,2-DIBROMOETHANE 1.8.E+03 2008) 7.2.E-06 2003 1.3.E-02 0.0% 100.00%
TRI (USEPA Jolliet et al.
PHENANTHRENE 2.6.E+04 2008) 4.8.E-07 2003 1.2.E-02 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
CATECHOL 1.1.E+03 2008) 1.1.E-05 2003 1.2.E-02 0.0% 100.009%9
4,4'-DIAMINODIPHENYL TRI (USEPA ) Jolliet et al. : o o
ETHER 1.6.E+02 2008) 7.1.E-05 2003 1.1.E-02 0.0% 100.009%9
TRI (USEPA Jolliet et al.
OXYDIAZON 1.2.E+02 2008) 9.2.E-05 2003 1.1.E-02 0.0% 100.00%
TRI (USEPA Jolliet et al.
DIURON 1.5.E+02 2008) 6.6.E-05 2003 9.9.E-03 0.0% 100.00%
1,1,2,2- TRI (USEPA ) Jolliet et al. g o o
TETRACHLOROETHANE 6.4.E+02 2008) 1.5.E-05 2003 9.8.E-03 0.0% 100.009%9
1-CHLORO-1,1- TRI (USEPA ) Jolliet et al. : o o
DIFLUOROETHANE 2.7.E+06 2008) 3.5.E-09 2003 9.7.E-03 0.0% 100.009%9
TRI (USEPA Jolliet et al.
MALEIC ANHYDRIDE 1.7.E+05 2008) 4.3.E-08 2003 7.3.E-03 0.0% 100.00%
TRIS(2,3- .
DIBROMOPROPYL) 1.1.E+02 TRIZ((;JO%I)EPA 4.9.E-05 ‘]Ollé%to%t al. 5.5.E-03 0.0% 100.00%
PHOSPHATE
TRI (USEPA Jolliet et al.
TRIELURALIN 3.0.E+02 2008) 1.5.E-05 2003 4.6.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
HYDRAZINE 6.2.E+02 2008) 7.4.E-06 2003 4.5.E-03 0.0% 100.00%9
1,1,1,2- TRI (USEPA ) Jolliet et al. : o o
TETRACHLOROETHANE 8.2.E+02 2008) 4.9.E-06 2003 4.0.E-03 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. : o o
PERMETHRIN 1.6.E+02 2008) 2.2.E-05 2003 3.3.E-03 0.0% 100.00%
TRI (USEPA Jolliet et al.
PROPANE SULTONE 1.1.E+02 2008) 2.9.E-05 2003 3.3.E-03 0.0% 100.00%
1,2,3- TRI (USEPA ) Jolliet et al. : o o
TRICHLOROPROPANE 5.1.E+02 2008) 6.3.E-06 2003 3.2.E-03 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. : o o
PROPANIL 2.3.E+02 2008) 1.4.E-05 2003 3.2.E-03 0.0% 100.00%9
TRI (USEPA Jolliet et al.
AMETRYN 1.4.E+02 2008) 2.3.E-05 2003 3.1.E-03 0.0% 100.00%
TRI (USEPA Jolliet et al.
PENTACHLOROETHANE 1.2.E+04 2008) 2.4 E-07 2003 2.9.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
P-CHLOROANILINE 1.2.E+02 2008) 2.3.E-05 2003 2.7.E-03 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. g o o
DICAMBA 5.1.E+01 2008) 5.2.E-05 2003 2.6.E-03 0.0% 100.00%9
TRI (USEPA Jolliet et al.
1.4-DIOXANE 5.7.E+04 2008) 4.3.E-08 2003 2.4.E-03 0.0% 100.00%
MECOPROP 7.3.E+01 TRI (USEPA 3.2.E-05 Jolliet et al 2.3.E-03 0.0% 100.00%
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Emission
s (total
air . Damage
TELEEEE zc;rt.]iz:]agigr score Contribu-
(On-site (CF) for (DALY/ tion to Cumula-
Pollutant/Chemical Fugitive Source human Source y) total tive
Air + On- health (i.e., damage damage
site Point (DALY/kg) emission 9
Source g sx CF)
Air)) (in
kaly)
2008) 2003
TRI (USEPA ) Jolliet et al. : o o
CHLOROTHALONIL 2.2.E+03 2008) 1.0.E-06 2003 2.3.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
PENTACHLOROBENZENE 9.8.E+01 2008) 2.1.E-05 2003 2.1.E-03 0.0% 100.00%
TRI (USEPA Jolliet et al.
QUINTOZENE 1.0.E+02 2008) 2.0.E-05 2003 2.0.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
2-NITROPROPANE 1.2.E+04 2008) 1.7.E-07 2003 2.0.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
MERPHOS 1.4.E+00 2008) 1.4.E-03 2003 2.0.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
TETRACHLORVINPHOS 1.6.E+02 2008) 1.2.E-05 2003 2.0.E-03 0.0% 100.00%
TRI (USEPA Jolliet et al.
HEPTACHLOR 3.9.E+00 2008) 4.8.E-04 2003 1.9.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
PROPOXUR 6.7.E+00 2008) 2.6.E-04 2003 1.7.E-03 0.0% 100.00%
2- .
MERCAPTOBENZOTHIAZ | 1.0.E+03 TR'Z(CLJJO%')EPA 17606 | Oleeta | 17e03|  00% | 100.00%
OLE
TRI (USEPA ) Jolliet et al. : o o
THIOUREA 2.3.E+02 2008) 7.2.E-06 2003 1.7.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
2.4-DIMETHYLPHENOL 7.1.E+03 2008) 2.3.E-07 2003 1.7.E-03 0.0% 100.00%
TRI (USEPA Jolliet et al.
2 4-DINITROPHENOL 7.3.E+00 2008) 2.2.E-04 2003 1.6.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
ALDRIN 1.7.E+01 2008) 9.3.E-05 2003 1.5.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
ALACHLOR 1.7.E+02 2008) 9.1.E-06 2003 1.5.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
CARBOFURAN 7.7.E+01 2008) 1.9.E-05 2003 1.5.E-03 0.0% 100.00%
TRI (USEPA Jolliet et al.
TRIBENURON METHYL 2.6.E+02 2008) 5.6.E-06 2003 1.4.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
HEXACHLOROETHANE 2.7.E+02 2008) 5.2.E-06 2003 1.4.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
NITROBENZENE 1.1.E+04 2008) 1.3.E-07 2003 1.4.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
ALLYL CHLORIDE 1.2.E+04 2008) 1.1.E-07 2003 1.3.E-03 0.0% 100.00%
3,3- .
DIMETHOXYBENZIDINE 1.2.E+02 TRIZ(SJO%I;PA 1.1.E-05 ‘]0”;%0(? al. 1.3.E-03 0.0% 100.00%
DIHYDROCHLORIDE
4- .
DIMETHYLAMINOAZOBE 1.1.E+02 TRIZ%JO%I)EPA 1.1.E-05 Joll;%toest al. 1.2.E-03 0.0% 100.00%
NZENE
TRI (USEPA Jolliet et al.
PARAQUAT DICHLORIDE 3.0.E+01 2008) 3.8.E-05 2003 1.2.E-03 0.0% 100.00%
TRI (USEPA Jolliet et al.
CAPTAN 2.7.E+02 2008) 4.0.E-06 2003 1.1.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
ETHYLBENZENE 1.7.E+06 2008) 6.3.E-10 2003 1.1.E-03 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
BIPHENYL 1.6.E+05 2008) 6.1.E-09 2003 1.0.E-03 0.0% 100.00%
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Emission
S (t_otal
e Sttt e p—
) (On:site (CF) for (225 tion to Cumbias
Pollutant/Chemical F_ugltlve Source human Source _y) total tive
A!r + O_n- health (|_.e._, damage damage
site Point (DALY/kg) emission
Source sx CF)
Air)) (in
kaly) |
AMITROLE 4.5.E+00 TR'Z((;JO%')EPA 2.2.E-04 Jo"é%to‘%t al | 98E-04 0.0% 100.0094
CHLOROBENZILATE 9.8.E+00 TR'Z((%JO%')EPA 9.6.E-05 Jo'g%toe; al | 94E-04 0.0% 100.0094
TRIETHYLAMINE 1.9.E+05 TR'Z%JO%')EPA 4800 | TN | 94E04 | 00% 100.0094
M T L TERT-BUTYL 2.4.E+05 TR'Z(goss')EPA 37600 | VUS| ggE04 |  00% 100.0094
DICHLORVOS 1.8.E+02 TR'Z((;JOSS')EPA 4.9.E-06 Jo'g%toe; al | g7E04 0.0% 100.0094
BENZOIC TRICHLORIDE | 2-9-E+02 TR'Z((;JO%')EPA 2.9.E-06 Jo'g%toe; al | g4E-04 0.0% 100.0094
L4-DICHLOROBENZENE | 36E+04 TR'Z%JO%')EPA 21608 | YNeA | 76F04 | 00% | 10000%
PENDIMETHALIN 7.6.E+02 TR'Z%JOSs')EPA 98.E07 | YN 74E04 |  00% 100.0094
LINURON 6.4.E+00 TR'Z((;JO%')EPA 1.1.E-04 Jo'g%to‘%t al- | 70E04 0.0% 100.0094
T OROBENZENE 9.9.E+03 TR'Z((;’O%')EPA 69608 | YN | 6oE04 | 00% 100.0094
L.2-BUTYLENE OXIDE 8.3.E+02 TR'Z%JO%')EPA g1e07 | JNeA | 67E04 |  00% | 10000%
PRONAMIDE 4.9.E+00 TR'Z%JOSs')EPA 1.3.E-04 Jo'g%toest al | 64E-04 0.0% 100.0094
BIFENTHRIN 2.0.E+00 TR'Z((;JOSS')EPA 3.2.E-04 Jo'g%toe; al | 63E-04 0.0% 100.0094
ALDICARE 6.0.E+01 TR'Z((;’O%')EPA 10£05 | ONeeta | g1 E0a|  0.0% 100.0094
ALLYL ALCOHOL 1.3.E+04 TR'Z%JO%')EPA a0£08 | YN | 53E04 | 00% 100.0094
ACETOPHENONE 4.9.E+04 TR'Z%JOSs')EPA 1.1.E-08 Jo'g%toest al | 53E.04 0.0% 100.0094
2.4 6-TRICHLOROPHENOL | LLE¥02 TR'Z((;JOSS')EPA 5.0.E-06 Jo'g%toe; al | 53E.04 0.0% 100.009
CHLOROBENZENE 2.1.E+05 TR'Z((;’O%')EPA 24E00 | YNEA | 50E04 | 00% 100.0094
e e 2.2.E+04 TR'Z%JO%')EPA 22608 | YNA | 49E04 | 00% 100.0094
PROMETRYN 1.2.E+02 TR'Z%JOSs')EPA 4.1.E-06 Jo'g%toest al- | 47604 0.0% 100.0094
METHOXYCHLOR 1.2.E+01 TR'Z((;JO%')EPA 3.8.E-05 Jo'g%to‘%t al | 46.E-04 0.0% 100.0094
CUMENE 4.8.E+05 TR'Z((%’O%')EPA 79610 | NeA | 3gE04 | 00% 100.0094
B THOXYETHANOL 276500 | TREOSPA | 1ag0s | YUREE | seE0a|  00% | 10000
M.CRESOL 1.3.E+04 TR'Z%JO%')EPA 29608 | YN | 37E04 |  00% | 10000%
CYELUTHRIN 1.6.E+01 TR'Z((;JO%')EPA 2.2.E-05 Jo'g%tozt al | 35E.04 0.0% 100.0094
IMETHYLAMINE 5.2.E+04 TR'Z((;’O%')EPA 54600 | NeA | 5gE04 | 00% 100.0094
SIMETHIPIN 6.3.E+01 TR'Z(goss')EPA 4306 | VUS| 27604 00% 100.0094
ANTHRACENE 5.6.E+03 TR'Z%JOSs')EPA 4.6.E-08 Jo'g%toest al | 56604 0.0% 100.0094
CHLORSULFURON 19.E+01]  TRI(USEPA 14E05]  Jobeml. | 26E-04] _ 0.0% 100.009

152



Emission
s (total
air . Damage
TELEEEE zc;rt.]iz:]agigr score Contribu-
(On-site (CF) for (DALY/ tion to Cumula-
Pollutant/Chemical Fugitive Source human Source y) total tive
Air + On- health (i.e., damage damage
site Point (DALY/kg) emission 9
Source g sx CF)
Air)) (in
kaly)
2008) 2003
TRI (USEPA ) Jolliet et al. : o o
METHOXONE 5.9.E+00 2008) 4.2 E-05 2003 2.5.E-04 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
BENZYL CHLORIDE 5.8.E+03 2008) 4.2.E-08 2003 2.4.E-04 0.0% 100.00%
TRI (USEPA Jolliet et al.
MYCLOBUTANIL 8.2.E+00 2008) 2.8.E-05 2003 2.3.E-04 0.0% 100.00%
BIS(2-CHLOROETHYL) TRI (USEPA ) Jolliet et al. : o o
ETHER 4.1.E+01 2008) 5.4.E-06 2003 2.2.E-04 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
BROMOXYNIL 5.9.E+00 2008) 3.7.E-05 2003 2.2.E-04 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
2 METHOXYETHANOL 1.0.E+04 2008) 2.0.E-08 2003 2.1.E-04 0.0% 100.00%
TRI (USEPA Jolliet et al.
LACTOEEN 2.3.E+00 2008) 8.9.E-05 2003 2.0.E-04 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
PHENYTOIN 1.8.E+01 2008) 1.0.E-05 2003 1.8.E-04 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
N,N-DIMETHYLANILINE 2.3.E+02 2008) 7.1.E-07 2003 1.7.E-04 0.0% 100.00%
S,S,S- .
TRIBUTYLTRITHIOPHOSP | 1.4.E+00 TR'Z(goss')EPA 12604 | US| 16E0a|  00% | 100.00%
HATE
) TRI (USEPA ) Jolliet et al. : o o
4-AMINOBIPHENYL 45.E-01 2008) 2.7.E-04 2003 1.2.E-04 0.0% 100.00%
TRICHLOROFLUOROMET TRI (USEPA Jolliet et al.
HANE 1.3.E+05 2008) 9.0.E-10 2003 1.2.E-04 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
METRIBUZIN 2.0.E+01 2008) 4.5.E-06 2003 9.1.E-05 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
PROPARGYL ALCOHOL 2.2.E+02 2008) 3.9.E-07 2003 8.7.E-05 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
DIHYDROSAFROLE 2.3.E+02 2008) 3.7.E-07 2003 8.3.E-05 0.0% 100.00%
TRI (USEPA Jolliet et al.
O-CRESOL 5.0.E+03 2008) 1.6.E-08 2003 8.2.E-05 0.0% 100.00%
DICHLORODIFLUOROME TRI (USEPA ) Jolliet et al. : o o
THANE 1.2.E+05 2008) 6.3.E-10 2003 7.7.E-05 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
FOLPET 15.E+01 2008) 4.5.E-06 2003 6.9.E-05 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
BROMOFORM 8.7.E+01 2008) 6.8.E-07 2003 5.9.E-05 0.0% 100.00%
TRI (USEPA Jolliet et al.
ETHYLENEIMINE 1.9.E+00 2008) 3.0.E-05 2003 5.6.E-05 0.0% 100.00%
METHYL TRI (USEPA ) Jolliet et al. : o o
METHACRYLATE 1.1.E+06 2008) 4.1.E-11 2003 4.4.E-05 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
FREON 113 2.6.E+05 2008) 1.7.E-10 2003 4.3.E-05 0.0% 100.00%
TRI (USEPA ) Jolliet et al. ] o o
TRIALLATE 1.7.E+01 2008) 2.4 E-06 2003 4.2.E-05 0.0% 100.00%
TRI (USEPA Jolliet et al.
TEBUTHIURON 4.5.E+00 2008) 9.0.E-06 2003 4.1.E-05 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
1,2-DICHLOROBENZENE 1.7.E+04 2008) 2.3.E-09 2003 4.0.E-05 0.0% 100.00%
DIGLYCIDYL ) TRI (USEPA ) Jolliet et al. : o o
RESORCINOL ETHER 45.E-01 2008) 8.7.E-05 2003 4.0.E-05 0.0% 100.00%
N-NITROSODI-N- TRI (USEPA ; Jolliet et al. . o o
PROPYLAMINE 1.1.E+02 2008) 3.2.E-07 2003 3.6.E-05 0.0% 100.00%
ETHYL ACRYLATE 3.2.E+04 TRI (USEPA 1.1.E-09 Jolliet al. 3.5.E-05 0.0% 100.009
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Emission
s (total
air . Damage
TELEEEE zc;rt.]iz:]agigr score Contribu-
(On-site (CF) for (DALY/ tion to Cumula-
Pollutant/Chemical Fugitive Source human Source y) total tive
Air + On- health (i.e., damage damage
site Point (DALY/kg) emission 9
Source g sx CF)
Air)) (in
kaly)
2008) 2003
TRI (USEPA ) Jolliet et al. : o o
CHLORENDIC ACID 3.6.E+00 2008) 8.0.E-06 2003 2.9.E-05 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. : o o
SAFROLE 2.3.E+02 2008) 9.5.E-08 2003 2.2.E-05 0.0% 100.00%
1,1-DIMETHYL TRI (USEPA Jolliet et al.
HYDRAZINE 2.4.E+00 2008) 7.6.E-06 2003 1.8.E-05 0.0% 100.00%
TRI (USEPA ) Jolliet et al. : o o
PROPICONAZOLE 1.4.E+00 2008) 7.8.E-06 2003 1.1.E-05 0.0% 100.00%9
TRI (USEPA ) Jolliet et al. : o o
CARBOXIN 6.4.E+00 2008) 1.4.E-06 2003 9.0.E-06 0.0% 100.0099
) TRI (USEPA ) Jolliet et al. : o o
FLUOMETURON 45.E-01 2008) 1.9.E-05 2003 8.4.E-06 0.0% 100.00%
TRI (USEPA Jolliet et al.
STYRENE OXIDE 3.8.E+01 2008) 1.8.E-07 2003 6.8.E-06 0.0% 100.00%
DIMETHYLCARBAMYL TRI (USEPA ) Jolliet et al. : o o
CHLORIDE 2.3.E+00 2008) 2.6.E-06 2003 5.9.E-06 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. g o o
PROPARGITE 2.2.E+01 2008) 2.7.E-07 2003 5.8.E-06 0.0% 100.00%9
TRI (USEPA ) Jolliet et al. : o o
HYDRAMETHYLNON 1.0.E+01 2008) 4.3.E-07 2003 4.4.E-06 0.0% 100.00%
DICHLOROBROMOMETH TRI (USEPA Jolliet et al.
ANE 1.3.E+02 2008) 3.2.E-08 2003 4.4.E-06 0.0% 100.00%
BROMOXYNIL TRI (USEPA ) Jolliet et al. g o o
OCTANOATE 1.2.E+01 2008) 3.1.E-07 2003 3.7.E-06 0.0% 100.00%9
ETHYL TRI (USEPA Jolliet et al
DIPROPYLTHIOCARBAM 2.3.E+01 2008) 1.6.E-07 2003 " | 3.7.E-06 0.0% 100.009%9
ATE
BIS(2-CHLORO-1- TRI (USEPA ) Jolliet et al. g o o
METHYLETHYL) ETHER 3.3.E+02 2008) 1.1.E-08 2003 3.5.E-06 0.0% 100.00%9
13- TRI (USEPA . Jolliet et al. . 0 o
DICHLOROPROPYLENE 2.5.E+03 2008) 1.4.E-09 2003 3.5.E-06 0.0% 100.00%
TRI (USEPA Jolliet et al.
BENELURALIN 8.0.E+01 2008) 3.7.E-08 2003 3.0.E-06 0.0% 100.00%
TRI (USEPA ) Jolliet et al. g o o
P-CRESIDINE 4.5.E+00 2008) 4.1.E-07 2003 1.9.E-06 0.0% 100.00%9
1,2-DIBROMO-3- ) TRI (USEPA ) Jolliet et al. g o o
CHLOROPROPANE 1.4.E-02 2008) 8.8.E-05 2003 1.2.E-06 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. : o o
NALED 4.5.E+00 2008) 1.7.E-07 2003 7.5.E-07 0.0% 100.00%
3-CHLORO-2-METHYL-1- TRI (USEPA Jolliet et al.
PROPENE 3.0.E+03 2008) 1.0.E-10 2003 3.1.E-07 0.0% 100.00%
) TRI (USEPA ) Jolliet et al. : o o
PROPACHLOR 45E-01 2008) 4.9.E-07 2003 2.2.E-07 0.0% 100.00%9
TRI (USEPA ) Jolliet et al. : o o
CHLORIMURON ETHYL 8.6.E+00 2008) 2.2.E-08 2003 1.9.E-07 0.0% 100.009%9
TRI (USEPA ) Jolliet et al. ] o o
NITRILOTRIACETIC ACID 9.5.E+00 2008) 1.6.E-08 2003 1.5.E-07 0.0% 100.00%
TRI (USEPA Jolliet et al.
METHACRYLONITRILE 4.5.E+00 2008) 1.9.E-08 2003 8.7.E-08 0.0% 100.00%
O-TOLUIDINE ) TRI (USEPA ) Jolliet et al. : o o
HYDROCHLORIDE 1.4.E-02 2008) 5.1.E-06 2003 6.9.E-08 0.0% 100.009%9
] TRI (USEPA ) Jolliet et al. g o o
2.4.5-TRICHLOROPHENOL 2.7.E-02 2008) 1.3.E-06 2003 3.6.E-08 0.0% 100.009%9
TRANS-1,4-DICHLORO-2- ; TRI (USEPA ; Jolliet et al. g o o
BUTENE 2.3.E-01 2008) 1.5.E-07 2003 3.3.E-08 0.0% 100.00%
N- 4.5.E+00 TRI (USEPA 1.6.E-09 Jolliet et al. 798 0.0% 100.00%
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Emission
S (t_otal
e St -
) (On:site (CF) for (225 tion to Cumbias
Pollutant/Chemical F_ugltlve Source human Source _y) total tive
A!r + O_n- health (|_.e._, damage damage
site Point (DALY/kg) emission
Source sx CF)
Air)) (in
kaly)
NITROSODIPHENYLAMIN 2008) 2003
L VLHYDRAZINE | O0E+00 TR'Z((%JO%')EPA 69.606 | A | 0oEs00|  0.0% | 10000%
2408 00Es00 | TREOSPA | 16E0s | WSS | 00Es00|  00% | 100.00%
> PHENYLPHENOL 0.0£w00 | TNNEIPA T 12e0 | R | 00Es00|  00% | 100009
& NITRO-O.TOLUDINE | 0:0-E+00 TR'Z((;JOSS')EPA 2005 | OUeeta | o0Es00|  00% | 100.004
ACPRUORFER, SODIUM 0.0, E+00 TR'Z((;JO%')EPA 10E04 | ONeeta | ooEr00|  00% | 100.00%
AMITRAZ 0.0.E+00 TR'Z%JO%')EPA 13605 | Oleeta | ooEr00|  00% | 100.00%
EeR CTOMETIYL ) o000 | TRIGSEPA | 302 | 0T | 00Es00|  00% | 10000%
CUPEERRON 0.0.E+00 TR'Z((;JO%')EPA 1.6.E-05 Jo'g%to‘%t al | goE+00|  0.0% 100.00%
CYHALOTHRIN 0.0.E+00 TRIz(go%I)EPA 20604 | MU | 00Ev00| 0% | 100004
DIALLATE 0.0.E+00 TR'Z%JO%')EPA 28604 | YNA | 00Ei00  00% | 10000%
DIFLUBENZURON 0.0.E+00 TR'Z%JOSs')EPA 3.7.E-06 Jo'g%toest al | g0E+00|  0.0% 100.00%
FENPROPATHRIN 0.0.E+00 TRIz%JoSsl)EPA 17606 | YT | 00Ew00|  00% | 100.00%
ELUOROURACIL 0.0£w00 | TNAESPA T sap0s | DB 00Es0|  00% | 100009
VANEE 0.0.E+00 TR'Z%JO%')EPA a1e07 | ONEA | 00Ei00|  0.0% | 10000%
METHYL HYDRAZINE 0.0.E+00 TR'Z%JOSs')EPA 1ag0s | e ooEr00|  00% | 100.00%
MOLINATE 0.0.E+00 TR'Z((;JOSS')EPA 79606 | TONeeta | g0Es00|  00% | 100.004
NTROSON- 0.0£w00 | NESPA T 27600 | B 00Es00|  00% | 100004
NITROSO. 00Es00 | TREOSPA | sapos | YIRS | 0000  00% | 100.00%
e 0.0.E+00 TR'Z%JOSs')EPA a1E05 | YU | 00E00|  00% | 10000%
N TROSODIETHYLAMINE | 0-0-E+00 TR'Z((;JOSS')EPA 67602 | Neeta | o0Es00|  00% | 100.004
EE’ROSODIMETHYLAMI 0.0.E+00 TR'Z((;’O%')EPA 17605 | ONeeta | ooEr00|  00% | 100.00%
\NITROSOPIPERIDINE | 00-E+00 TR'Z((;’O%')EPA 16605 | ONeeta | ooEr00|  00% | 100.00%
NORFLURAZON 0.0£+00 | TRGEEPA T azeos | R | 00Es0|  00% | 100009
ORYZALIN 0.0.E+00 TR'Z%JOSs')EPA 15606 | et | ooEr00|  00% | 100.00%
OXYELUOREEN 0.0.E+00 TR'Z((;JOSS')EPA 25605 | OUeeta | o0Es00|  00% | 100.004
QUINONE 0.0£r00 | N(ESPA T 70e08 | DB | 00Es0|  00% | 100004
QUIZALOFOP-ETHYL 00Es00 | TREOSPA | a2e06 | YRS | 00Es00|  00% | 100.00%
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Emission
s (total
air . Damage
El2zEs zc;rt.]iz:]agi[gr score Contribu-
(On-site (CF) for (DALY/ tion to Cumula-
Pollutant/Chemical Fugitive Source human Source y) total tive
Air + On- health (i.e., damage damage
site Point (DALY/kg) emission g
Source g sx CF)
Air)) (in
kaly)
TRI (USEPA Jolliet et al.
RESMETHRIN 0.0.E+00 2008) 6.2.E-07 2003 0.0.E+00 0.0% 100.00%
TRI (USEPA Jolliet et al.
SETHOXYDIM 0.0.E+00 2008) 4.1.E-09 2003 0.0.E+00 0.0% 100.00%
SODIUM O- TRI (USEPA ) Jolliet et al. o o
PHENYLPHENOXIDE 0.0.E+00 2008) 4.0.E-07 2003 0.0.E+00 0.0% 100.00%
TRI (USEPA ) Jolliet et al. o o
THIOACETAMIDE 0.0.E+00 2008) 3.3.E-07 2003 0.0.E+00 0.0% 100.00%
TRI (USEPA Jolliet et al.
THIOBENCARB 0.0.E+00 2008) 1.1.E-05 2003 0.0.E+00 0.0% 100.00%
TRI (USEPA Jolliet et al.
VINCLOZOLIN 0.0.E+00 2008) 3.9.E-06 2003 0.0.E+00 0.0% 100.00%
Total 1.5E+11 7.2E+6
Other TRI chemicals not
evaluated: 221 3.7E+08
Total 1.5E+11
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6. Uptake fraction: Definition and application to particulate matter

In Chapter 5 | conclude that PM is often found tonthate the human health damage from
outdoor airborne pollutants in life-cycle assessimberideed, PM is recognized as an important
source of adverse health effects caused by aiutpwil. However, current life-cycle impact
assessment methods characterize PM incompletely.

The IMPACT North America model developed in Chafeis well suited to evaluate the
fate and exposure for organic pollutants. Howetherugh it is also used to evaluate the fate and
exposure for inorganic pollutants (heavy metals, Bid.), better approaches exist. Since PM is
often recognized as an important source of adveeaéth effects, special emphasis is placed on
PM to better evaluate its fate, exposure and efi€bipter 4 reviewed the different studies
evaluating intake fractions and effect factorsRdf.

However, the work performed in Chapters 2 and 4itsasiodeling solely based on mass of
PM inhaled. | explore here (i.e., Chapters 6, 7 &nthe possibility of modeling characterization
factors of PM using additional parameters suchaagte size distribution and particle surface.
In addition to the size, the modeling of compositad PM is also important to study. However, |
decided to focus the work on size and keep compasiutside of the scope of chapters 6, 7 and
8. Including composition in the analysis is impattand would require significant future work.

This work is exploratory. It is not based on a dethreview of work that has been
previously performed in this field. The work is migi based on the knowledge acquired during
the class “CE218B - Air Pollutant Dynamics” taudpyt Professor William Nazaroff. Therefore,
Chapters 6, 7 and 8 should be taken as exploratmtyresults interpreted with care. Should this
approach be recognized as valid, | would adviserauisit the modeling, addressing
systematically the limitations and simplificatiom&ntioned throughout Chapters 6, 7 and 8 and
grounding it in a deeper literature. However, tlwepe of this work would be a Doctoral
dissertation in itself and is outside of the présissertation that aims to explore this approach
within a broader issue of regionalization in lifgete assessment.

This chapter introduces the concept of the uptaketibn metric and demonstrates its
potential to improve the human health damage assggsfrom pollutants such as PM by
considering how the particle size distribution ulgihces respiratory tract deposition.

6.1. Summary

| present the concept of the uptake fraction, thetion of emitted pollutant that comes
into direct contact with organs of the body forrdal, oral or inhalation exposure. This metric is
of particular interest for PM, which is a signifitasource of adverse health effects worldwide.
PM health damage depends on how far particles aeanto the lungs, which in turn depends
on particle size distribution. | show that for $eme level of intake, the uptake fraction can vary
by up to a factor of three, depending on the parstze distribution. Furthermore, the zone of
particle deposition within the respiratory tracsaldiffers with particle size distribution. The
uptake fraction can improve the assessment of Pilada by considering how the particle size
distribution influences deposition in the respirgttact system.

6.2. Introduction

| present here the concept of the uptake fracti@trimand illustrate its use in health
studies for PM. By explicitly addressing how pddlnts’ characteristics influences deposition in
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the organs, the uptake fraction extends the wideld intake fraction metric (Bennett et al.
2002, Smith et al. 2002).
The case of PM

This concept is especially relevant to improve dssessment of PM exposures that are
shown to cause some of the most serious advertte bffacts (Dockery et al. 1993, Dockey and
Pope 1994, Pope et al. 1995, 2002, 2009, Kuenali 2000, Laden et al. 2000, 2006, Nel 2005,
Schwarz et al. 2008).

Particle size distribution and composition (Franldi al. 2008) play a crucial role in the
relative human health damage of PM. Nel (2005) menends that in addition to the PM mass,
particle number should also be monitored in hestitidies for ultrafine particles. Froines (2006)
and Oberdorster et al. (2005) stress that pasiaiface area or diameter may be a better measure
of toxicity than total particle mass or number.eSean be an important factor because different
particulate sizes deposit in different zones of Itireg. When they deposit, individual particles
may elicit a health response, either because treejoeeign objects or because of the chemicals
sorbed on their surface. Indeed, some of the obdeadverse health effects are partly associated
with chemicals sorbed on the surface of partictes] the incidence of such effects has been
found to increase with total surface area of PModégmn in the lungs (Nel 2005).

Ultrafine particles (smaller than Opln) are potentially the most dangerous (Nel 2005).
Human health risk has been observed to increade detreasing particle size (Peters et al.
1997). Mayer et al. (2001) suggest that the padideposited into the nasopharyngeal zone are
eliminated by natural defense systems, whereaglearpenetrating the tracheobronchial and the
alveolar zones are less readily removed and casecailverse health effects.

A number of recent studies have improved our ghititquantify PM intake fractions for
specific outdoor sources (Wolff 2000, Krewitt et 2001, Nigge 2001a, 2001b, Evans 2002,
Levy et al. 2002, 2003, Li and Hao 2003, Marshalale 2003, 2005, Marshall and Behrentz
2005, Heath et al. 2006, Greco et al. 2007, VamZet al. 2008, and see Chapter 4) and for
indoor emissions (Wilson 2003, Nazaroff 2008, Heliwet al. 2009, Siddiqui et al. 2008). Yet
few have accounted for the influence of the specifidigda size distribution on the resulting
internal PM exposures and damage (see Chaptert4hoat, these studies differentiate among
PM sizes that are smaller than 2.5 um {BMbetween 2.5 um and 10 um (M5, and greater
than 10 um. Lai et al. (2000) evaluated intaketioas (that they called cumulative population
inhalation transfer factor (PITF)) for PM emitteddoor as a function of particle diameter.
Lazaridis et al. (2001) developed an approach fodeting the source to lung-deposition chain
of events. However, no studies calculated charaetesn factors for different classes of PM
smaller than 2.5 pm within a life-cycle assessnsentext.

This chapter addresses how to define an uptakédnametric in relation to the intake
fraction metric, how to model the uptake fractiand examines how the uptake fraction changes
with the particle size distribution.

6.3. The uptake fraction as an extension of the intake fraction

Intake fraction
The intake fractioniF) was defined by Bennett et al. (2002) as:

Zintakeof pollutantin anindividual(kg)
|F — peopletime (6_1)

masgeleasednto theenvironmen(kg)
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and can also be expressed as the ratio of an ira#déo an emission source strength in units of
inhaled parts per million (ppm):

> (N xBRxC)
iF = peopletime S (6'2)

whereC (in mg/n?) is the incremental increase in particle concéioimecaused by a sour&(in
kg/d) to whichN persons are exposed, each with an average brga#i#BR (in m*/d-person).
Note that in a regionalized approach, the teBRsandC can be dependent on location and be
specific to each subgroup of persdhghus allowing the intake fraction to be a metitaptable
to specific locations.
Intake fraction versus uptake fraction

For substances with uniform size distributions,dbeage (the burden of a given mass of
pollutant emitted) is directly proportional to tamission rate and the intake fraction. But the use
of intake fraction is problematic in at least fatases: (i) for air pollutants with varying size
distributions that can be deposited in differergioas of the respiratory tract depending on
physical or chemical properties (e.g., smalleripiad may deposit deeper in the lungs); (ii) for
ingested pollutants that are absorbed to a diffeegtent in the gastrointestinal tract based on
their size and composition; (iii) when pollutanhtge studies are based on dose delivered to an
organ rather than exposure-response; and (iv) éomdl exposure. Even in cases where the
intake fraction is size dependent, it fails to @eful unless size dependent damages are also
known. In the case of PM this depends on whereltise of inhaled pollutant is delivered within
the respiratory tract. To address the four casewebl explore the uptake fraction as an
alternative metric for exposure or dose. When aateigpg pollutants as a function of their
potential burden on human health, the uptake fsaateduces the risk of misclassification (i.e.,
classifying population groups in a class of expeghat they should not be classified into).
Uptake fraction

The uptake fraction is the fraction of emitted ptaht that, after being inhaled or
ingested, comes into contact with a part of theyldbdt results in an adverse health impact. For
dermal exposure, the uptake fraction simply questithe fraction of emitted pollutants that is
transferred into the surface of the skin. Thisalisgion focuses on inhalation uptake fraction. A
detailed computation of ingestion or dermal uptdfaction is outside the scope of this
dissertation and would require further exposurdyaisa

For the specific case of PM, the uptake fractioarabterizes the amount of pollutant that
is actually deposited in specific regions of theprstory tract, which is necessary to induce
almost any negative health impact. Figure 6-1 shbaws the intake fraction and the uptake
fraction are evaluated and how they differ fromheather. The respiratory tract can be divided
into the nasopharyngeal, tracheobronchial, andotdvezones (Figure 6-1). Inhaled particles
either deposit in one of these three zones orxdraled.
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Figure 6-1 Summary of the intake fraction versus uptake fradibn concepts for PM (respiratory system image
taken from http://www.edupics.com).

| suggest using the term “uptake” to express thgosiéion in the respiratory tract to
avoid confusion with the common term “depositioacfion,” which represents the fraction of
particle that is deposited on a surface throughairg wet atmospheric deposition processes.
Within the respiratory tract, | use “fraction dejed in the respiratory tract” and “fraction taken
up in the respiratory tract” interchangeably. Farthore, considering that when expressed by
surface or by number per mass emitted, the terotidrais actually not appropriate because a
fraction should not be dimensional. However, inesice not to change terms throughout the
analysis as well as for similarities with the wielewn term “intake fraction” | decided to keep
the term “uptake fraction” for dimensional resulfis is a semantic limitation and could require
further analysis, such as using the term “uptaktofa
Effect factor

In health assessment protocols, the damage caepesented by the product of the
emission rate, the effect factor and the intaketiiba. The same concept applies to the uptake
fraction: the damage can be represented by theuprad the emission rate, the effect factor and
the uptake fraction. The effect factor (Crettaalet2002, Pennington et al. 2002) is defined as
the marginal damage to human health caused by gimahrrate of additional disease per
additional unit mass intake. The effect factoresivked from exposure-response or dose-response
curves and can depend on where and how much thegdl deposits in the body. Note that
when using the uptake fraction metric, the effactdr concept has to be adapted (this issue will
be addressed in Chapter 8).

6.4. Modeling the uptake fraction

Uptake fraction for a single chemical (or a singkrticle size)
For a single chemical (i.e., with a unique sizkeg tiptake fractionuf) can be expressed
as follows:
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Zuptakeof pollutantby anindividual(massor surfaceor number)
UF _ peopletime
masgeleasedntotheenvironmebh(massor surfaceor number)

x iF (6'3)1

= fdep,lot

where, for the case of inhalatiofdeptor = faepn + faept + faepa IS the sum of the deposition
fractions in the nasopharyngeal, tracheobronclaiatl alveolar parts of the respiratory tract,
respectively. Note that the maximum valudf odS 1, when the entire amount inhaled is taken
up and none is exhaled.
Uptake fraction for a group of chemicals assumingaaticle size distribution (or different
particle size classes, such as in PM)

For particles of non-uniform diametBp, Equation 6-3 can be expressed as follows:

UFtot:Z J-[fdep,Z(Dp)xiF(Dp)]de (6-4)
z \ D,

wherez can be one of the three zones in the respiratact. tWhen explicitly using the mass
emitted and inhaled rather than the intake fractitbve uptake fraction can be expressed as
follows:

UFmt =

S;LM X;[J[fdenz(Dp)x Minh(Dp)]de] (6-5)

whereiF (Dy) (in KgnhaedKJemitted has been expressed as the ratio of the intagartitle of size
Dp (Minn(Dp) in Kkgn) to total mass of particles emitteBbf; in Kgemidd).

Figure 6-2 shows the deposition fraction in eadpiratory tract zone as a function of
particle diameter§p) (Yeh et al. 1996) (see section 6.9 for the nucadéralues).
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Figure 6-2 Deposition fraction in the respiratory tract (baseal on Yeh et al. (1996)).
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The respiratory tract can be divided into more zoaeeded, but the nasopharyngeal,
tracheobronchial and alveolar zones used herdnamabst commonly used.
The units of intake fraction and uptake fraction

The intake fraction is traditionally expressed fas itatio of mass intake to mass emitted
into the environment. Using the same approachupitake fraction can be expressed as the ratio
of mass uptake by the body — or deposited in thgin&tory tract when inhaled - to mass emitted
into the environment. Furthermore, for particlesthometrics can be expressed using particle
surface or number of particles instead of masscéise these metrics better fit dose-response
curves). The alternatives for expressing the inti&etions and uptake fractions are listed in
Table 6-1. The common approach for intake fractma the default approach | suggest for
uptake fraction are highlighted in grey, accountordy for particle mass. However if particle
surface area is a better measure of toxicity ti@nmass (or particle number) (Froines 2006,
Oberdorster et al. 2005), then using surface arstead of mass appears more useful, at least as

an intermediate calculation step.
Table 6-1 Different units to express intake fractions and upake fractions depending on relevant unit for

damage.
Unit used for the emission
per mass emitted per surface emitted per number emitted
massntake massntake massntake
intake . per mass — Surfacesmitted —
fraction unit used to mas:emittec surfaceemitte numberemittec
(or intake | €XPress the surfacéntake surfacentake surfacantake
factor for amount | per surface| _— _— _
dimensional| takenin mas:emittec surfaceemitted numberemittec
i : - - d
values) ('”][‘a'ed per numbeintake numbetintake numbeiintake
or . PR _—
inhalation) number mas: emittec surfaceemitted numberemittec
Metric - . -
or taken up massieposited masgeposited massieposited
ubtake (deposited | per mass —_— —_— —_—
fre?ction in the mas: emittec surfaceemitted numbelemittec
(or uptake | respiratory surfacedeposited surfacedeposited surfacedeposited
factor for tract for | persurface] ————— —_— Sbhhishdianl vt
dimensional| inhalation) mas:emittec surfaceemitted numberemittec
values) per | numberdeposited | numbedeposited | numbereposited
number mas: emittec surfaceemitted numberemittec

6.5. Example of application for PM

An example application of the uptake fraction cqutc¢e PM is presented here.

Assume a PN} emissionS of 1 kg/s causes an increase in ambient concemntrat 1 g
primary PMo per nf. If 100 million people are exposed with a breaghiate of 13 rfi(pers-d)
(USEPA 1997), then the resulting intake fraction.B5<10° kginn/kGemi Or 15 ppm (i.e., 15 mg of
PM;, are inhaled by a population with each kilogram Ri¥l;o emitted in the air). The
computation of the intake fraction is the followirigtake fraction = (100,000,000 pexs13
m/(pers-dx 1 pg/m®) / (24 hr/dx 3,600 s/hx 1,000,000,00Qg/s) = 1.510° kginn/KGemi.

To show how the uptake fraction metric can changmpared to the intake fraction
metric, | examine three different particle sizetrigitions (Figure 6-3). The emission can result
in exposure to particle size distributions domidaly (1) coarse PM (1-1am); (2) fine PM
(0.1-1um); and (3) ultrafine PM (0.01-04dm).
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Figure 6-3 Three particle size distributions (PSDs) of partites at time of exposure. “ug” means

“micrograms.”

The uptake fraction for each particle size distiidou can be found by multiplying the

particle size distribution curves suggested in F@g6-3 by the respiratory tract deposition
fraction curves suggested in Figure 6-2. At eadttigh@a diameter, the concentration in the air
(Figure 6-3) is multiplied by the intake fractich$-10°). Then this concentration that enters the
respiratory tract is multiplied by the respiratdrgct deposition fraction curve for each of the
zones (nasopharyngeal, tracheobronchial and alvdélgure 6-2). Summing the result of each

zone gives the mass (e.g. 4ig) of particle that deposit in the respective zqre,n? depicted in

Table 6-2.

Table 6-2: Uptake fractions (uF) for the differentparticle size distributions (PSD) and different zoes of the

respiratory tract.

uF nasopharyngeal

uF tracheobronchial

uF alveolar

uF tot

PSD 1 7.9E-06 (71%) 1.3E-06 (11%) 2.0E-06 (18%) E205 (100%)
PSD 2 1.2E-06 (30%) 9.4E-07 (25%) 1.7E-06 (45%) E2)8 (100%)
PSD 3 1.3E-06 (15%) 3.7E-06 (41%) 4.0E-06 (45%) ED6 (100%)

The uptake fractions found are depicted in Figude 6
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Cumulative uptake (in kg) per kg PM emitted

The intake fraction is the same for each of thedhrases (1:80° kginn/kgem), therefore
using the intake fraction as the only metric fopesure or dose would result in the same
calculated damage to human health for each of tteetcases. However, the uptake fraction
shows the differences in respiratory exposure antibaghree cases, for both the total amount of
particles deposited in the respiratory tract amddistribution of deposition within the respiratory
tract. That difference shows that total damageutodn health is likely to differ among the three
cases. The total uptake fraction is highest foradige size distribution dominated by coarse
particles (around gam), followed by a particle size distribution domiee by ultrafine particles
(around 0.03um); the smallest uptake fraction is dominated bylioma-range particles (around
0.3 um) at exposure. Regarding the location of depasitthin the respiratory tract, PM
dominated by coarse patrticles (aroundn3) deposits mainly in the nasopharyngeal zone,ewnhil
PM dominated by medium-range particles (around 0 deposits in the three zones, with
some tendency towards the alveolar zone. PM dosdnay ultrafine particles (around 0.081)
deposits mainly in the tracheobronchial and alventaes.

For the three cases of PM exposure described alatiwield the same intake fraction,
but the uptake fraction and deposition location ¢ary by up to a factor of three. Thus the
increased information of the uptake fraction caadléo improved estimates of the damage to
human health.

6.6. Outlook

For PM, different removal mechanisms occur in défé zones within the respiratory
tract. Studies suggest that the magnitude of hardrectly related to where the particle deposits
in the lung, in which case the uptake fraction glatons above show that the damage to human
health will differ with particle size distributioand therefore will not necessarily be proportional
to the intake because of the heterogeneity of theicte size distribution. With accurate
measurements of the PM particle size distributiothe region of exposure where concentration-
response curves are derived, it is possible torm@te particle size distribution-specific effect
factors, which can be multiplied by particle sizstbution-specific uptake fractions to better
estimate human health damage.
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Future investigation should identify how mechanism®lved in the uptake by the body
differ depending on the organs, and especially widipg on the zone of deposition in the
respiratory tract. Establishing mechanism-basdukerathan concentration-response curve effect
factors would help to better capture the adversdtineffects caused by pollutants, especially
when linked with the zonal deposition uptake fractmodel presented here.

In conclusion, the uptake fraction metric can beduis addition to the intake fraction to
improve the assessment of pollutants by consideniog uptake in organs is influenced by
pollutant characteristics. Using the uptake fracti® especially important for the case of PM
where particle size distribution influences depositin the respiratory tract system by up to a
factor of three.

Proposal of the uptake fraction metric follows frahe original concept of “the dose
makes the poison,” often attributed to the medigMaysician Paracelsus. This concept was
recently updated by Smith (2002) as “the place make poison” to indicate that the location of
a chemical emission governs its toxicity. The uptédaction metric extends the concept to “the
depth makes the poison,” to reflect the importasfdeng penetration.
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6.9.

Supporting information for this chapter

Table 6-3 presents the respiratory tract deposftiantions (Yeh et al. 1996).
Table 6-3: Respiratory tract deposition functions Yeh et al. 1996).

Nasopharyngeal (Fdy,qp) Tracheobronchial (Fg, T,dy) Alveolar (Fd,A,dp) U R’(Ie:?jptigatl)tory tract
iameter (um) | °GECiOR" | Diameter u) | SREEEN | PURDS | Cracion | i) | naction
0.0010 0.771] 0.001 0.223 0.0010 0.000 0.0010 .99
0.0012 0.714 0.001¢4 0.364 0.0025 0.000 0.0032 91
0.0015 0.643 0.0024 0.486 0.0089 0.003 0.0100 91
0.0018 0.571] 0.0039 0.579 0.0062 0.033 0.0816 71
0.0023 0.500 0.0057 0.611 0.0078 0.071 0.1000 .38
0.0028 0.429 0.006 0.60[7 0.0098 0.120 0.31162 .18
0.0036 0.357 0.009 0.571 0.0155 0.234 1.0p00 .28
0.0049 0.286 0.0154 0.443 0.0246 0.307 3.1623 71
0.0070 0.214 0.024¢ 0.326 0.03%4 0.329 10.0Dp00 D.80
0.0115 0.143 0.038 0.223 0.0425 0.321
0.0155 0.111 0.061 0.150 0.0613 0.293
0.0246 0.077 0.096 0.103 0.0968 0.247
0.0388 0.056) 0.153 0.070 0.1530 0.171
0.0613 0.040 0.2417 0.046 0.2417 0.123
0.0968 0.030 0.3819 0.029 0.3819 0.094
0.1530 0.021] 0.603 0.026 0.6083 0.086
0.2417 0.014 0.9531 0.029 0.95381 0.100
0.3819 0.029 1.505 0.033 1.50%8 0.147
0.6033 0.071 2.378 0.051 2.3788 0.196
0.9531 0.150 3.7582 0.067 2.8563 0.200
1.5058 0.286 5.9372 0.076 3.7582 0.180
2.3788 0.457 9.3798 0.063 5.9372 0.097
3.7582 0.593 10.000 0.000 9.3798 0.026
5.9372 0.684 10.0000 0.000
9.3798 0.707|
10.0000
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7. A method for estimating size-dependent uptake fracbns of
primary particulate matter in the respiratory tract

Building on the concept developed in Chapter 6, @deh based on the same general
concepts as the IMPACT North America model develope Chapter 2, is developed to
calculate uptake fractions (uF) for particulate terat(PM) for different fate and exposure
conditions.

The identification and analysis of the most inflaeily parameters when evaluating the fate
and exposure of PM as function of the particle siitribution is outside of the scope of this
dissertation. Indeed the focus of this dissertatan be formulated “what exists in the current
scientific knowledge that can be used to improveggaphic differentiation of characterization
factors for PM.” The phenomena considered for madethe fate, exposure and effect of PM
emissions are the following:

e Source-specific particle size distribution (infleerg the fate, exposure and effect)

e Differential removal mechanisms from the atmosphander dry and wet conditions

(influencing the fate)

¢ Influence of the variation in population densitytpans (influencing the exposure)

o Differential deposition in the respiratory traatf(uencing the exposure and the effect)
Further work can be done to update the model pteden this chapter in order to incorporate
additional parameters that are currently neglecteéde present model.

7.1. Summary

PM is a significant cause of adverse human hedficts. Studies suggest that an
evaluation of PM-caused damage to human healthighoegrate surface area and number of
particles in addition to overall mass exposure. Elsy, current impact assessment methods
consider little if any influence of particle sizéstiibution in fate, exposure or effect analyses.
This chapter uses PM particle size distributiorevaluate the uptake fraction, which expresses
the ratio of uptake in the respiratory tract (itke deposition in the respiratory tract) to enaissi
rate (in terms of mass and surface area of pajicéed shows how this metric can be used as an
extension of the intake fraction to improve theeasment of damage caused by PM exposure.
The modeling used in this chapter to characterizake fraction considers the influence of
source-specific particle size distributions, diffetial removal mechanisms under dry and wet
conditions, population density patterns, and ddiféial deposition in the respiratory tract. In
addition to the size, the modeling of compositidriPM is also important to study but is outside
of the scope of this chapter. As an example, thakapfractions for tailpipe PM and PMy.5
emitted by diesel engines’ private car are deteedhifior different weather conditions and
population densities. Results show that, within;RMxposure expressed as uptake fraction and
evaluated in terms of mass or surface area is daednby particles between 0.01 and 3 pm.
When the uptake fraction is evaluated by mass, epedpto particles smaller than 2.5 um,
exposure to particles greater than 2.5 um is ngligible, but if evaluated by surface area of
particles, exposure to particles greater than thcpn be considered negligible. For ambient PM
concentrations proposed by Seinfeled and Pandi@3j1@s well as for diesel emissions from
Norbeck et al. (1998), the ratio of uptake fractiorintake fraction for PMs is 0.3. The uptake
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fraction can improve fate and exposure analysiscamdtherefore be used to reevaluate damage
factors when estimating damage to human healthedaug PM exposure.

7.2. Introduction

Though several studies show that among well-stugretlutant emissions PM is
associated with some of the most serious advedéreffects (Dockery et al. 1993, Schwartz et
al. 2008, Pope et al. 2009), at present, the {ifdecimpact assessment methods that include PM
impacts fail to capture the latest findings on Pkpasure-disease relationships described in
Chapters 4 and 6.

Uptake fraction as an extension of intake fraction

The uptake fraction metric — the product of theaka fraction and the deposition
fraction (the fraction of emissions that is depesiin the respiratory trajt— developed in
Chapter 6 can be used to improve the evaluatidatefand exposure of PM.

Objective

The objective of this chapter is to evaluate theesiependent uptake fractions for
primary PM based on mass and surface area of lgartiaking into account (i) the influence of
the source’s specific particle size distributiomdtions, (ii) the influence of the differential
removal from the atmosphere under dry and wet veeationditions, (iii) the influence of
population density patterns relative to the souaral (iv) the influence of the differential
deposition functions in the respiratory tract.

The uptake fraction is calculated here considefiidd as spheres. Because of the
broadness of the subject, the influence of theerdifit geometry and the influence of the
composition of PM in the evaluation of the uptakaction are both outside the scope of this
chapter and require further investigation.

Finally, particle number is not evaluated in thegent dissertation. Indeed, the modeling
of particle number is more complex than particl€fesie area because of phenomenon such as
coagulation that can significantly influence ulinaf particle number. In addition, as showed by
Keywood et al. (1999), particle number may not beelated with particle mass and therefore,
results obtained on a mass basis but using partistgber in the modeling will not be valid in a
life-cycle assessment context.

7.3. Method

Framework
Extending upon the concept of the intake fractibme,uptake fractionF) is defined in
Chapter 6 according to Equation 7-1.
Zdepositiomf pollutantin anindividual (massor surfaceor number)

UF — peopletime (7-1)

amountreleasednto theenvironmem(massor surfaceor number)

Figure 7-1 depicts the framework used to evaluag¢edaamage to human health from PM,
modeling successively (as described below) (i) apheric fate relating emissions to air masses
or concentrations, (i) population exposure to ghte intake, and (iii) respiratory tract
deposition to estimate PM uptake. Special carévisngto phenomena that affect or are affected
by particle size distribution, such as distinguighihe zone of uptake within the respiratory tract.

® In this chapter, “deposited in the respiratory tract” and “taken up by the respiratory tract” are considered the same.
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Factors considered (those Environmental

that depend on particle size  Intermediary and final outputs metrics steps
are indicated in bold):
Particle size - . A \
distribution ’ Emission to air [kgenY] ‘
Intake
Dry and wet deposition, | Fate [y] (Cix.d,) fraction
c:agullaation, part(ijcle Sifje’ Mass (or Concentration) in the air [kg] ‘ " iF fUpt?ke
istribution, wind spee raction
breathing Exposure [y'] (Exp(x)) [kGin/kGern ufF
. . I . 3 k /ka.
Pa”;,";:usl;zt;g'gg::i‘t‘yt'°“’ Inhalation intake [kgy/y] | S (KGeg/en]
eposition
resp. tract deposition Deposition [-] (DF(d,) fraction
Particle size ) DF
distribution, deposition] Uptake in respiratory tract [kge,/y] \ (kg kG ]
by respiratory zone 5 it/ Semil )
i i Gt

Damage to human health [DALY/y]

Figure 7-1: Framework to evaluate the uptake fractn.

Environmental modeling
Fate

Note that PM is considered with a density of 1 glcm
a) Emission and initial concentration

| estimate fate assuming a steady-state box mdtiel.initial atmospheric concentration
at the point of emissiorx£0) is a function of the distribution of particléatheters ¢,) in the
emission,C(0,d,), evaluated according to Equation 7-2, wh#(d) is the constant emission rate
of particled,, H is the mixing height of the atmosphere (set bydkfto 1,000 m — Rosenbaum
et al. 2008) W is the width chosen for the modeling (set by diefelul,000 m — note that this
value is arbitrary and does not influence the uptia&ction because the model considers the air
flow as parallel, as explained in detail below)da&his the wind velocity (set by default to 4
m/s).

S(d,)
C(O,dp)_H W XU (7-2)

The fate determines the net concentratiifr,d,) of particle of sized, at a distance
downwind from the emission source. The two physitenomena influencing the concentration
considered are dry deposition and wet depositi@ag@lation also influences the concentration
but is excluded from this analysis. Further redeaix needed to address the complex
phenomenon of coagulation.

C(x,d,)=C(x—dxd ) x [l f

fdenwetJ (7'3)

depdry

where feay is the fraction of particled, that deposit ovedlx through dry deposition ar 5

depwet
the fraction that deposits ovex through wet deposition. The two deposition phenaares well
as the different parameters are described in dattol.
b) Dry deposition

The concentration of particld at a distanc& downwind from the source influenced by
dry deposition only,C(x,d,)ary, iS calculated according to Equation 7-4 using dp@roach
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developed by Nazaroff (2006). The fraction of aes d, that deposits ovedx through dry
deposition is given by:
dC(x,d ;) gy 1 C(x,d,) gy :1—ex;{— Vg (d,) x dx

f = =1—
R C(x—dx d,) gy C(x—dx,d,) gy H xU

] (7-4)

wherevy(dp) is the dry deposition velocity for the particlesize d, (evaluated, by default, as the
average of the values provided by Nazaroff (200&) &einfeld and Pandis (1998, p. 970))
(Figure 7-2).

10.000

0.100 -

0.010 +

dry deposition velocity vd (cm/s)

0.001 T T \
0.001 0.01 0.1 1 10

particle diamater dp (micrometer)

Figure 7-2: Dry deposition velocityvy (in cm/s) as a function of the particle sizé, (average of the values
provided by Nazaroff (2006) and Seinfeld and Pandi€l998, p. 970))

c) Wet deposition

The reduction in concentration that will occur beénx-dx andx is dC(dX,q)wes It is
evaluated assuming thd€/dt = 4-C (Seinfeld and Pandis 1998), whetgin s') is the wet-
precipitation scavenging coefficient, and thE(dx,¢) = (dC/dt)-(dx/U) wheredx/U is the
residence time of the particles withdm. Thus the fraction that deposit over distadgehrough
wet deposition is given by:

dC(x,dp) et

_ _C(x—dx,dp) -C(x,d),)
depwet — C(X—dx,dp)

CX’d wel wel wel
Xy )uer _ . "= Ax(dx/U)xF

_1- (7-5)
C(x-dxd,) C(x-dxd,)

f

rain

wet wet wet

where F,in is the fraction of the time that it is raining. Assing a rainfall event with an
intensity of 1.3 mm/h and an average annual priatiph of 800 mm/y (Jolliet and Hauschild
2005), one gets an average of 600 hours of rairyeer, or 7% of the time with rain. Using the
formula provided by Seinfeld and Pandis (1998) gaecipitation scavenging of particles, and
considering a rainfall event that is monodispersee, finds that:

A= xd?xv x E(d,,d,) xN(d,), (7-6)
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whered; is the diameter of a raindrop (set by default tmrh — a simplification that would
require further analysisy; is the vertical velocity of the falling raindropset by default to 4 m/s
— a simplification that would require further arsiB), E(d,d;) is the collision efficiency
(Seinfeld and Pandis 1998), ahdd) is the concentration of raindrops (set by def&mlil73
drops/ni when representing a rainfall event that has amaity of 1.3 mm/h with the andd,
mentioned above). Note thatvfis used to calculatd(d), 4 becomes independent sf since4
is both multiplied and divided by.

Note that assuming a monodisperse rainfall withpldto diameter of 1 mm can
underestimate the effects of precipitation scavemgndeed, first, smaller raindrops are present
and are more efficient than larger droplets in reéimg particles. Second, the scavenging model
in Equation 7-6 may underestimate what is obsenveke field (a possible explanation could be
because of the role of condensational growth ofrdsgppic fine PM during rainfall events).
(Nazaroff 2009)

Exposure
The exposur&xp(dx)(in m/s) is evaluated as:

Exp(dx)=N__.(x,dX) x BR (7-7)

pers

When Equation 7-7 is multiplied with the concentnatC(x,d,) of particles of sizel, at
the locationx (in kg/nT) (Equation 7-3), | obtain the intake fractiaR ) evaluated according to
Equation 7-14 as the cumulative intake fraction alavad from the source:

Z[ > (Exp(dx) xC(x,dp))} 7-8)

. x=0[ dpmin
iF [amount,,, s / Kemitea) = '

St

where theNpe{X,dX) is the number of persons situated betwseix and x and BR is the
breathing rate (13.3 Hpers-d, the average between 11.3 for female ar&ifabmale — USEPA,
1997). NperdX,dx) can be expressed BO(x)-W-dxwherePD(x) is the population density at the
locationx (in pers/m) andW is the width of the model. Note that the valué\bis arbitrary and
does not influence the uptake fraction becausaribéel considers the air flow to be parallel.
Indeed, Equation 7-8 is independent frévsince Equation 7-8 is both multiplied by, in the
term Exp(dx) and divided by, in the termC(x,d). In the present evaluation, a default distance
of 1,000 km (representing approximately 3 days atral velocity of 4 m/s) has been chosen to
represent average conditions. After 1,000 km, iessimated that, in average geographical
conditions, either the ocean or the desert wilitliexposure and the successive uptake of PM.
This value can be over- or underestimated for $ipesituations and can be adjusted to better
represent specific conditions.
Deposition and uptake

The uptake fraction is the product of the intaleefion (Equation 7-8) and the deposition
fraction in the respiratory tract. The uptake fiact(uF) is evaluated according to Equation 7-9
as the cumulative uptake fraction downwind from sberce up to a distanggthat is taken to
be 1,000 km in the present analysis.

i dpzmax(cOncht(dp) x DF (d,,) x EXp(X) x C(x,dp))}

_ x=0|_dpmin (7'9)

u F [amOU ntieposited_ in _the_resp_tract / kgemitted] - S
ot
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whereSoe: =Y S(d)) represents the total emission of the particlaatefest (in kg/s)DF(d,) is the
fraction of the particles of sizs inhaled that deposits in the respiratory trace (Sgure 6-2 in
section 6.4). The concentrati@{x,d,) is always computed in mass per unit volume. Thime
conversion factoConvFct(gl) allows one to evaluate the final uptake fractiortéarms of two
alternative metrics, namely as mass and surface @rearticle per unit volume, respectively.
For units of mass deposited per mass emlﬂmthct(q;) is simply 1 kg/kg; and for surface
deposited per mass emitté€onvFct(d) is equal toS(g) in m ’/kg — the surface of particled,
per mass of particld,.

This approach shows that for a specific case of ¥kl particle size distribution and the
deposition mechanisms in the respiratory tracttaken into account when determining the PM
uptake fraction. The particle size distributionceptured in the relationship by the two terms
S(g) andSq. The deposition mechanisms in the respiratoryt e also functions af, which is
captured in the terdF(d,). Equation 7-9 assumes a steady-state deposititimeimespiratory
tract with a steady-state emission in the enviramme
The UFPM tool

The framework with the different phenomena descrilabove is combined with the
matrix approach in a tool named “UFPM” (version)Xdéveloped in MS Excel. This tool is used
to evaluate the uptake fraction in the differemeof the respiratory tract for different particle
size distributions, under different weather comais and with different population density
patterns. The UFPM tool can be downloaded from :Mtipw.impactmodeling.org or by
contacting sebastien.humbert@cal.berkeley.edu. r&igir3 presents a schematic for the
modeling of the uptake fraction.

..........................................................................................................

........................................................................................................

......................................................................................................

Distance x from the source

roy oo v g
Zone close to the emission Medium zone Zone far from the emission source
source (e.g., 10km) (e.g., 11km — 100km) (e.g., 101km — 1000km)

Figure 7-3: Schematic to model the uptake fraction.

7.4. Diesel engine case study

A case study is performed to determine the uptalietibn for tailpipe emissions of
PM.s PMio.25 and PMg from diesel engines’ private car for different wWea conditions and
different population densities. Since measuremeamrted data, and life cycle inventories are
typically expressed using PM PMy..5 and PMy as boundaries, the present evaluation
expresses uptake fraction for RYPM; .2 sand PMg to easily compare and combine our results
with other findings and data. However, if needée, tbol provides results for any size range.
Fate
a) Emissions scenario and initial concentrations

Tailpipe emissions from diesel engines are a saobatasource of primary Pp and
PMio.25 The particle size distribution of emissions isgidered after exhaust control systems,
but without diesel particle filters. Particle sidistributions specific to the different sources are
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difficult to estimate (Chang et al. 2004). The jmdetsize distribution for diesel engine emissions
used in this chapter to generate the uptake frasjpecific to a source is based on Norbeck et al.
(1998) and is presented in Figure 7-4.

0.25

0.2

0.15 4

0.1

0.05 -

Mass fraction within 1 kg of PM10
emitted at the tailpipe of a diesel engine

Figure 7-4: Typical particle size distribution for diesel engine emissions, represented for discretarticle sizes
(based on Norbeck et al. 1998).

Note that the variability of particle size distrttmn within the same source can be large.
In general, the diameter refers to the aerodynati@meter. However, in the literature some
particle size distributions have been reporteduastions of the electrical mobility diameters,
which | here consider equivalent to the aerodynagiaeneter. The slight uncertainty that may
arise from this simplifying assumption is believied not considerably alter the final results
(especially when compared to the variability amdhg different particle size distribution
measurements of same types of sources). Furthearsds may be needed to confirm this
assumption.
b) Weather scenarios
The three weather scenarios considered are:
e “dry” season, with the sole removal mechanism ftbematmosphere being dry deposition,
e “wet” season, with removal mechanisms from the ajphere being dry and wet deposition,
and
e “mixed” season with intermittent rain, being a nukdry and wet weather scenarios. This
scenario is also used as a proxy for a situatioarg/the weather conditions are unknown.
The mixed scenario assumes that wet depositionr®d®a of the time.
Exposure: population density scenarios
The population density pattern scenarios considared
e “high density”: with downtown, suburbs, and coustde population density patterns in the
zones close to, a medium distance from, and fan tiee emission,
¢ “medium density”: considering the entire area tacbentryside, and
e “low density”: considering the entire area to bmote.
“Downtown,” “suburbs,” “countryside” and “remote’bpulation density patterns are assumed to
be, respectively, 5,000, 500, 50 and 5 persorfs/km
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7.5. Results

Fate of particles in the air

The spatial evolution of the mass present in thatailifferent distancesfrom the source
(expressed a€(x,d)/C(0,dy)), for each diameted,, are presented in Figure 7-5. Figure 7-5
represents the mass of particles that are at adsizke fraction of the initial amount of particle
d, emitted in the air), as a function of the distadoeinwind from the emission source. It shows
that after a few kilometers, very small and verygéa particles are no longer observed in
significant quantities. After 1,000 km, no partelemaller than 0.01 pm or greater than 3 um are
observed in the air. However, for particles betw8ehand 1 um, nearly the same amount is
observed in the air 1,000 km away and beyond asreég near the source. Therefore, as long as
there are people downwind from a source, the upfek&tion will be cumulative, as these
observations indicate that the accumulation mogpréximately 0.1 to lum) continues to
contribute to the uptake fraction even after plsicravel for thousands of kilometers.

_ - - - -.‘"ﬁ\‘
. . RN
% / / 'I 1 ]
2 08 / /' ? I \
£ 07 ! |
E / / ', Y \ \
»n 0.6 / b v \ \
0 I '
g 05 ! / ) 10 km N
= / ' — =— 100 km ' \
£ o4 i 7 - - - +1000km |7,y
@ N ! E
:c: 0.3 ] ) ' \
= 1
S 02 / . v
8 ) s |
§ 01— ; AN
L 0 ol hJ
0.001 0.01 0.1 1 10

particle diameter dp (um)

Figure 7-5: Evolution of the “observed” mass in theaair of particles of interest, as a function of thelistance
downwind from emission for each diametersl,, for “mixed” weather conditions.

Uptake fraction of diesel emissions
Figure 7-6 represents the evolution of the cumaatiptake fraction of diesel emissions,
for emissions in medium population density pattearsd for mixed weather conditions. The

uptake fraction is evaluated respectively for mass surface area of particles deposited per kg
emitted.
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Figure 7-6: Evolution of the cumulative uptake fradion of diesel emissions, for emissions in medium
population density patterns, and for “mixed” weathea conditions.

Figure 7-6 shows that the mass deposited in theratsry tract tends to be dominated by
particles between 0.01 and 3 pum (note that theedser in uptake around 1 pum is partly
explained by a smaller emission of particles arolindm than around 2 pum). The total surface
area of particles deposited in the respiratoryt i,sdominated by particles between 0.01 and 0.3
pm. The two metrics show that beyond 100 km, tleeimaclation mode (between 0.01 and 0.3
pnm) keeps on building (which is consistent with tisaobserved in Figure 7-5), and very small
and very large particles do not accumulate anynothe respiratory tract. For both metrics, if
still present, populations farther than 1,000 knwiawind need to be considered to properly
evaluate the damage to human health caused bglpamimissions.

Note that none of the three population scenari@ueted in this chapter considers an
eventual increase in the density of people far afr@y the source. Thus the population density
scenarios considered do not hold perfectly for €ageere cities are situated close to each other
(e.g., Kansas City, St. Louis, Indianapolis, Cimeita, and Columbus, with each city within a
few hundred kilometers of another). It would beeresting to evaluate how sensitive the uptake
fraction is to whether the PM is emitted up- or dewind from a city. To solve each one of these
specific cases, a regionalized approach can be used

The intake fraction and uptake fraction evaluatét wihe UFPM tool for PMls, PMio-25
and PMy are presented in Table 7-1. The intake fractibh &énd uptake fractioruf) developed
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for unknown population density patterns are catealas followsiF ynknown= 0.23 x iFpight0.40

X 1Fmediurt0.37 x iFiow, and UF nknown = 0.23 x UFhigh+O.40 x UFmediunt0.37 x UFgw. The
fractions 0.23, 0.40, and 0.37 represent the réispecactions of PM emissions occurring within
high, medium, and low population density regionshie United States (extrapolated from Greco
et al. 2007). The proxy used for these three pdjoulaensities in the United States is based on
the counties with more than 160 persfkmith 16 to 160 pers/km and below 16 pers/Kmn
respectively. The ratios between high, medium, bovd population density regions can be

adapted to match specific situations.
Table 7-1: Intake fraction and uptake fractions of PM, s, PM1g.,sand PM;,, expressed using different
exposure metrics, for diesel engine emissions, forixed weather season, and for different populatioensity

patterns.
Population density pattern IntaII:e.fratz;lon h facsoy | t')l' rachﬁ_oi Alveolar Total respiratory
for the location of emission [kge':::';] P azrgggea r(;r; e'a zone tract
Uptake fraction [K@posite!/ KQemitted
high 1.8E-5 18% 25% 57% 5.4E-6
medium 1.8E-6 18% 26% 56% 5.6E-7
low 1.8E-7 18% 26% 56% 5.6E-8
22 unknown 5.0E-6 1.5E-6
T Uptake fraction [Mueposite! KGemited
high 10% 34% 56% 2.6E-1
medium 14% 39% 47% 3.6E-2
low 13% 39% 49% 3.4E-3
unknown 7.6E-2
Uptake fraction [Keposite! KGemited
high 2.7E-6 68% 8% 25% 2.1E-6
o) medium 2.7E-7 68% 8% 25% 2.1E-7
Y low 2.7E-8 68% 8% 25% 2.1E-8
0D unknown 7.5E-7 5.7E-7
50 Uptake fraction [Mueposite! KGemited
zs high 67% 8% 26% 3.6E-3
o medium 67% 8% 26% 3.6E-4
low 67% 8% 26% 3.6E-5
unknown 9.7E-4
Uptake fraction [Kgposite!/ KQemitted
high 1.8E-5 19% 10% 45% 5.3E-6
medium 1.7E-6 19% 14% 61% 5.5E-7
low 1.8E-7 19% 13% 58% 5.4E-8
29 unknown 4.8E-6 1.5E-6
o Uptake fraction Im?ueposice/ KQemited
high 25% 34% 45% 2.5E-1
medium 26% 39% 37% 3.4E-2
low 26% 39% 39% 3.2E-3
unknown 7.3E-2
7.6. Discussion

Uptake fraction versus intake fraction

The total uptake fractions of BN PMygp,s and PM, are 30% (i.e., 0.3
KQdepositedKTinhaled, 76% and 31% of the respective intake fractiolise PMy.. 5 fraction is
trapped in the respiratory tract more easily thy Pbecause the particle size distribution of
diesel PM has its peak between 0.1 um and 1 pnur@ig-4), where the deposition in the
respiratory tract is the lowest (Figure 6-2). Thedue for PM, appears close to the value of
PM s because in the particle size distribution usethis chapter more than 95% of the RN
actually below PMs and thus PNy nearly measures PIM When combining the typical ambient
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urban concentration (Seinfeld and Pandis, 19983Q).4vith the total deposition curve in the
respiratory tract (Figure 6-2), one also gets aealf approximately 0.3 kghositedKGinhated
PMig.2 5versus PMs

When evaluated per mass deposited, the uptakeofmacdbf PMg.» s are approximately
25% to 40% of the uptake fractions of PMHowever, when evaluated per surface deposited,
the uptake fractions of P, s are more than two orders of magnitude lower then uptake
fractions of PM s These observations suggest that if the adveraghheffects are related to the
overall mass deposited, then the human health darwadg® M., 5 could be of the same order
magnitude as the human health damage fos £Mowever, if the adverse health effects are best
related to surface area of particles depositetarrgéspiratory tract rather than mass deposited in
the respiratory tract, then adverse health efflts PMo., 5 are virtually negligible compared
to those of PMs.
Deposition in the different parts of the respiratoract

For diesel engine emissions, the fractions of tindase of PMs that deposit in the
nasopharyngeal, the tracheobronchial, and the lalveones, are, respectively, typically 10%-
14%, 35%-39% and 47%-56% (Table 7-1). When evatulbjemass, the fractions are typically
18%, 26% and 56% for the three zones respectiVelglé 7-1). Whether the uptake fractions for
PMyo-25 are expressed per mass or surface area of partibe fractions of PM. sthat deposit
in the nasopharyngeal, the tracheobronchial, am@ltreolar zones, are, respectively, about 67%,
8% and 26% (Table 7-1). This observation is coasistith Figure 6-2 which indicates that
large particles will deposit predominantly in tresopharyngeal zone.
Comparison with values found in Chapter 4

The intake fraction obtained for BMemitted in high population density areasx1@°
Kginn/KQemi, 1S within a factor of two of the one obtained @hapter 4 which is 3:410°
kginn/kgemi. The intake fraction obtained for BMemitted in low population density areas is a
factor of two lower than the one obtained in Chaptewhich is 8.410° Kgn/KQemi for 1
pers/knd, therefore approximately 4207 kginn/kgemi for 5 pers/kri. Considering the variability
of input parameters, such as population densityratéhe zone of emission, urban mixing height
and wind speed, a factor of two difference candresicered small.

7.7. Sensitivity and limitations

Sensitivity analysis

Table 7-2 presents the main input parameters imibael and their influence on the final
uptake fraction. The parameters that are senstidewhich have a high range of possible values
include the wind speedJj, the mixing heightHl), the population densityPD), and the distance
downwind of the emission where the population espnt X).
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Table 7-2: Main input parameters in the model and heir influence on final uptake fraction.

Influence on the uptake fraction (if the parameteris
Parameters Value used by default Range muItipIig d by 2) (mass( baseg)
Fate:

Wind speed () 4 m/s 1-10 increase in speed decreases uptake fraction{&pp)
Mixing height ) 1,000 m 300 — 2,000 increase in height decreases uptake fraction x&pp)
Rain intensity Rint) 1.3 mm/h 0.1-10 increase in intensity decreases uptake fractiop X&p85)

Raindrop diameterd() 1 mm 03-3 increase in drop size increases uptake fractiop %ap?2)
Raindrop fall velocity ) 4 m/s 2-8 does not influence uptake fraction
Dry deposition velocity\e) 0.0:01 22(1 glggfm(;‘orpd increase in dry deposition \X/e(l)o;:;tgl decreases wphaiction (app
Exposure:

Population densityRD) Serss(/)krfﬁor%s?)g(it?vgl?/ 0 1-20,000 increase in population density increases uptalatidra (appx 2)

Breathing rategR) 13.3 mi/(pers-d) 11-20 increase in breathing rate increases uptake fragtixactlyx 2)

Modeling:

Horizontal incrementdx) 1,000 m 500 — 2,000 increase indx increases uptake fraction (max.04)
tﬁ';;”;j{g%ﬁqgg}ix:gf 1,000 km 100-4,000 increase irx increases uptake fraction (apf..8)

Limitations of the model

One of the main limitations of the model is thahavis considered to be continuous and
unidirectional. Furthermore, phenomena like coagula homogeneous nucleation,
heterogeneous condensation, and the possible effé#fctvan der Waals forces, electronic
interactions, and laminar shear are not considdred.influence of buildings on the indoor fate
and exposure to PM from outdoor origin (Riley et24l02, Liu and Nazaroff 2003) has not been
considered in the present modeling. The possilfileeince of the actual shape (particles are not
smooth spheres) and composition of PM on its ft@lso not taken into account. The fact that
secondary PM formation can shift the size distrdutof primary PM emissions is not
considered in the present analysis. Present rem@tbased on only one emission study. Finally,
a similar analysis could be applied to number ofiglas and secondary PM in order to generate
intake fractions consistent with those for primBi. Further research should be carried out to
address these issues.

7.8. Conclusions

This chapter proposes a consistent and feasiblEemgmtation of air pollutant dynamics
for the evaluation of exposure to particulate mattantroduces several ideas, including (i) that
for the case of particles, the exposure metric lshoat be expressed as the intake fraction (the
mass inhaled over the mass emitted), but as thekedtaction (the amount deposited in the
respiratory tract over the amount emitted); (igttthe uptake fraction can easily be expressed as
surface area or number of particles deposited fpess emitted) instead of simply as mass
deposited, to better integrate surface area or puwitparticles should they appear to be a better
metric to measure adverse health effects than m@gs;ithat PMyp.o5 can be evaluated
consistently with PMs and not simply considered as negligible; and {ingt the total uptake
fraction of PMs and PMg.25 should be evaluated, taking into account the gartsize
distribution of the emission and its subsequenfiedéhtial behavior in the atmosphere as one
moves farther from the source.

The results show that particles within the accutmamode (~ 0.1 — um) will stay in
the air for a long time (> 3 days) and even ciigégsated hundreds of kilometers downwind from
the source will substantially contribute to the @leuptake fraction. When evaluated by mass
deposited in the respiratory tract, compared tdigd@s smaller than 2.5 um, exposure to
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particles greater than 2.5 um is not negligiblet ibievaluated by surface area of particles
deposited in the respiratory tract, exposure tdigd@s greater than 2.5 um can be considered
negligible. The uptake fraction for particles igetenined for different weather conditions, for
different population density patterns, and for eliént sources. For the particle size distributions
assessed (ambient PM distribution from Seinfeld Rawldis (1998) and diesel tailpipe emissions
from Norbeck et al. (1998)), the ratio of uptakaction to intake fraction for P is found to be
0.3.

These uptake fractions can be combined with apjatpeffect factors to generate the
associated characterization factors, also knowhuasan damage factors. These factors can be
used in life-cycle assessment of human health tsffsmused by particles, as well as for exposure
and risk assessments. Since adverse health effsstiated with an overall system are often
found to be dominated by particle emissions (Cha® such an approach can help reduce the
uncertainties and improve the reliability of risksassments, as well as life-cycle assessment
results.
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8. Effect and characterization factors for primary particulate
matter: Reevaluation incorporating air pollutant dynamics

In this chapter, | develop new effect factors fartigulate matter (PM) by considering air
pollutant dynamics in combination with (i) the ugptaractions obtained in Chapter 7 applied to
primary PM for different conditions, (ii) the upedt PM effect factors obtained in Chapter 4,
and (iii) dose-response and severity estimatesgutia uptake fraction concept. | use these
newly developed effect factors with the uptake ticaxs calculated in Chapter 7 to obtain new
characterization factors for PM that include thituence of air pollutant dynamics.

8.1. Summary

PM is recognized as a significant source of advhesdth effects. While evidence in the
literature indicates that estimates of health dar@msed by PM should incorporate the surface
area and number of particles, current life-cyclgpast assessment methods only evaluate PM
damage based on overall mass intake. | proposeénharenethod to address this issue. | use
ambient PM size distributions and the consequertfethe differential deposition in the
respiratory tract to reevaluate the effect factorsparticles based, respectively, on mass and
surface area of particles deposited in the regpiatract instead of only mass inhaled.
Combining these uptake-based effect factors with éad exposure factors (expressed as uptake
fraction in the respiratory tract), | derive chaeaization factors, also known as human damage
factors, for PMs, PMo.25 and PM, for diesel engine tailpipe emissions and for défe
population density patterns. | find that charaz@ion factors of Pls vary by three orders of
magnitude, influenced first by variation in popigdatdensity patterns, then by the metric (mass
ot surface area of particles) with which the eBeate associated and lastly by the zone within
the respiratory tract with which the effects arsa@sated. | use the example of a diesel car to
illustrate the influence of these factors on hurhaalth. The method presented here can be used
as an example to refine life-cycle assessmentsstiay PM as a dominant impact among all
pollutant emissions. The specific characterizafamtors can be applied as a sensitivity study to
the many studies that find diesel PM emissionseta dominant impact.

8.2. Introduction

This chapter incorporates the influence of sizerihistion in the evaluation of effect
factors and characterization factors for PM.

As presented in Chapters 4, 5 and 6, though PM s¢erbe one of the most significant
source of adverse health effects, characterizdsiotors of PM within life-cycle assessment is
currently somewhat limited with respect to itsabllity.

In life-cycle impact assessment modeling, neitler particle size distribution nor the
actual shape or composition of particles is taketo iaccount for the evaluation of PM
characterization factors, also known as human darfagjors. However, the exposure and health
assessment community suggests exploring whethse ttveo parameters can play an important
role in determining the relative characterizatiantbrs for PM. Indeed, risks for health can vary
depending on the PM composition (Franklin et al0&0 increase with decreasing size of
particles (Peters et al. 1997) and may be betteeleded with particle surface area than mass or
number of particles (Froines 2006, Oberdorstet. 095, Borm et al. 2007).
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As explained in Chapter 4, in life-cycle impactessnent methods, the characterization
factor of PMy is often derived from the PM characterization factor, assuming that the entire
effect of PMy is due to particles smaller than ZuB1 and using an estimate of the mass ratio
between PMs, PMio2sand PMo. The common assumption that PM greater thanu&%has no
adverse health effect is subject to debate (Pdratz €009, Andersen et al. 2008), and further
investigation should be undertaken to better cappatential effects. In the present chapter, the
characterization factors for PM smaller or gredten 2.5um are evaluated using a consistent
fate-and-exposure modeling framework for particlpgo 10um.

In their review of research on PM within life-cycimpact assessment, Potting et al.
(2007) suggested the need for consistency in etmafudate, exposure, and effects of PM.
Building on the work of Potting et al. (2007), Chap4 reviewed models evaluating PM and
recommended parameters for PM fate and exposure.oOthe recommendations in Chapter 4
for further research to better address PM in lifele assessment is to consider particle size
distribution in the modeling. This raises the gioesbf what is the influence of the particle size
distribution on the fate, exposure, and effectdes? Chapter 6 suggests addressing this question
using the concept of uptake fraction, the fracebemissions that deposits in different zones of
the respiratory tract. A method is developed in @&a7 to calculate the fate, exposure and
uptake of PM in the respiratory tract considerihg influence of particle size distribution.
Evaluating effect factors and characterizationdexiconsidering the influence of particle size
distribution has not been done. To do so, one nieedsgaluate exposure of ambient PM in terms
of deposition in the respiratory tract insteadnméke through inhalation.

In life-cycle assessment, the total damage sdd8 for a given substandes estimated
as the product of the total emissi@) &nd a characterization fact@K):

DS =S xCF (8-1)

For a substande the characterization factor can be expressedeaprbduct of an intake
fraction (F) (Bennett et al. 2002) and an effect factor basedtake EF") (Rosenbaum et al.
2007):

CF =iF, xEFF (8-2)

For the specific case of PM, Chapter 6 suggestgyusie metric of the uptake fraction
(uF) instead of the intake fraction and an effectdadtased on uptake. The intake fraction by
inhalation measures the fraction of the emissibas is inhaled by an entire population, and the
uptake fraction extends this concept to measurdrdation of emissions that deposits in the
respiratory traét For most substances, shape and composition areeuand the uptake fraction
is directly proportional to the intake fraction. Wever for PM, Chapter 6 suggests that the
uptake fraction is a better metric than the intlazetion because only particles that deposit in the
respiratory tract have potential adverse healtbctdf and for two identical intake fractions of
PM, the uptake fractions and therefore the advhesdth effects can vary with particle size
distribution.

Furthermore, the uptake fraction can be divided imptake in different zones of the
respiratory tract (nasopharyngeal, tracheobronclaatl alveolar), which have different
deposition rates depending on particle size digtion, and likely lead to different adverse health

® The reason for using the term “uptake fraction” instead of “deposited fraction” is that the latter is commonly used to refer to the
fraction of pollutant removed from the atmosphere by physical-chemical phenomena.
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effects. Nel (2005) suggests that smaller partickessed more serious adverse health effects than
coarse particles and that they penetrate deegbleitungs. Mayer at al. (2001) suggest that the
particles deposited into the nasopharyngeal regreneliminated by natural defense systems,
whereas patrticles penetrating the tracheobronelmdlthe alveolar systems are less effectively
removed by natural defenses and can cause moresadwesalth effects.

The objectives of this chapter are: (i) to presentethod to calculate the PM effect and
characterization factors using deposition in trepm@tory tract instead of intake, as well as using
surface area of particles instead of solely partiobss; (ii) to discuss the influence on the PM
effect and characterization factors due to makivegé changes; and (iii) to discuss whether or
not the effect of particles greater than @ can be neglected.

The chapter is divided into three parts. First ¢éipgdemiology-based effect factors for
primary PM are reevaluated and attributed to uptageead of intake, expressing the effect per
mass, per surface area of particles depositedeimetbpiratory tract. Second, these effect factors
are multiplied by the PM uptake fractions calcullate Chapter 7 from diesel engine tailpipe
emissions for different population patterns to reate the associated characterization factors.
Finally, a case study is performed to show theugrice of the updated characterization factors
on actual life-cycle assessment results.

This chapter focuses on the evaluation of the amfte of the size of primary PM,
considering PM as spheres with a density of 1 §/cthe influence of the actual shape and
composition is outside of the scope of this cha@ted needs to be addressed in further
investigations.

8.3. Methods

To make the uptake approach operational requirat Itlevaluate the effect factor in
terms of uptake rather than intake. | calculatauptake-based effect factor that corresponds to
the conditions of the epidemiological study fromieththe intake-based effect factor is derived
and then multiply this effect factor by the uptdiaction to yield the characterization factor.
Uptake-based effect factor

The uptake-based effect fact EF™") can be related to the intake-based effect factor

(EFR") through the fraction of the intake that is defesbin the respiratory trac F™™ **):
EI:itmalu': = EFil.Epidemiolgical / Fifgz)ei‘zliljepr;éiléelgical (8-3)

whereEF is in units of disability adjusted life years (DXL— Murray and Lopez 1996) per
amount taken iniff) or taken upyF), andF is in units of amount taken up per amount taken in
with “amount” referring to either the mass (in kay)the surface area (in“jnof particles. Note
that the superscripts “iF” and “uF” are used tocHyewhether the effect factor is expressed in
DALY per amount of substance intake or per amo#@isubstance uptake, respectively.

In Chapter 4, | reviewed dose-response values elkrixom epidemiological studies of
PM and severity factors typically used in humanlthedamage studies and found an intake-
based effect factor for ambient Rdvbf 82 DALY/KGnnhaea dominated by premature mortality
and chronic bronchitis.
Fraction of inhaled particles deposited in the rieafory tract for epidemiological studies

To determine the fraction of inhaled particles the¢ deposited in the respiratory tract

F@%) while being consistent with the intake-based affdactor derived from

(

185



epidemiological studies, the ambient aerosol distron should ideally be the particle
distribution at the time that adverse health effesere observed. However, the intake-based
effect factor of 82 DALY/Kgnhaed fOr ambient PMy is based on a combination of different
studies, of which none provide the associated g@arsize distribution. Thus, assumptions must
be made regarding the typical ambient particle siBtribution. | use here the urban aerosol
mass distribution suggested by Seinfeld and P4h883) (Figure 8-1).
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4E-05

3E-05 A

2E-05

Ambient mass concentration
d(mass)/(d log Dp) (pg/cm3)

1E-05

0E+00 \ \ \
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Particle diameter Dp (um)

Figure 8-1: Typical urban aerosol mass distribution(generated using the data from Seinfeld and Pandis
1998).

This patrticle distribution in an urban environmérigure 8-1) is then multiplied by the
total lung deposition curves (Figure 6-2 in ChaferThis multiplication yields the fraction of
inhaled particles deposited in each of the thregegof the respiratory tract (nasopharyngeal,
tracheobronchial, alveolar) by mass or surface afgarticles.

Total uptake-based assessment framework for cheraictg the impact of PM

Total uptake fractions can be multiplied by effizattors calculated in the present chapter
to generate the associated characterization fa@@dtsin DALY per amount emitted) of PM of
sizei, as described in Equation 8-2:

Cl:I — ul:itota| « El:itota| uF (8_4)

Influence of the deposition zone in the respiratoagt

In addition to the total uptake fraction in thepieatory tract, | explore the possibility of
separating this total uptake fraction into uptakactions for three different respiratory tract
zones (nasopharyngeal, tracheobronchial, alveaidin)corresponding effect factors:

CFl — uFitotaI % EFitotaIuF — uFinas x EFinasuF + uFitra x EFitrauF + UFiaIV x EFiaIVUF (8_5)

| start from the default case in which all depabparticles have a similar effect and then explore
two possible scenarios based on studies suggedifieging health effects by zone (Nel 2005,
Mayer et al. 2001): (i) only PM deposited in thactieobronchial and alveolar zones contribute
to the effect, and (ii) only PM deposited in thgeallar zone contributes to the effect. In these
cases the effect factors can be determined usingtig 8-3 as a function of the fraction
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deposited in the nasopharynge F"™*""™, tracheobronchial

(Fialvuptake). The valueF; are found by multiplying the
particle distribution function of Figure 8-1 withe deposition curves from Figure 6-2.
Application to diesel PM emissions using uptaketfom for diesel particulates

| evaluate here the characterization factors ofali®’M emissions, using the uptake
fractions from Chapter 7, which account for thec#pe particle size distribution for diesel
engine PM emissions (Norbeck et al. 1998), differareather conditions, and different
population density patterns (high, medium, low, an&nown population density at the location
of emission).

tra uptake
F ) and alveolar zones

nasuptake tra uptake alv uptake total uptake
 F , F , and F;

8.4. Results

This section aims at attributing the effects tcalgptinstead of intake.
Fraction of ambient aerosol deposited in the resary tract for epidemiological conditions

Table 8-1 presents the fractions of inhaled ambiaertosol deposited in the

nasuptake . tra uptake.
nasopharyngeal zoncF ), the tracheobronchial zonF ) and the alveolar zone

(Fialvuplake); the total fraction of inhaled ambient aerosopalkgted in the respiratory tract

(R and the fraction of inhaled ambient aerosolg thanhaled and then exhaled, by

mass (in kg) or surface area (if)rof particles inhaled.
Table 8-1: Fractions of ambient aerosols inhaled #t is deposited in the respiratory tract or exhaledwith
ambient particle size distribution functions basedn Seinfeld and Pandis (1998), expressed per mass o
surface area of particles inhaled.

Fraction deposited in the following zones of the spiratory tract R
Naso- : Tracheo- . = Tote?ll respiratory Frhactl_o n |an alle(;j
pharyngeal bronchial HizlE tract thatis exhale
per k%hale:

Mass based [kg/Kginn] 0.22 0.061 0.15 0.42 0.58
Surface based [milkgnh] 9.8E+02 2.2E+03 3.7E+03 6.9E+03 1.2E+04
Number based [#/KgGnn] 3.2E+17 9.9E+17 4.1E+17 1.7E+18 5.4E+17

per I'ﬁlnhale

Mass based [kg/min] 1.2E-05 3.3E-06 7.8E-06 2.3E-05 3.1E-05
Surface based [fg/m%nn] 0.053 0.12 0.20 0.37 0.63
Number based @/mz.nh] 1.7E+13 5.3E+13 2.2E+13 9.2E+13 2.9E+13

As a matter of comparison, using particle sizerihstions measured for Vienna (range
measured goes from 0.@in to 16um — Horvath et al. 1996), and combining these \aluith
the total lung deposition curve (Figure 6-2), | @bt 0.41 KgepositedkOinhaled and 0.44
KQuepositedKTinhated fOr urban and suburban conditions, respectivehest values are close to the
value of 0.42 KgkpositelkQinnaled Obtained using data from Seinfeld and Pandis (1998
Uptake effect factor expressed per mass, surfaea ar number of particles

Assuming first that the adverse health effects eduty PM, are equal for each
respiratory tract deposition zone, combining thtake-based effect factor for Riplof 82
DALY/kginnaled With the deposited fractions of Table 8-1 provitles uptake-based effect factors
of, respectively, 200 DALY/Kgpositea@nd 0.012 DALY/rfueposites Based on the same approach,
uptake-based effect factors can be derived assuthaigadverse health effects are only caused
by PMy, deposition in the tracheobronchial and alveolaresoor solely in the alveolar zone.
Table 8-2 lists these different uptake-based efators, expressed per mass or surface area of
particles deposited in the adverse zone(s) ofdbpiratory tract.
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Table 8-2: Uptake-based effect factors for ambierderosols, with ambient particle size distribution éinctions
based on Seinfeld and Pandis (1998), expressed peass or surface area of particles deposited in the
respiratory tract.

Assuming equal

contribution to Assuming that only Assuming that onl
adverse health effects| particle deposited in ariele dg osiing |);1
from all zones the tracheobronchial pthe al eorI)ar one Units
(nasopharyngeal, and alveolar zones contribu\;e to a(zjverse !
tracheobronchial, contribute to adverse health effects
alveolar) of the health effects

respiratory tract

Effect factors expressed pe

mass depOSited 200 390 550 [DALY/kgptake in the adverse zr]ne

Effect factors expressed pe

surface area deposited 0.012 0.014 0.022 [DALY/Riprake in the adverse zdhe

For example, if only particles deposited in thesalar zone cause adverse health effects,
then the effect factor of particles is entirely doehe fraction deposited into the alveolar zone
and is thus 82 DALY divided by 3,700°mdeposited in the alveolar zone, representing 0.022
DALY per n? deposited in the alveolar zone.

Further investigation should be undertaken to iflehiow the mechanisms involved in
uptake by the body differ depending on the zondeglosition in the respiratory tract as well as
how composition varies with size. Such findings lWohelp determine which effect factor
evaluated in Table 8-2 is optimal for capturing itmduence of the actual uptake mechanisms on
the adverse health effects caused by PM.

Effect factors of PMyo 5

Figure 8-2 shows which fraction of the effect taaderived from epidemiological studies
can be attributable to PM and to PMo.2 5 for different modeling approaches. The interpretat
of Figure 8-2 is the following: if the sizes of theay and of the crosshatched bars are the same,
then the effects from ambient PM are distributedadly between PMs and PMy..5 Therefore,
if adverse health effects are better representeddss deposited in the respiratory tract, then the
effect factor of PMp.» 5 represents between half and the same value asféwot factor of PMs.
However, if effects are better represented by saerfarea deposited in the respiratory tract,
between 1% and 4% of the effect of ambient padickn be attributable to Rb4 5 indicating
that the effect factor of PM.sis between 25 and 100 times lower than the efisctior of
PM.s. | observe that the metric (mass or surface drgarnticles) has more influence on how the
effects are attributable to fractions smaller amdater than 2.5um than the zone of the
respiratory tract that is considered to actuallyseaadverse health effects. This analysis does not
consider potential differences in severities betwdd\hbs and PMp.,5 caused endpoints.
Because studies suggest that PM smaller and griear2.5um cause different endpoints
(Andersen et al. 2008, Perez et al. 2009), furtesearch should aim at quantifying these
differences in severities.
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Figure 8-2: Fraction of the effect factor from epicemiological studies attributable to PM s and PM;q., sfor
different modeling approaches.

Characterization factors for diesel particulate

Combining the uptake fractions calculated in ChagtgTable 7-1) for diesel engine
tailpipe PM emissions with the uptake-based effiactors shown in Table 8-2 gives the
associated characterization factors presented lieTég3. Example: The characterization factor
for PM, s emitted in a high population density area, asagnaqual contribution to adverse
health effects from all zones, and using mass asypio extrapolate the adverse health effects
(i.e., first value of the Table 8-3) is 5H0° KOQdepositedKGemited (Table 7-1) multiplied by 200

DALY/KQuptake in the adverse zone = depositeWhiCh gives a characterization factor of x1@°
DALY/ kg emitted
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Table 8-3: Characterization factors for diesel engie tailpipe PM emissions for the different scenarie studied,
under mixed weather conditions.

Assuming equal contribution to Assuming that only particle ; .
Population adverse health effects from all zones deposited in the tracheob_ronchial dé;ii?:ér&gir:htﬁ:eoe?lyegigrtlglc?ne
density pattem (nasopharyngeal, trac_heobronchlal, and alveolar zones contribute to contribute to adverse health effects
at emission alveolar) of the respiratory trac? adverse health effects
Metric used as proxy to extrapolate adverse healtbffects
mass | surface | mass | surface | mass | surface
Characterization factor of PM,: [DALY/KG emi]

high 1.1E-3 3.1E-3 1.7E-3 3.3E-3 1.7E-3 3.2E-3
medium 1.1E-4 4.3E-4 1.8E-4 4.3E-4 1.7E-4 3.7E-4
low 1.1E-5 4.1E-5 1.8E-5 4.2E-5 1.7E-5 3.7E-5

unknown 3.0E-4 9.1E-4 4.8E-4 9.4E-4 4.6E-4 9.0E-4

Characterization factor of PM;c,: [DALY/KQ emi
high 4.2E-4 4.3E-5 2.7E-4 1.7E-5 2.9E-4 2.1E-5
medium 4.2E-5 4.3E-6 2.7E-5 1.7E-6 2.9E-5 2.1E-6
low 4.2E-6 4.3E-7 2.7E-6 1.7E-7 2.9E-6 2.1E-7
unknown 1.1E-4 1.2E-5 7.4E-5 4.7E-6 7.9E-5 5.6E-6
Characterization factor of PM;g [DALY/KG em]

high 1.1E-3 3.0E-3 1.1E-3 2.8E-3 1.3E-3 2.5E-3
medium 1.1E-4 4.1E-4 1.6E-4 3.6E-4 1.8E-4 2.8E-4
low 1.1E-5 3.8E-5 1.5E-5 3.5E-5 1.7E-5 2.7E-5

unknown 3.0E-4 8.8E-4 3.3E4 7.9E-4 3.8E-4 6.9E-4

#“mixed” weather conditions (Chapter 7) are used psoxy for “unknown weather conditions.”

The value highlighted in bold and gray represehes dase that is typical in life-cycle
impact assessment methods (i.e., an emission e@giarr with an unknown population density,
using mass as a metric for adverse health effextsaasuming no differences in sensitivity to
adverse health effects among respiratory tract)one
Influence of the population density

There is considerable variation among differentytajion density patterns (up to two
orders of magnitude). When effects are considpregdortional to mass or surface area uptake,
the characterization factor varies by one ordemafnitude between emissions in low versus
medium population density areas and between emssio medium versus high population
density areas.

Influence of the uptake zone in the respiratorgttira

Table 8-3 shows that characterization factors @y ky a factor of two based on where
particles deposit in the respiratory tract and Wiaones cause adverse health effects. A higher
fraction of the PMb.o5 is trapped in the nasopharyngeal zone comparddMgs. Thus if the
nasopharyngeal zone is found to be less sensaiaghterse health effect than the zones deeper
in the respiratory tract, the characterizationdacff PMo.2 5 will be lower than if all zones are
assumed to be equally sensitive to particles.

Characterization factors of PM., s for diesel particulate

Table 8-3 indicates that the characterization factf PMy. 5 relative to PMs are
typically 15%-40% and 1% when effects are consui@m@portional to mass and surface area of
particles deposited, respectively. This suggestsithihe effects of PM are considered correlated
to the surface area of patrticles, the effects ofifM can be neglected. However, if mass
deposited is the best indicator for effects, tHeat$ of PMg.. s can be comparable to the effects
of PM,s. Note that effects from P, sis still strongly debated and further researameisded.
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Characterization factors of PMfor diesel particulate

The characterization factors of BMare significantly greater than those of BMs but
approximately equivalent to those of RjMbecause in the data used for diesel engine emsssio
96% of the mass of PMlis in fact PM s (Norbeck et al. 1998).

8.5. Case study

To apply the results above, | present a case stady using personal transportation with
a diesel engine car. Selected inventory data asepted in Table 8-4 for the average European
diesel car fleet in 2005, based on Ecoinvent vRROischknecht 2005, Ecoinvent 2009). Detailed

computations can be found in the section 8.9.
Table 8-4: Selected inventory data for a diesel eirge car, per km driven (average European fleet in Brope
in 2005, occupancy is 1) (Ecoinvent v2.01 — Frischkcht 2005, Ecoinvent 2009).

diesel Pollutant emitted
consumption CO, CcO NH3 NOy SO, PM;. PMicoe
Unit kg g mg mg mg mg mg mg
Tailpipe 0.061 190 160 5.1 700 6.1 58 13
Life cycle, excluding tailpipé 80 280 2.8 260 360 29 33
2 Car life cycle excluding tailpipe refers to diepebduction and delivery; car manufacturing, maiatece and end-of-life;and road
construction and maintenance.

Figure 8-3 shows the influence of the characteomaftactors presented in Table 8-3 for
PM, s and PMo.250n the total impact of the life-cycle assessméra diesel car, evaluated per
km driven. The life-cycle impact assessment metheed is the IMPACT 2002+ v2.1 method
(Jolliet et al. 2003). The results using the defabbracterization factors of BMand PMg.25
are presented in Figure 8-3, along with the resalitained using the characterization factors of
PM, s and PMo.2 5 developed in this chapter that take into accouatpppulation density pattern
at the emission locations. The four cases congdalgrpe emissions for areas that have high,
medium, low, and unknown population densities. P impacts shown are calculated from
characterization factors (Table 8-3) based on saréaea deposited, with error bars representing
the variation in human health damage score if nlasger value) deposited was instead used as
the basis for PM characterization factors.
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Figure 8-3: For the life-cycle assessment of a dadengine car, evaluated per km driven, the contribtion of
each pollutant to human health damage and the inflence of the type of PM characterization factor. PM
characterization factors are based on using the stace area deposition in the respiratory tract, witherror
bars representing the mass basis (lower value).

The deposition metric used to evaluate adversetthedfects and the location of
emissions of the particles influences the finalitssof the life-cycle assessment. If mass is used,
the overall results are in the same range as whieig the default values provided by IMPACT
2002+. Finally, | find that for the surface areatmoe the impacts caused by Rjs are
negligible compared to the impacts of PiMmore than two orders of magnitude lower).

The purpose of Figure 8-3 is to illustrate the a@on of the impacts on human health
caused by variations in the characterization faofoPM, depending on the deposition metric
used to evaluate adverse health effects, and wihereemissions occur. Impacts of other
pollutants (e.g., NQ will also vary depending on the location of thmigsions. However, these
are not evaluated in the present chapter and nduwsian regarding the variation of pollutants
other than PM should be drawn from this example.

This example shows that when particles dominatehtihmean health damage caused by
pollutants, a clearly defined metric for adversenhun health effects and the location of particle
emission can improve the accuracy and qualityrddlfiife-cycle assessment results.

8.6. Outlook

As demonstrated by the variation in impacts dependn different assumptions, | find
that more research is needed to evaluate whicheozdnes in the respiratory tract is most likely

192



to cause adverse health effects as well as wheétlese effects are more correlated to mass,
surface area or the number (not evaluated hengdrntitles deposited in the respiratory tract.

| recommend applying the uptake fraction concepeaoondary particles, extending the
present assessment to number of particles, otbhdieston diesel, to sources of PM emissions
other than diesel, and better addressing actugleshae., opposite to the simplification made in
Chapters 6, 7 and 8, PM are not smooth spheresjangdosition of particles.

The method introduced in this chapter and the tiegutharacterization factors of B
and PMy..5— and PMy if attention is paid to avoid double counting —ndze directly used in
the categories related to the adverse health sffeaised by particles within damage-orientated
life-cycle impact assessment methods. Based ofintliegs of Froines (2006), Oberddrster et al.
(2005) and Borm et al. (2007), | suggest that usihgracterization factors that consider the
surface area deposited in the respiratory tracbeas proxy for adverse health effects as good as
mass of particles. The characterization factoredhasr mass or surface of particles deposited
can be used as uncertainty analysis.

However, the characterization factors based on tehap, 7 and 8 are exploratory. They
are not yet robust enough to be used as a replateofiecharacterization factors found in
Chapter 4 in life-cycle assessments aiming at givecommendations for policy or industry.
The developments using mass or surface of particl€hapter 6, 7 and 8 serve as an illustration
of the way that alternatives could be implementethe event that health studies demonstrated
the importance of considering such an approach.

Because life-cycle assessment studies are oftendfd@a be dominated by particle
emissions (Jolliet et al. 2006, Chapter 5), betitederstanding and modeling characterization
factors of PM can help reduce the uncertaintie®aated with the different scenarios and
improve life-cycle assessment results related todnuhealth damage.
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8.9.

Supporting information for this chapter

UFPM tool

The UFPM tool
sebastien.humbert@cal.berkeley.edu.

Case study

Table 8-5 presents the impact scores for the sicenafr Figure 8-3 (in DALY/km).

Table 8-5: Impact scores for the scenarios of Figer8-3 (in DALY/km) (CF stands for “characterization

is available at http://www.impactmbig.org or

by contacting

in
cy

factors”).
with the : with the .
with the with the
Contributor to ecoinvent | tailpipe eillefior tailpipe il
damage to human | v2.01 and | emissions PP emissions PP Source
: emissions : emissions
health IMPACT in in HIGH in in LOW
e | | e | e
’ density density density density
human toxicity 1.2E-08 1.2E-08 1.2E-0§ 1.2E-08 108E Ecoinvent 2.01 (Frishknecht 2005 for life-cyclg
ionising radiation 1.2E-09 1.2E-09 1.2E-09 1.2E-Q9 1.2E-09 | inventory and IMPACT 2002+ (Jolliet et al. 200
ozone layer for impact assessment); Original values, given
depletion 4.28-11 4.28-11 42811 4.2E-13 4.2E-11 points, are multiplied by 1.6 to correct occupan
photochemical (Ecoinvent data are provided in p-km and it
oxidation 3.4E-10 3.4E-10 3.4E-10 3.4E-10 3.4E-1D0 4ssumes 1.6 person/car) and using the IMPAC
CO and NH 9.9E-10 9.9E-10 9.9E-10 9.9E-10 9.9E-1D 2002.+ conversion factor of 0.0071 DALY/poin
NO, 85E-08 | 8.5E-08| B85E-08]  8.5E-08 8.5E-08 (Jolliet et al. 2003); CF for CO, NHNO, and
SQ, are respectively 7.3E-7, 8.5E-5, 8.9E-5 an
SO 2.0E-08 2.0E-08 2.0E-08 2.0E-08 2.0E-0B

o

5.5E-5 DALY/kg (Jolliet et al. 2003)

Using the surface ar
results in Figure 8-3

ea of particle as a proxy t

mprlate adverse health effects (main

For the fist column:
Ecoinvent 2.01 (Frishknecht

PM,: (upstream) 2.0E-08 2.6E-08 2.6E-08 2.6E-08 2.6E-p&005 for life-cycle inventory and
PM,c.1¢ (upstream) 0.0E+00 4.0E-10 4.0E-1( 4.0E-10 4.0E-10 IMPACT 2002+ (Jolliet et al.
PM,: (tailpipe) 4.1E-08 5.3E-08 1.8E-07] 2.5E-08 2.4E-Q9 2003) for impact assessment)
PM,..c (tailpipe) 0.0E+00 1.6E-10 5.6E-10 5.6E-1] 5.6E-12 Original values, given in points,
Using the mass of particle as a proxy to extrapdalverse health effects (“error bars” in are multiplied by 1.6 to correct| For the other
Figure 8-3) occupancy (Ecoinvent data are ~ columns:
PMy. (upstream) 20E-08] 8.7E-09  87E-0p _ 8.7E-q9 _ 8.7E-poProvided inp-kmanditassumes = See
PMycc (upstream) | 0.0E+00|  3.6E-09  3.6E-00  3.6E-09  3.6E-pg 1.6 person/can and using the)  Table 8-6
PM, (tailpipe) 41E-08 | 1.7E-08] 64E08  64E00 _ 6.4E10 f;'\gt'z/r*g 0.288721" Szrl‘_‘gj;sc')?n”t

(Jolliet et al. 2003); CF for PM
PM, 5.1 (tailpipe) 0.0E+00 | 1.4E-09| 55E-09  55E-1p  55E-11_ and PMozsare respectively

7.0E-4 and 0 DALY/kg (Jolliet e
al. 2003)
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Table 8 6 presents the emissions inventory (froflél'8-4) and characterization factors
(from Table 8-3) used to calculate the impact scoetated to Plls and PMy.2 5 presented in
Table 8-5. The impact score presented in TablesB#te multiplication of the emissions with the
respective characterization factors.

Table 8-6: Emissions and characterization factorsGF) used to calculate the impact scores related M, 5
and PM;g.,5in Table 8-5.

CF CF CF
conti - CF (DALY/Kg) | CF(DALYKg), | ) vy (DALY/kg), (DALY/kg),
ontributor to Emission (default values in for unknown i il R — -
damage to human (in mg/km) IMPACT 2002+ population or g . .
health (Table 8-4) — Jolliet et al density area popL_JIatlon popL_JIatlon popL_JIatlon
2003) : (Table 8-3) density area density area density area
(Table 8-3) (Table 8-3) (Table 8-3)
Using the surface area of particle as a proxy tmprlate adverse health effects
PM2.5 (upstream) 29 7.0E-4 9.1E-4 Upstream emissions are assumed to occur in an area
PM2.5-10 (upstream) 33 0.0E-4 1.2E-5 with “unknown” population density
PM2.5 (tailpipe) 58 7.0E-4 9.1E-4 3.1E-3 4.3E-4 E45
PM2.5-10 (tailpipe) 13 0.0E-4 1.2E-5 4.3E-5 4.3E-6 4.3E-7
Using the mass of patrticle as a proxy to extrapdalverse health effects
PM2.5 (upstream) 29 n/a 3.0E-4 Upstream emissions are assumed to occur in an area
PM2.5-10 (upstream) 33 n/a 1.1E-4 with “unknown” population density
PM2.5 (tailpipe) 58 n/a 3.0E-4 1.1E-3 1.1E-4 1.1E-5
PM2.5-10 (tailpipe) 13 n/a 1.1E-4 4.2E-4 4.2E-5 He

Annual total DALY's from diesel-based road transpothe United States

Table 8-5 shows that damage to human health odedies approximately 2.0E-7
DALY/km driven. Because 0.061 kg of diesel was econed for one km (Table 8-4), 2.0E-7
DALY/km driven represents a burden of 3.3E-6 DALY/kf diesel consumed. Annual U.S.
diesel consumption for road transport is approxatya6E+18 Joules (2007 values — NATS
2009). Considering that one kg of diesel contaipgreximately 43 MJ/kg (Ecoinvent 2009),
annual U.S. diesel consumption for road transp®rapproximately 1.4E+11 kg. | therefore
obtain an annual damage to human health from UiB8seldbased road transport of
approximately 460,000 DALYs or approximately 6% aifrrent DALYs related to outdoor
pollution (Table 5-7). As a matter of comparisossuaming that 10 DALYs represent one
premature death (Table 4-4), the damage to humalthnieom U.S. diesel-based road transport
represents approximately 46,000 premature deaths/gae. These values are important and
suggest that air pollution-related policy shouldsider diesel with attention.
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9. Life-cycle assessment of coal fly ash disposal: lnénce of
regionalization and allocation for different alternatives

The different regionalized characterization factoeseloped in this dissertation are applied
to the case of coal fly ash disposal. The influeateegionalization on life-cycle assessment
results is evaluated. Furthermore, impact allocascaddressed for different alternatives.

9.1. Summary

Life-cycle assessment is used to evaluate coal afyn disposal and the influence of
regionalization and allocation. With differences fransportation excluded, we find that
displacing Portland cement by fly ash is benefialthe environment and provides 30 to 100
times more benefits in terms of greenhouse gasas displacing inert materials such as sand,
gravel, flowable fill, road base, mineral fillem, aggregate. The use of fly ash to displace cement
is environmentally advantageous if used regionaly transported only by truck, and used
anywhere within the United States as long as titaissported by train. If fly ash displaces low-
grade materials (i.e., inert materials) like crusheck or sand, then it should be used within a
radius of no more than approximately 50 km, byKruarther than a landfill or lagoon for fly
ash or from where the low-grade material originatdschever distance is the longest (the range
increases to 200 km for train transport). Unitedté&t annual fly ash production contributes less
than 0.02% to United States greenhouse gas enss#iaisposed of, but can contribute to a
reduction of United States greenhouse gas emis&igras much as 1%, achieved by avoided
emissions, if used to displace Portland cementidRafization slightly alters the results, but
does not change the overall conclusions. Howevelly iash is considered as a co-product
instead of a waste, the benefits of using fly ast lze debated, thus a switch from being a waste
to being a co-product is examined using economiocation and consequential life-cycle
assessment. An economic allocation of less tharofi#ae impacts from the coal-fired power
plant to the fly ash would outweigh the potentiahéfits provided by the displaced Portland
cement. Consequential life-cycle assessment ireficeitat if the re-use of fly ash permits the
overall coal-based electricity generation to inseehy 3% compared to what it would be without
fly ash reuse, the additional damage from the amssein coal-based electricity generation
(because, on a per kWh basis, coal is the mosittpuajl option to produce electricity) outweighs
the potential benefits provided by the displaced|®ad cement. Therefore, it is important that
using fly ash does not increase the competitivaathige and therefore production of coal-based
electricity.

9.2. Introduction and objectives

Coal fly ash

Coal fly ash is a fine powder recovered from gasested by combustion in coal-fired
power plants. In 2006, more than 70 million tonoésoal fly ash were produced in the United
States of which approximately 20 million tonnes evarcorporated into cement (ACAA 2007).
Traditionally, fly ash has been dumped in landfdtsstorage lagoons. However, much of it can
be recovered and used to displace cement in vaaipplécations, such as soil stabilization, brick
making, paving, and structural fills. In the Unit8thates, coal fly ash is mainly produced in the
East and the Midwest. Table Shhows the different applications for United Stateasl fly ash in
2006, in millions of metric tonnes per year.
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Table 9-1: Disposal and use of United States cody fash for 2006 (ACAA 2007).

L Amount
Application (million ty) (%)
Cement/concrete products/grout 15 219
Cement/raw feed for clinker 4.2 5.7%
Flowable fill 0.11 0.2%
Structural fills/lembankments 7.2 9.9%
Road base/subbase/pavement 0.38 0.5P6
Soil modification/stabilization 0.65 0.9%
Mineral filler in asphalt 0.027 0.1%
Mining applications 0.94 1.3%
Waste stabilization/solidification 2.6 3.6%
Agriculture 0.081 0.1%
Aggregate 0.27 0.4%
Miscellaneous/other 1.0 1.4%
Total usec 32 45%
Disposed in landfill or storage lagoons 40 559
Total of coal fly ash generate 72 100%

Fly ash consists mostly of silica, alumina and jrand is a pozzolan, i.e., a substance
containing aluminous and silicious material thall,ywin the presence of water and lime, react
with the calcium in the lime to produce calciumicsite hydrates (cementitious compounds).
When mixed with lime and water it forms a compogidilar to Portland cement. The spherical
shape of the particles reduces internal frictiod Hrereby increases the concrete's consistency
and mobility, thus permitting longer pumping distes (Mehta and Monteiro 2006). Improved
workability means less water is needed, resultinigss segregation of the mixture. Fly ash to be
used in cement concrete must meet the requirernéASTM C618 (1994).

Two classes of fly ash are defined: Class F an@Fl¢.ash that is produced from the
burning of anthracite or bituminous coal is typiggdozzolanic and is referred to as a Class F fly
ash if it meets the chemical composition and playsiequirements specified in ASTM C618.
Fly ash that is produced from the burning of lignor subbituminous coal, in addition to having
pozzolanic properties, also has some self-cememingerties (i.e., the ability to harden and
gain strength in the presence of water alone). Whisnfly ash meets the chemical composition
and physical requirements outlined in ASTM Cé618siteferred to as a Class C fly ash. Most
Class C fly ashes have self-cementing propertiethd Unites States Class F fly ash is generally
produced from Eastern coal. Class C fly ash is gdiggoroduced from Western coal. The latter
is more commonly used for structural concrete. éaeoncrete with Class C fly ash generally
develops strength much faster than concrete wids<CF fly ash because Class C fly ash has a
higher calcium content. Typical amounts of fly ashconcrete range from 15% to 25% by
weight of the total cementitious materials, butmagch as 60% has been used (Mehta and
Monteiro 2006, Marceau et al. 2002, TFHRC 2005,IBase Services 2005). Blended Portland
cements containing fly ash from coal-fired poweant$ and granulated slag from the blast-
furnace iron industry provide interesting exampbdésndustrial ecology because they offer a
solution to reduce the environmental impact of savindustries (Mehta and Monteiro 2006,
Marceau et al. 2002, TFHRC 2005).

Economic and structural approach

Fly ash is a viable substitute for Portland cementoncrete (Marceau et al. 2002).
Several studies acknowledge the engineering andoetic advantages of incorporating fly ash
into concrete (Rostami and Brendley 2003, Majling &oy 1993, Ayoko et al. 2005, Marceau
et al. 2002, Proctor 2001, Aguirre Gonzalez 20Q&jantification of the economic and structural
advantages and disadvantages of the different afsflg ash is outside of the scope of this
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chapter, which focuses on the environmental burdedsbenefits of the different alternatives for
the disposal of fly ash.

Environmental approach

Alternative uses of fly ash were studied by Babaittl Lindner (2007, 2008), Theis and
Gardner (1990) (disposal), Mroueh et al. (20Qdavement), Nisbet et al. (2002), Aguirre
Gonzalez (2005) and O’Brien et al. (2009). Babdittl Lindner (2007, 2008) evaluated the life-
cycle inventory of six beneficial uses for fly astoncrete production, structural fills, soil
amendments, road construction, blasting grit arding granules, and wallboard. They showed
the beneficial use of fly ash to yield reductioms raw material requirements and various
emissions. Mroueh et al. (2001) performed a lifeleyassessment on the possibility of using fly
ash as a pavement material. Their results showwhah cement is substituted with fly ash,
energy consumption and emissions are lowered fast rapplications. However, compared to
other materials such as sand or aggregate, flglash not appear to provide substantial benefits
when used as a pavement structure. Though Carall €i998) mentioned the issue of allocating
part of the coal power plant impacts to the fly,abley did not quantify it and provided results
for life-cycle assessment of concrete considerimg fly ash has no impacts. O’'Brien et al.
(2009) evaluated the influence of transportatistasice on embodied greenhouse gas emissions
and water consumption in fly ash concrete congigetinat fly ash is a waste and therefore has
no impacts as such.

Fly ash can be transported over long distancesugimaut United States. Previous
chapters indicate that impacts on human healthveayn significantly depending on where the
pollutants are emitted within the United Stateswieer, no life-cycle assessment has been
performed on the alternative uses of fly ash casid the influence of regionalization for the
damage on human health, as well as how allocatiagmpacts of the coal power plant would
change the results.

Objectives of this chapter

The objectives of this chapter are to quantify éneironmental burdens and benefits of
the different alternatives to the disposal or us@lyoash and evaluate how the results change
when considering the influence of regionalizatiam lmuman health damage, as well as the
influence of allocation of the impacts of the ctiedd power plants. The potential environmental
benefits and burdens associated with the entiréedr$tates annual fly ash production are also
evaluated.

9.3. Method

Life-cycle assessment

First a life-cycle assessment (ISO 2006a, 2006k etlifferent alternatives to dispose of
fly ash was done using inventory and impact asseissmalues that are independent from
geography (i.e., generic values for United Statewditions).Then a life-cycle assessment was
performed for the same functional unit, but wittogephic differentiation taken into account.
Finally, life-cycle assessment results were geedratonsidering allocation of parts of the
impacts from the coal-fired power plant to thedbh.

Goal and scope

The functional unit is the disposal of one tonndlyfsh in the United State$he main
results of this chapter apply to fly ash as a wasteluced by coal-fired power plants. In that
case, no impacts from the coal-fired power plaatadiocated to fly ash. A sensitivity analysis is
performed and the consequences discussed for Heevedaere fly ash is considered as a co-
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product having a commercial value and being treatethe coal-fired electricity industry as a
source of income. In that case, based on ISO 14&42 2006b), economic allocation should be
used to allocate part of the impacts of the coalfipower plant to the fly ash co-product. The
burdens and benefits of disposing of the entiretddhiStates fly ash production for different
alternatives is also presented. The different @dtéves to dispose of or use fly ash studied is thi
chapter are: 1) landfilling or lagooning, 2) cemgmbduction and/or concrete products, 3)
structural fills or embankments, 4) stabilizatiohwaste materials, 5) road base or subbase
materials, 6) flowable fill and grouting mixes, andmineral filler in asphalt paving. The rate of
substitution typically specified is a minimum otd. 1 — one kg of fly ash to one kg of cement
(USDOT 2009). The system definition and boundaffi@s these different alternatives are
presented irFigure 9-1. The net impacts of the different alatires should identify the more
environmentally suitable alternatives.
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Figure 9-1: Alternatives for the disposal or use ofly ash.
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Reference flows

The reference flows (ISO 2006a, 2006b, sectionll dsed in this chapter are shown in
Table 9-2. The last column indicates assumptioasdiffer from ecoinvent regarding the “sub-
compartment” (or “archetype”) where emissions oflygants occur. The density of fly ash
during transportation is assumed to be 2,500 k¢froAsh 2008).

Table 9-2: Reference flows used in this chapter.

Phase of the life cycle Flow Value  Unit Source and Comment
Disposal in landfill or lagoon
The landfill and lagoon is assumed to be closééo|t
Transport of fly ash Truck 40t 50 km power plant.Regionalization:Assumed to be in &
low population density area.
Inert material 1 t (i.e., construction and closureRegionalization:
landfill, infrastructure Assumed to be in a low population density area.
Disposal of fly ash Inert material Dominat(?d _by diesel consu_mption (0.75 ‘I t).
landill, operation 1 t seglpnallzanonAssumed to be in a low populatign
ensity area.
Fly ash concrete
Truck 40t 50 km
This distance can vary a lotRegionalization:
Train 1000 km Assumed to be 90% in a low and 10% in a h|gh
Transport of fly ash population density area.
RegionalizationAssumed to be in a high populatign
Truck 40t 100 km density area.
Transfer from truck to train and from train to tkug
Handling of fly ash Front loader 2 t Regionalization/Assumed to be in a low populatign
density area.
Portland cement Portland cement -1 t
Transport of Portland cement Truck 40t -100 km  Thssance can vary a lot.
Structural fills or embankments
Truck 40t 50 km
This distance can vary a lotRegionalization:
Transport of fly ash Train 1000 km Assumed to be 90% in a low and 10% in a h|gh
population density area.
Truck 40t 100 km
Transfer from truck to train and from train to tkug
Handling of fly ash Front Loader 2 t Regionalization/Assumed to be in a low populatign
density area.
Structural fill material Crushed gravel -1 t
Transport of structural fill material Truck 40t 40 km  This distance can vary a lot.
Stabilization of waste materials
Truck 40t 50 km
This distance can vary a lotRegionalization:
Transport of fly ash Train 1000 km Assum(-;d to be_ 90% in a low and 10% in a h{gh
population density area.
Truck 40t 100 Kkm Regic_malization'Assumed to be in a low populatign
density area.
Transfer from truck to train and from train to tkug
Handling of fly ash Front Loader 2 t Regionalization/Assumed to be in a low populatign
density area.
If is estimated that the fly ash is replacing Rt
Portland cement Portland cement 1 t cemen_t as stabilizing material for waste maFe_r als
(especially for ashes or slag from municipal
incinerator).
Transport of Portland cement Truck 40t -100 km  Thssance can vary a lot.
Road base or subbase materials
Truck 40t 50 km
This distance can vary a lotRegionalization:
Transport of fly ash Train 1000 km Assumed to be 90% in a low and 10% in a h|gh
population density area.
Truck 40t 100 km
Transfer from truck to train and from train to tkug
Handling of fly ash Front Loader 2 t RegionalizationAssumed to be in a low populatign
density area.
Production of road base or SUbbas%rushed gravel 1 t

material
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Phase of the life cycle Flow Value  Unit  Source and Comment

Transport of road base or subbase material ~ Trutk 40 -100 km  This distance can vary a lot.

Flowable fill and grouting mixes

Truck 40t 50 km

This distance can vary a lotRegionalization:
Transport of fly ash Train 1000 km Assumed to be 90% in a low and 10% in a h|gh
population density area.

Truck 40t 100 km

Transfer from truck to train and from train to tkug
Handling of fly ash Front Loader 2 t RegionalizationAssumed to be in a low populatid
density area.

=]

Material for flowable fill and grouting sand

mixes 1 !
Trans_port 9f material for flowable fill and Truck 40t -100 km  This distance can vary a lot.
grouting mixes
Mineral filler in asphalt paving
Truck 40t 50 km

This distance can vary a lotRegionalization:
Transport of fly ash Train 1000 km Assumed to be 90% in a low and 10% in a h|gh
population density area.

Truck 40t 100 km

Transfer from truck to train and from train to tkug
Handling of fly ash Front Loader 2 t Regionalization/Assumed to be in a low populatid
density area.

=]

Mineral filler in asphalt paving Sand -1 t
g;%?:gort of mineral filler in asphalt Truck 40t -100 km  This distance can vary a lot.

Note: Details about distances:
The distance of 1000 km by train is taken as avaide between the two extreme case of (a) no usaiof (i.e., 0 km) and (b) 2000 km by
train - which correspond approximately to the dis&to go from the center of the United Statesdoeest.
The distance of 50 km for the disposal of fly askailandfill is based on the rounded distance batvike Battlefield Golf Club fly ash landfill,
in Centerville, VA, and the Dominion Virginia Powenal-burning plant in Deep Creek, VA.
The distance of 50 km for the distance betweerctiad-fired power plant and the train station isetalequal to 50 km too to be consistent wjith
the distance assumed to the landfill. This avaigsiémenting variation caused by assumptions antiadetogical issues.
The distance of 100 km for the distance from thtto the location where the fly ash is used (cetecplant, etc.) is based on the one order of
magnitude rounded distance between the Stocktonmallfard and San Francisco, CA.
The distance of 100 km for the distance to del®ertland cement is based on the one order of maimitounded distance between the
Cupertino, CA cement plant and San Francisco, CA.
The distances to deliver other materials are alkert as equal to 100 km to be consistent with @@ekin taken for the cement plant. This
avoids implementing variation caused by assumptimsmethodological issues.

Heidrich et al. (2005) estimated that collectiorflgfash at the power stations results in
emissions of 0.006 kg GQq per tonne of fly ash. However, fly ash will be gused at the
power stations for air quality reasons, and thudected regardless of whether it is used in
concrete, and so this impact value should not tleidged in the fly ash emissions factor (O’Brien
et al. 2009).

Life-cycle inventory

Life-cycle inventory is mainly based on the ecomvelatabase (Frischknecht 2005)
adapted to North America for the electricity mixedsin the different sub-processes. Inventory
data are compiled using ecoinvent, the availalilraiure and using information gathered
directly from the parties active in the fly ash caate life-cycle. The emissions of the different
pollutants (especially PM, PMy25 NO and SQ) are allocated to zones with different
population density (i.e., high, low and unknown plagion density zone) to facilitate the
evaluation of regionalization on the final results.

The foreground processes are the processes th#teafecus of our analysis — usually
those that are directly affected by any decisiogeddaon a life-cycle assessment study. The
background processes represent other economigtigstithat provide materials or energy to the
foreground processes (Sikdar and Diwekar 1999). grbeess “train, electricity, average load”
as well as the electricity mixes other than the fumeéNorth America are used in the sensitivity
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analysis considering the effect of regionalizatisee below). The default electricity mix used in
the different processes is the one for North AnzeriUnited States, Canada and Mexico).
Transportation distances can vary greatly depenaimtihe specific case studied. If the results of
the present chapter are used to analyze an alternatbere transportation distances would differ
significantly from the distances used in the prés@apter, results of the present chapter need to
be adapted. The inventory database ecoinvent (fkngcht 2005) allows one to differentiate, in
a convenient way, among emissions in different subpartments (i.e., emissions in high, low
or unknown population density areas).

To increase the confidence in the data used farktrand train transportation, data
provided by ecoinvent are compared to the datarteppdoy Facanha and Horvath (2006) for
PMio and NQ emissions. The absolute emission factors, inkgit- reported by Facanha and
Horvath (2006), both for tailpipe emissions andlff@ cycle emissions, are on average half the
factors reported by ecoinvent. The ratios of tpgpemissions over life-cycle emissions reported
by Facanha and Horvath (2006) represent between attd6110% of the value reported by
ecoinvent. Because the values of Facanha and Ho(2806) are consistently lower than the
values of ecoinvent, a change in the values witl affect the ranking among the scenarios.
Furthermore, considering that the difference amdmg scenarios providing high and low
environmental benefits is significantly higher treafactor of two (see Figure 9-2 below), the use
of the data from Facanha and Horvath (2006) instéaatoinvent would not change the ranking
among the scenarios. For consistency among theeoof data and especially because the data
reported by Facanha and Horvath (2006) do not réifttate between PM and PMg.s |
decided to use the data reported by ecoinventanrthin analysis. Indeed, in Chapter 8 | report
characterization factors for R, stwo orders of magnitude lower than those for.RBMnaking
the distinction between PM and PMy.»s of importance in the evaluation of the damage to
human health.

Life-cycle impact assessment

The life-cycle impact assessment used to evaluhge life-cycle inventory is a
combination of the results found in Chapter 4 &spiratory impacts associated with inorganics,
and IMPACT 2002+ (Jolliet at al. 2003, Humbert Et2009) for the other impact categories
related to human health. Regionalization is conmeiien the impact assessment. Results are
presented for the damage categories human healtsystems quality, climate change, and
resources. The evaluation of the life-cycle inveyts performed using the software SimaPro
(PRé 2006). Damage to human health considers afisans other than the fly ash dust itself.
The assessment of the potential damage to humdih lasaociated with occupational exposure
to fly ash dust during handling of fly ash, or dhgrifly ash concrete crushing, are outside the
scope of this chapter but should be also considaridther studies.

Impact assessment scores for regionalization cengsldmage to human health from
toxicity and respiratory effects from inorganicsedionalization follows the method developed
in Chapter 4 and is discussed in more detail imthe sections.
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Unit processes

A list of the processes used in this chapter asetfmound” processes, as well as the
different electricity mixes used as “backgroundbdgesses for all these unit processes is shown
in Table 9-3.

Table 9-3: Impact score of the different unit procgses used in this chapter.

_ Human health (DALY) . Resources Type of
kIJ_?n prolce'ssest et Ui Eco-system (C:ug‘r?é: (MJ : e)giao o
ife-cycle inventory taken from ni . . . rima €glo
ecoinvent v1.3 (Frischknecht 2005) with| (“per ;’;g?c?#;_ re\gilg;la- q(gégllt:y (kg P non_ry "Z(ef‘(t)'f"
Truck 40t, average load t-km 1.9E-07 6.8E-08 0.080 0.16 2.8 low pop
Truck 40t, average load t-km 1.9E-07 4.1E-07 0.080 0.16 2.8 high pop
Truck 40t, average load t-km 1.9E-07 1.8E-07 0.080 0.16 2.8 -
Train, diesel, average load t-km 90% I(.)W
’ ' 7.8E-08 3.5E-08 0.011 0.0p 0{7 10% high
Train, electric, average load (with North t-km
American mix) 2.9E-08 2.2E-08 0.00¢ 0.04 07 -
Inert material landfill, infrastructure t 5.7E-0§ .7E-06 2.100 4.6Q 170.0 low pop
Inert material landfill, operation t 4.8E-06 6.5E-0 0.390 2.60 39.0 low pop
Loader m’ 9.9E-07 1.3E-07 0.07 0.5[L 717 low poy
Portland cement, at plant t 1.9E-04 1.6E-04 34.p00 762.00 3260.0) -
included released from clinker: t 587.00
Gravel, crushed, at mine t 5.0E-0 2.7E-06 1.200 2514. 120.0 low pop
Sand, at mine t 3.5E-06 1.2E-06 0.6R0 2/40 52.0 pow
Electricity (North America mix), at grid kWh 3.5E20 2.0E-07 0.160 0.68 11.00 -
Electricity (United States mix), at grid kWh 3.7€-0| 1.9E-07 0.160 0.73 12.0
Electricity (Canada mix), at grid kWh 1.7E-071 1.0F- 0.120 0.29 5.5 .
Electricity (Mexico mix), at grid KWh 3.8E-07 6.0E7 0.150 0.71 12.( fe,f’l'acr'lng
Electricity (UCTE (i.e., Western Europe) KWh Amc:er:ica
mix), at grid 3.1E-07 2.4E-07 0.13 0.5 12{0 mix for
Electricity (California mix), at grid kWh 1.2E-07 E-07 0.110 0.39 9. sensitivity
Electricity (natural gas), at grid kWh 1.2E-07 2-GF° 0.105 0.68 13.0 study
Electricity (coal), at grid kWh 6.0E-07 1.1EH7 0.210 1.10 13.9
Electricity (hydro), at grid kWh 2.0E-08 1.9E-08 0090 0.01 0.1

2With IMPACT 2002+ (Jolliet et al. 2003), 100-yeamé horizon;” Note that the results for coal electricity are
surprisingly lower than electricity from other soes of energy. This is mainly a result of the thet, in ecoinvent
v1.3 (Frischknecht 2005), on a per kWh basis, atéist produced from natural gas has higher impactshuman
health than electricity produced from coal. Them®ource of impacts from natural gas-based eldgtig caused
by SGQ and aromatic compounds emitted at the extracfitnve. impact caused by $@nd aromatic compounds
emitted at the extraction is higher than the impamdused by stack emissions of the coal-power .plEmit
surprising result calls for more research to idgni) whether the life-cycle inventory is accuratend (ii)
improvement of regionalization scheme within lifgele inventory database. Indeed, currently, in mast, it is not
possible to qualify an emission of remote, but auoial, and therefore stack emissions of coal pgant have the
same characterization factor as emissions duritirgeion of natural gas. Should the natural gasaeiibn be in
remote location (e.g., ocean), the contributionnatural gas extraction to human health damage wbeld
overestimated. Further analysis of the databasdédwmmineeded to strengthen the results presenteahle 9-3 and
used in this chapter.

Each of the unit process of Table 9-3 represemtsnipacts associated with the different
reference flows of Table 9-2. The impacts per pnitcess of Table 9-3 are multiplied with the
reference flows of Table 9-2 to obtain the impacires presented in the results.
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Table 9-4shows an example of detailed computatmmktain the climate change score
(Figure 9-4) for the scenario of using fly ash amcrete (second bar in Figure 9-4).

Table 9-4: Example of detailed computation to genate the impact score.

Reference flows (Table Impact score of the unit - Damage score
Life cycle stage 9-2) process (multlpllcatlc_)n of the rgference flows column
(Table 9-3) and the unit process impact score column)
(=0 e @i e (kg COz.e0) (kg CO4.¢c per tonne of fly ash)

Truck (50 km) 1% 50 km =50 t-km 0.16 per t-km 8.0
Train (1000 km) 1 & 1000 km = 1000 t-km 0.05 per t-km 50
Truck (100 km) 1 & 100 km = 100 t-km 0.16 per t-km 16
Loader 2t 0.051 pert 0.10
Landfill, infra. -
Landfill, operation -
Portland cement -1t (762-587) = 175 per t -175
Released from clinker -1t 587 pert -587
Crushed gravel -
Sand -
Truck (100 km) 1 & -100 km = -100 t-km 0.16 per t-km -16
Net impact -704

The same approach is used to generate the resul#sl fother damage scores (bars in the
different figures) presented in this chapter.

9.4. Results and discussion

The reference flows of Table 9-2 are multiplied hwihe impacts per unit process of
Table 9-3 to obtain the impact score indicated @2, Figure 9-3, Figure 9-4 and Figure 9-5.
Impact assessment results without regionalization

The burdens and benefits of the disposal of onaet@f fly ash are shown for human
health (in DALY, Figure 9-2), ecosystem quality @DF-nf-y, Figure 9-3), climate change (in
kg COreq Figure 9-4) and primary non-renewable energyo{rese) (upper heating value, in MJ,
Figure 9-5).

The disability adjusted life years metric (DALY —uvtay and Lopez 1996) measures
the damage to human health associated with potkimitted to the environment, accounting
for both mortality (years of life lost due to premm@ death) and morbidity. The PDE-g
potentially disappeared fraction (PDF) of speciesra certain area during a certain time, is a
measure of the damage to ecosystem quality. The.£3©a measure of the greenhouse potential
of different greenhouse gases, based on the IP@GGaGWarming Potentials for a 100-year time
horizon (IPCC 2007). The unit for damage to resesinmieasures the amount of primary energy
(upper heating value, in MJ — Jolliet et al. 2068t is non-renewable (i.e., from fossil energy
as well as from nuclear energy, but not from rereanergy) and extracted from the ground.
More explanation of these units can be found ihietat al. (2003) and Humbert et al. (2009).
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Figure 9-2: Damage to human health (other than fronily ash dust) for the disposal of one tonne of flash
(net damages are given with the dot and associatedlue).
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Figure 9-3: Damage to ecosystem quality for the dimsal of one tonne of fly ash (net damages are givevith
the dot and associated value).
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Figure 9-4: Damage to climate for the disposal ofre tonne of fly ash (net damages are given with thgot and
associated value).
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Figure 9-5: Damage to resources for the disposal ohe tonne of fly ash (net damages are given withe dot
and associated value).

Discussion

The four damage indicators show approximately #raestrend. It appears that practices
that enable the displacement of Portland cemest sffjnificant advantages over any other use
because of avoided emissions. Indeed, the produdifoPortland cement is very energy
intensive (Table 9-3). When fly ash is used instefileing disposed in a landfill or lagoon, it
avoids the impacts of disposing this fly ash irstlandfill of lagoon and the impacts of the
material it replaces. For the use to be a betterradtive than the disposal in landfill or lagoon,
the net impacts of the use (i.e., burdens minugfitenrepresented by a dot with its value on
Figure 9-2, Figure 9-3, Figure 9-4 and Figure $B9uld be lower than the impacts caused by
the disposal in landfill or lagoon.

Significance of transportation

It appears that apart from the case where fly aghlates Portland cement, the burdens
from transportation outweigh the benefits assodiatéh the displacement of materials that fly
ash displaces as soon as the additional transjportaguirements exceed 50 km by truck or 200
km by train (see Figure 9-2, Figure 9-3, Figure 8ndl Figure 9-5). Thus fly ash should be, as
much as possible, used to displace Portland ceriefdr technical reasons, fly ash cannot be
used to displace Portland cement but only low-gradeerials (i.e., inert materials) like crushed
rock or sand, then it should not be transportedentioan approximately 50 km by truck (or 200
km by train) further than a landfill or lagoon ftty ash, or from where the low-grade material
originates, whichever distance is the longest. édgdef the fly ash needs to travel a longer
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distance, it becomes environmentally advantageowssnply dispose of it in the landfill or the
lagoon and not displace a low-grade material. Déimgnon the damage used as an indicator, it
appears that it is environmentally advantageousstofly ash to displace cement as long as the
transportation does not exceed 400 to 5,000 knrumktor 2,000 to 20,000 km by train, with
damage to ecosystem quality and climate changegjivespectively, the shorter and longer
break-even distances (see Figure 9-2, Figure 9g8r¢-9-4 and Figure 9-5). These distances are
the distances that are traveled in addition todistance that the displaced cement would have
traveled. Thus, the use of fly ash to displace c#nee environmentally advantageous if used
regionally when transported only by truck, and uséé@rever possible nationally, as long as it is
transported by train.
Impact assessment results with regionalization

Human health and ecosystems quality

As indicated in Table 9-3 using regionalizationderno reduce the damage to human
health by a factor of two to ten for all processgesept for transportation by truck in a zone of
high population density, and electricity productinorMexico, in California and from natural gas.
The fact that regionalization tends to reduce thmafje to human health for most processes is
correlated with the fact that | decided to have phecesses actually occur in low population
density areas to represent the fact that fly agharsported over medium to long distances and
thus in low population density areas. | also assuthat power plants and cement plants are
situated outside urban areas. For truck transporn unknown population density area, no
significant difference is observed since these ggses can occur as much in high as in low
population density areas. Thus, no specific diftincis made for direct emissions. For trucks
driving in high population density areas, damagé&uman health is approximately a factor of
two higher when considering regionalization. Thsuits for damage to human health without
and with using regionalization are presented iufFa@®-6.

The reference flows of Table 9-2 are multiplied hwihe impacts per unit process of
Table 9-3 for “with regionalization” to obtain ti@pact score shown in Figure 9-6.
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Figure 9-6: Damage to human health (other than fronfly ash dust), without and with using regionalizaion.

Regionalization reduces overall impacts: indeedstnud the processes are situated in
areas of low population density. Regionalizatiotuees results dominated by transportation by
a factor of two (Figure 9-6). However, results doated by Portland cement production do not
follow the same trend because of the dominance fovedits from the Portland cement
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production avoided. Using damage to human healthamsindicator, when performing
regionalization, the break-even distance, requioddceep Portland cement displaced by fly ash to
be an advantageous use, is reduced by approximidiédy(from 950 km to 800 krhyvhen done

by truck, but is increased by approximately 80%r(fr2,000 km to 3,700 km) when done by
train (calculated in both cases without and withigealization, respectively). However, these
values vary greatly depending on the assumptiothfotype of population density pattern where
foreground processes take place. Considering tigeeria the characterization factors of particles
calculated in Chapters 4 and 8, differences of leas a factor of two should not be considered
significant.

Climate change and resources consumption

Regionalization does not change the impact assessmlated to climate change and
resources consumption as these damage categazigtobal. However, regionalization leads to
a change in the energy mix, energy efficiency,dpamtation distances or transportation mode,
thus modifying the inventory of greenhouse gasesss®oms and energy use. Therefore,
regionalization can change the overall resultsdanate change and resources consumption
through a change in the inventory instead of thhoaghange in the impact assessment.

Results presented in this chapter are not intetaleeflect specific conditions of any fly
ash producer or transporter but an average UnitagesSsituation. If one wants to adapt these
results to specific conditions, attention shouldpagd to transportation distances, the energy
efficiency of transportation modes, and cementyverar sand production. Concerning the
energy mix, and especially the one used for thetrsdgty mix, several philosophies exist to
tackle this issue; a discussion about which to agoputside of the scope of this chapter (e.g.,
whether one should use regional electricity mixesat). This chapter follows the approach that,
since electricity grids are, or could be, integdatenly the overall North American electricity
mix matters and hence is used in the analysis.

However, as a sensitivity study, the results ofuFeg9-4 are reproduced using different
regional mixes as well as with a different mix oéls and with different modes of transportation
presented in Table 9-5. Table 9-5 presents the dtmgxore results for the reference flows (or
unit process) used in the sensitivity analysis.

This calculation is performed with SimaPro (PRé 200rhis software permits one to

change the background electricity mix to all ecemv(Frischknecht 2005) processes at once.
Table 9-5: Damage to climate (in kg C@cq per unit), using different electricity mix for all background

processes.
_ _ Truck Inert_ Inert_ Train:
Damage to climate, using the Portland Truck Truck 40t Train material material electri-
below mix for all the cement 40t, low | 40t, high avera{ge (diesel) landfill, landfill, city,
background processes: pop pop o infra- opera- average
pop structure tion load
Unit: pert per t-km per t-km per t-kn per t-kin per per t per t-km

Electricity (North America mix) 7.6E+02 1.6E-01 E®1 1.6E-01 4.9E-02 4.6E+0( 2.5E+00

Electricity (United States mix) 7.6E+02 1.6E-01 H-61 1.6E-01 4.9E-02 4.6E+0( 2.5E+00

Electricity (Canada mix) 7.5E+02 1.6E-0] 1.6E-01 6EL01 4.9E-02 4.6E+00 2.5E+00
Electricity (Mexico mix) 7.6E+02 1.6E-01 1.6E-01 6E-01 4.9E-02 4.6E+00 2.5E+00
Electricity (UCTE (i.e., Westem| 7 6e,55 | 16E:01| 1.6E-01) 16E-0] 49E-02  4.6E+D0 EL | 3.5E-02
Europe) mix)
Electricity (California mix) 7.5E+02 1.6E-01 1.6H-0|] 1.6E-01 4.9E-02 4.6E+0(Q 2.5E+0D
Electricity (natural gas) 7.6E+02 1.6E-01 1.6E-Q1 .6EL01 4.9E-02 4.6E+00 2.5E+0
Electricity (coal) 7.8E+02 1.6E-01 1.6E-0] 1.6E-01 4.9E-02 4.6E+00 2.5E+00 6.6E-07
Electricity (hydro) 7.4E+02 1.6E-01 1.6E-01 1.6E-01 4.9E-02 4.6E+00 2.5E+0( 1.0E-07

" These values are simply found by calculating how many km one can do to have the dot of Figure 9-6 reaching the value of
disposal in landfill or lagoon, using the values in Table 9-3.
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Figure 9-7 presents the results of this sensitiayalysis for the damage to climate.
Figure 9-7 is generated in the same way as Figdrev@th the difference that unit processes of
Table 9-5 are used to replace the correspondingpuocesses of Table 9-3. Each bar in Figure
9-7 correspond to the results generated using ioeedf Table 9-5 — the first bar of each
scenarios in Figure 9-7 is generated using thdtsesiithe first line in Table 9-5, etc.

One can observe that the electricity mix used doaschange the absolute results
significantly. The use of electric train instead dieésel train to transport fly ash over long
distances reduces the overall impacts only if fleetecity is considered to come mainly from
hydro energy. The damage to climate for scenarieplating Portland cement is not very
sensitive to either the energy mix or to the trantggion mode because it is dominated by the
CO; released by the clinker itself. The relative resgle., which are the alternatives providing
the highest environmental benefits) do not changeifcantly. Furthermore, considering the
robustness of the results, calculated by defaultfe United States context but not changing
significantly with the energy mix, it is possible say that the results of this chapter are also
valid for other regions of the world.
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Figure 9-7: Damage to climate when using differenglectricity mixes as well as electric trains instehof diesel
trains.

Because the difference among alternatives provithngand high benefits (represented
in Figure 9-2 to Figure 9-5) is so significant, ice@lization does not change the observations
and ranking obtained without using regionalization.
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Overall burden and benefit associated with Unit&ates fly ash production

Fly ash is often portrayed as a potential enviramadeproblem when disposed of in
landfills or lagoons, but actually has high potahbenefits when used properly. This section
aims at quantifying the overall potential greenlegas burdens and benefits associated with
United States fly ash production. This section @gluates greenhouse gases, but Figure 9-2 to
Figure 9-5 show that other scores for damage cae=gare correlated with greenhouse gas
emissions. Using the environmental burdens andfitemer tonne of fly ash calculated in this
chapter, it is possible to extrapolate the reduoltthe entire United States annual production of
fly ash to get an idea of the overall potentialdavings.

The annual United States greenhouse gas emiss@m@pparoximately 7 billion tonnes of
COs.eq (2007 value — USEPA 2009). The annual productibrilyoash is approximately 70
million tonnes. Thus, if all the fly ash is dumpedo landfills or storage lagoons, (which
represents an emissions burden of approximatellsd@nhne CQ.qper tonne of fly ash (Figure
9-4)), the overall annual burden is approximatelyillion tonnes of CQe, Which is less than
0.02% of United States annual greenhouse gas emsssHowever, if the majority of the 70
million tonnes of fly ash produced annually is udeddisplace energy and G@tensive
materials, like Portland cement, the avoided,g{®missions can reach 0.7 tonne JGEper
tonne of fly ash (Figure 9-4) which represents anual saving of approximately 50 million
tonnes of CQeq or about 0.7% of United States annual greenhoaseegissions (assuming
transportation distances indicated in Table 9-2n¢¢, while the disposal of fly ash does not
appear, from a greenhouse gas perspective, to biessae (i.e., 0.02% of United States
greenhouse gas emissions), a wise use of fly asicdrsiderable potential to reduce overall
United States greenhouse gas emissions (i.e., els asul% of the overall emissions).
Allocation of parts of the impacts from the coa&di power plant to the fly ash co-product

In the coal-based electricity industry, fly ashnisreasingly seen as a co-product and not
as a waste. This co-product has an increasing maeke€ and generates a new source of
revenue for the coal-based electricity industry.thiat case, common practice in life-cycle
assessment is to allocate part of the impacts thacoal power plant to the fly ash co-product.
Allocation of impacts to co-products is an impottarethodological issue (Guinée et al. 2004,
Frischknecht 2000). Co-products and waste shouldifterentiated. If fly ash is considered as a
waste (i.e., the basis for the results presentddisrchapter), then no impacts from the coal-fired
power plant should be allocated to the fly ash (I&W6b). However, because fly ash has a
market value and provides an income to the coatifpower plant, it can be considered as a co-
product instead of as a waste. In that case, gatfheoimpacts of the coal-fired power plant
should be allocated to the fly ash. Two approadassbe distinguished: (a) the influence on the
system boundary expansion (the economic allocaproach), and (b) the assessment of the
consequences of fly ash valorization on the elattriproduction market (consequential life-
cycle assessment approach). The economic allocagiproach is commonly applied in the field
of life-cycle assessment and is suggested by tle 18044 standard (ISO 2006b). Economic
allocation is usually considered a good descriptben distributing the burdens among co-
products according to their responsibilities, imgating these burdens by assuming that price or
revenues are a good descriptor of these respdtisiilThe consequential approach aims at
assessing the consequences of an economic gainwalaizing fly ash, by evaluating what is
the maximum competitive advantage that the income fily ash can provide to the coal-based
electricity generation industry to keep the uséyésh environmentally sound.

8 Price of fly ash on the market varies a lot. Prices around 40 USD/t are common (average prices from different sellers’ websites).
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Economic allocation

The detailed computations and data sources foe¢baomic allocation are presented in

Table 9-6.
Table 9-6: Detailed computations and data sourcesif the economic allocation.
) . Allocation
Parameter Value Unit Comment Unit equivalent
Fly ash price paid to the powe Parameter to be
plant 10 USD/t varied
United States
- : . average net income
EL‘;‘,’gr'C'tlgrf’t”ce paid to the 0.04 USD/KWh in 2006 is 0.013
power p USD/kWh (EEI
2007)
;‘;i'tp”ce paid by the power 35 USDIt of coal (EIA 2008)
German average
Electricity production 2400 kWh/t of coal (Frischknecht
2005)
US coal consumption, in 2006 1,050,000,000 tly (EIA 2008)
US fly ash production, in 2006 72,000,00 tly (ACAA 2007)
Fly ash production 0.069 t/t of coal United Stat®
Amount of fly ash produced
per kWh 0.029 kg fly ash/kWh
Amount of coal needed togmiu 15 t of coallt of fly ash
one tonne of fly ash
Amount of kwWh produced per
tonne of fly ash 35,000 kWhtt of fly ash
Income_from electricity 96 USDIt of coal
production
Fly ash price paid
to the power plant
Income from fly ash (USDtt fly ash)
production 0.69 USD/t of coal multiplied by the
fly ash production
(t fly ash/t coal)
Equivalent energy
Amount of cement produced (assuming 19.1 MJ
per tonne of coal 59 t of cement/t of coal per kg of coal -
Jolliet et al. 2003
Comparison between fly ash and Portland cement pragttion:
. . Allocation to be
Parameter Value Unit Value Units equivalent
Allocation factor (ratio
between income fro mfly ash Production of 1 tonne|
. 0.71%
and from electricity of Portland cement
production)
Allocated damage to human DALY/t of
health per tonne of fly ash 0.00015 DALY/t of fly ash 0.00019 Portland cement
Allocated damage to
ecosystems quality per tonne 30 PDF-m2-y/t of fly ash 33 PDF-m2-y/t of
Portland cement
of fly ash
Allocated damage to climate 280 kgCO2!t of fly ash 760 kgCO2/t of
per tonne of fly ash Portland cement
Allocated damage to resource MJ/t of Portland
per tonne of fly ash 3,300 MJ/t of fly ash 3,300 cement
Allocation factor 100%
Allocated damage to human DALY/t of o
health per tonne of fly ash 0.020 DALY/t of fly ash 0.00019 Portland cement 0.92%
Allocated damage to
) PDF-m2-y/t of
ecosystems quality per tonne 4,200 PDF-m2-y/t of fly ash 33 Portland cement 0.79%
of fly ash
Allocated damage to climate kgCO2/t of o
per tonne of fly ash 39,000 kgCO2/t of fly ash 760 Portland cement 1.95%
Allocated damage to resource 470,000 MU/t of fly ash 3.300 MJ/t of Portland 0.70%
per tonne of fly ash cement
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On average, in the United States, 0.07 tonne ohdly is produced per tonne of coal
burned. The gross income from electricity generatio 2006 was approximately 4 cents/kWh
(the net income was 1.3 cents/kWh) (EEI 2007). g/¢ims rate, the net income from electricity
generation represents 100 USD per tonne of coaldourOn average, one tonne of fly ash is
produced per 15 tonnes of coal burned, which pred%;000 kWh, representing approximately
40,000 kg of CQe¢q (using the value for electricity from coal-firedwer plants of 1.12 kg of
CO, per kWh shown in Table 9-3). Figure 9-8 presehesdamage to climate, in kg of &€)
per tonne of fly ash within the concrete, includimgth “real” impacts (mainly shipping) and
allocated impacts (from the coal-fired power pla@pth Portland cement and fly ash are
considered delivered to the concrete plant (igngithe delivery distances and mode indicated
in Table 9-2 and impacts per unit processes inglicat Table 9-3).
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Figure 9-8: Damage to climate, in kg of CQ.q per tonne of fly ash within the concrete, includig both “real”
impacts and allocated impacts.

Using the damage scores presented in Figure 9-&\érfor coal-based electricity as
well as per tonne of Portland cement productionirenmental burdens from fly ash remain
lower than the impacts of producing Portland cenwrly if the economic allocation factor
remains less than 1% (or 2% if only greenhousesgassions are taken as the indicator) (Figure
9-8). This corresponds to a price paid to the pgulent for fly ash below 10 USD per tonne of
fly ash (25 USD if only CQgq is taken as an indicator). Above these prices,nwhsing
economic allocation, concrete based on pure Padrit@ment is to be preferred to the one using
fly ash. Note that the market price of Portland eptris significantly higher than 25 USD (for
example, it was 124 USD per tonne in Californi2@®7 — PCA 2009).

218



Influence on the electricity production market

If fly ash is considered a co-product that drivies ¢lectricity industry to slightly increase
the share of coal-based electricity generationn,thie a model for studying this large-scale
change, the fly ash should carry this extra bur@erantifying the influence of the fly ash market
on the electricity market is beyond the scope of thapter. However, it is possible to quantify
the marginal increase in coal-based electricityegation that fly ash generated income could
afford to have and not outweigh the potential estvinental benefits from displacing Portland
cement. The marginal increase can be expressethanird of additional kwh produced, as a
fraction of the current coal-based electricity proiibn or as a fraction of the share of the
electricity mix that is coming from coal. Detailedmputation is presented in Table 9-7. The
electricity replaced by coal is taken as the wadldverage of the United States electricity mix
(EIA 2008). If the switch for fly ash from a wagtbat needs to be disposed of) to a co-product
(that generates a certain income for the eleatriaidustry) leads to an increase in the damage
intensity (in damage/kWh) of the average electiniix of United States by 2%, then the use of
fly ash causes more environmental burdens thanfiberfasing CQ.eq as indicator for the
burdens). This corresponds to a 3% increase icdhkbased electricity generation, or 1.5% of

the share of coal within the United States eleityrimix.
Table 9-7: Evaluation of the benefits created by dplacing Portland cement with fly ash compared tohe
damage from United States (U.S.) electricity produon (total and only coal).

Electricity production Value Unit Source
U.S. electricity production 4.1E+12 kWh/an (EIA 2008)
U.S. coal electricity production 2.1E+12 kWh/an AE2008)
(ACAA

U.S. fly ash production 7-2E+07 vy 2007)

Resources

Human Ecosystem Climate MJ
health quality change primary Unit
(DALY) (PDF:nt-y) | (kg COzeq non-

renewable)
Damage from U.S. electricity mix without coais{ng values|
from Table 9-3 (weighted average of the 2006 U.S. non-cpal 2.6E-07 1.1E-01 3.0E-01 1.1E+01 per K
electricity mix — EIA 2008)
?:S:%(_eafrom U.S. coal-based electricitsifg values from 11E-07 2 1E-01 11E+00 1.3E401 per kW
Additional damage from U.S. coal-based electricitynpared| ) ¥ )
to U.S. mix without coaldifference between the two abpve 1.5E-07 9.7E-02 8.28-01 24E+00 per kW
Damage from U.S. electricity production 7.6E+05) BBl 3.0E+12 5.0E+13 pery
Damage from U.S. coal-based electricity production 2.4E+05 4.4E+11 2.4E+12 2.8E+13 pery
FIisre;rzjel}‘lcttsiOfrr]om displacing Portland cement with th& Uly ash 1.2E404 2 AE+09 5.5E+10 2 3E+11 pery
Fraction of the U.S. electricity production 1.5% 3&% 1.9% 0.47%
Fraction of the U.S. coal-based electricity prodhrct 4.9% 0.55% 2.3% 0.83%
Number of coal kWh so that the extra damage froai-based
electricity equals damage from Portland cementiaigment -7-8E+10 2.5E+10 6.7E+10 9.8E+10 KWhy
Fraction of the current coal-based electricity prettbn -3.7% 1.2% 3.2% 4.7%

The results of this chapter are valid for casesrahbe use of fly ash does not
significantly change the overall life or strengthtloe structure compared to the case with no fly
ash use. If the life or strength of the structuapgens to be reduced (or increased) by using fly
ash, the present results should be modified acoglydi

9.5. Conclusion and recommendations

Fly ash should be, as much as possible, used ptadesPortland cement. Indeed, if used
to displace cement, fly ash is environmentally adlageous, if used regionally when transported
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only by truck, and when used nationally, when tpamted by train. If fly ash is used to displace
low-grade materials like crushed rocks or sandj thehould be used within a distance of 50 km
(by truck) further than a landfill for fly ash, &rom where the low-grade material originates,
which ever is the furthest distance. Indeed, ifftheash needs to be transported further, then it
becomes more environmentally advantageous to simigiyose of it in the landfill and not
displace a low-grade material.

The use of regionalized, instead of generic, valt@sthe inventory and impact
assessment changes the final results for damdgenan health by no more than a factor of two,
and does not change the damage to climate signifycdRegionalization or non-regionalization
does not change the main conclusions drawn: the tyjp use for fly ash that is most
advantageous is the same (i.e., to displace cerardtjhe approximate break-even distances of
transport that can be afforded to keep the usdyash advantageous compared to disposal in
landfill or lagoon are comparable (i.e., by lesantta factor of two, in the order of 900 km by
truck and 3,000 km by train, when using damageuimdn health as indicator). Furthermore,
considering the robustness of these results, thaybe considered as valid for other regions of
the world.

This chapter also shows that when used to disgladeof Portland cement, fly ash can
provide several environmental benefits, especialyclimate change. However, the economic
system associated with fly ash should be set @pviray that will avoid any incentive to increase
the coal-based share of the electricity mix. Indee@n a small (less than 2%) allocation of the
impacts from the coal-fired power plant to the digh production, or an increase by 3% of the
coal-based electricity permitted by fly ash sellimgll outweigh the benefits from using fly ash
to displace Portland cement. To stay environmensalnd, the valorization of fly ash should be
made in a way that does not increase the competdivantage of coal-based electricity
generation on the electricity market. A wise use@wérall United States fly ash production can
contribute to reducing the overall United Stateseghouse gas reduction by as much as 1%.

Finally, because of lack of data it was not possibérein to quantify the potential
additional energy and associated impacts requicegrépare fly ash for shipping. Further
research would be necessary to explore this idsus. also important to notice that issues
associated with occupational exposure to fly asét during the handling of fly ash or fly ash
concrete crushing as well as potential issueseelat heavy metals or radioactivity (Hvistendahl
2007) are outside the scope of this chapter. Theuld however also be considered and require
further investigation.
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10. Regionalized life-cycle assessment of coal fly asbncrete

Chapter 9 identified that the best use of coaafiig is to use it in concrete to replace Portland
cement. In Chapter 10, | analyze coal fly ash cetecimn more detail, with a special attention to
the influence of regionalization.

10.1. Summary

Concrete is one of the most common man-made mistenathe world. Most of its
environmental impacts are due to the energy-intensioduction of Portland cement. Using coal
fly ash for a binder and substituting it for a eantfraction of the Portland cement can help
reduce the environmental impacts of concrete. Hewesometimes fly ash needs to be shipped
over long distances while Portland cement is géiygneoduced locally. The goal of this chapter
is to use a regionalized impact assessment apptoaghantify the burdens and benefits and
identify the key parameters and trade-offs of usingl fly ash as a substitute for a certain
fraction of Portland cement in concrete. This chagbcuses on the differential impacts on
human health throughout the western United States.

Life-cycle assessment is used to evaluate fly asitrete in San Francisco, California,
with fly ash coming from the states of Washingtow &£olorado. The life-cycle inventory is a
combination of ecoinvent, data specific to the BadiStates cement production industry, and data
gathered directly from a concrete batching planod@® Gravel in San Francisco). A
geographically differentiated life-cycle impact essment method is used for the impact
categories related to human toxicity and respiyaedfects caused by inorganics. Other impact
categories are directly adapted from the IMPACT 2200method. The influence of
regionalization on the results for human health aigens evaluated.

Ready-mix concrete is associated with 130 to 24C&gleq per ton, depending on the fly
ash content, the overall binder content, and thppsig distances for the coarse and fine
aggregates. The impact of concrete is reduced alinesrly with the fly ash content: for each
percent of Portland cement replaced by fly ash, géheironmental impacts of concrete are
reduced by 0.5% to 0.9%. Key parameters are thmposiy distance and mode of transportation
used for the supply of fly ash, and the locatiod #me energy mix used for the production of
Portland cement. Regionalization reduces by a faaftdwo to three the results obtained with
generic values, mainly because of the net reducifatme impacts caused by boats’ emissions
during shipping of aggregates and slag, as wetliesel train emissions during the shipping of
fly ash. In several cases, the damage to humathhisahe limiting factor when calculating the
break-even distance between fly ash shipping amntiaiRd cement production.

The use of fly ash as a substitution material fot pf the Portland cement can reduce the
environmental impact of concrete. However, GEemissions are a poor indicator when looking
at overall environmental impacts of concrete beeadesmage to climate is the least limiting
factor when evaluating break-even distances amotenpal alternatives to supply binder. When
human health is the limiting factor for break-ewbstances of supply, the use of regionalization
can increase the reliability of the results sinesults based on G@Q, emissions would over
estimate the overall environmental impacts diffeeetbetween Portland cement and fly ash
based concrete.
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10.2. Introduction and objectives

Concrete

Concrete is one of the most common materials imlitbed, with more than 15 billion
tonnes used per year (Mehta and Monteiro 2006).t [db#s environmental impacts are due to
the very energy intensive production of Portlanchest, responsible for 4% of the world’s €0
emissions (IEA 2007)A concrete mix typically consists, by volume, of%dGo 15% binder
(mainly Portland cement), 60% to 75% aggregate, ib20% water and 5% to 8% air pockets
(Marceau et al. 2002).

Cement

The most common binder used in concrete is Portrdent. In 2007, the world’'s
cement production was 2.6 billion tonnes (USGS 2008 2006, the United States (U.S.)
consumed 127 million tonnes of cement and produldd million tonnes (USGS 2008). A
viable alternative binder to Portland cement isafiin.

Fly ash and fly ash concrete

Coal fly ash, with a global rate of production obma than 500 million tonnes a year,
constitutes one of the largest industrial wastedpets in the world (Feuerborn 2005). With
proper quality control, large amounts of fly asim ¢e incorporated into concrete, either in the
form of blended Portland cement or as mineral atlmes (Chapter 9). Typical amounts of fly
ash in concrete range from 15% to 25% by weighheftotal cementitious materials (Marceau et
al. 2002), but as much as 50% can been used ialled ¢high volume fly ash concrete” (Crouch
et al. 2007). The rate of substitution typicallyesfied is a minimum of 1 to + one kg of fly
ash to 1 kg of cement (USDOT 2009).

The life-cycle assessment literature on concretment, and fly ash is extensive (Nisbet
et al. 2002, Aguirre Gonzélez 2005, Parrott 200@ung et al. 2002, Caroll et al. 1998, Theis
and Gardner 1990, Mroueh et al. 2001, Nisbet 212, Caroll et al. 1998, Babbitt and Lindner
2007, 2008, O’Brien et al. 2009, Babbitt and Lind2@07, 2008). However, rare are the studies
considering the impacts associated with the shgppinfly ash, which in some cases is shipped
over longer distances than cement, or the berfedits diverting fly ash from landfills. Finally,
no life-cycle assessment has taken into consiaeraiie influence of regionalization, especially
for damage to human health, arising from the diffees among locations of pollutant emissions.
Only one geographically differentiated life-cyclesassment has been performed on the different
alternatives for the disposal and use of fly astluiding the impacts avoided by diverting fly ash
from landfills, and it is described in Chapter Shapter 9 identified that the displacement of
Portland cement provides a substantial environrhéetazefit. The key parameter when using fly
ash is the transportation mode and distances owchwthe fly ash is shipped. These key
parameters become important for cases when flysasbt produced at the same location as its
potential use in concrete. For example, in the éthibtates, fly ash is mainly produced in the
Midwest and the East. However, some states, likdoQa@a, where fly ash is extensively used in
concrete do not produce fly ash. Thus fly ash needse shipped from thousands of km away.
Chapter 9 showed that another key parameter ishe@hetr not some of the impacts of the coal
power plant are allocated to the fly ash. In ttete; results show that with economic allocation,
the use of fly ash becomes as much “polluting’nesRortland cement for prices between 10 and
25 USD per tonne of fly ash.

The objectives of this chapter are to evaluate thiéuence of geographically
differentiated emissions and related impacts aasetiwith fly ash concrete, and to perform a
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sensitivity study regarding distance and mode arigportation for cases, like California, where
fly ash is not produced locally, but shipped owearg distances.

10.3. Method

Goal and scope

The functional unit evaluated is one tonne of cetecat the ready-mix plant, ready to be
delivered to the job site. Two cases are evaluaeageneric United States ready-mixed concrete
plant, and a ready-mixed concrete plant situate8ain Francisco, California. This specific plant
is Bode Gravel and produces 1,000° ywer working day (approximately 765°fi). The
aggregate comes from the Vancouver area, Britislur@lma, Canada, by barge. The Portland
cement is produced by Hansen Cement and comesQrgartino, California, by truck. The fly
ash is of class C, shipped from the states of Wigsbm and Colorado by rail, and then by truck
from the rail yard to the concrete plant. Whendbh is used, no special additive needs to be
used (Bode Gravel, San Francisco, personal commtimnig summer 2006). Figure 10shows
the system considered for the production of fly @sicrete. Each process contains the entire up-
stream processes needed to produce this procesexbBmple, the process Portland cement
production also contains mining, transport, clingeyduction, energy production, etc.

1
1
:| Portland cement prod. |_,| Portland cement shipping | Water | J Coarse agg. shipping |<-| Coarse agg. production |E
! 1
1

1
! ]
i | Fly ash/slag production |"| Fly ash/slag shipping |" Ready-mix concrete plant 4‘| Fine agg./sand shipping H Fine agg./sand production | :
! 1
! 1

l

] - I
! 1
H | Fly ash/slag disposal | | Mixing | Admixtures shipping H Admixtures production | !

H U apnpa i L

Limit considered for the system “production of fly ash concrete”
| Concrete delivery |

Figure 10-1: Production of fly ash concrete.

Life-cycle inventory

Data are gathered from the ecoinvent databasecfiknecht 2005) adapted to United
States conditions by changing the background etdgtrmixes, taken from the available
literature (e.g., USGS), and gathered directly frtme manufacturers (Bode Gravel, San
Francisco). Because of its regionalized inventasgy,(it indicates whether emissions occur in an
area of high or low population density), ecoinvdata are selected whenever possible. Close
attention is paid to energy and &Q@long with PMs PMio.25 NGO, and SQ. Indeed, these
pollutants appear to be the dominating elementknysf in the evaluation of the damage to
human health (see Chapter 5, Jolliet et al. 2006pnsideration is given to these pollutants to
evaluate the influence of the location of emissiondinal results. The impacts avoided (i.e., the
impacts caused by landfilling or lagooning thatlwibt occur because fly ash is diverted from
disposal) are taken directly from Chapter 9.

The composition of the different concrete mixesdsd is shown in Table 10-1.
Composition for concrete with different amountsfigf ash is presented for typical concrete
produced in a typical United States plant as welatithe Bode Gravel plant in San Francisco,
California. Furthermore, five types of specific cogte produced by Bode Gravel are also
presented. These five types of concrete are useelxasiple of concrete produced in San
Francisco, California and include a type of coreitbiat is sold as “green concrete” slag (a by-
product from steel production). In 2006, 127 millimnnes of Portland cement were used in the
United States, of which 100 million tonnes were ofantured in the United States and 27
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million tonnes were imported (USGS 2008). The putidun of imported cement is assumed to
have the same impacts as the cement produced ibriied States. Only the transportation
distances are adapted and increased. The two G#%efly ash” and “100% fly ash” represent
the two extreme cases, in between which typicaadlly concrete is situated. Typical concrete on
the market contains 15% fly ash (Bode Gravel, Samdisco, CA, personal communication).
Concrete with 50% fly ash can be considered réalist most of the applications and is the
largest fraction that can be achieved on a largeesince annual fly ash production (70 million
tonnes — ACAA 2007) represents approximately hdlth@ annual use of binder (Portland

cement and fly ash used in concrete) (147 millammes — ACAA 2007).
Table 10-1: Concrete composition used in this chagt (in kg per metric tonne of ready-mix concrete).

Generic U.S. ready-mix concrete Bode Gravel (San Francisco, CA) ready-mix concretplant
plant
typical concrete typical concrete specific concrete
. Shot- Cal-
Basic Slab “Gr-
0, 0, 0,
type of concrete:] 0% 15% 50% 100% ?l/o lfll‘M] lgOA’ (15% (15% (clrg(t; (t;e;r;/s een”
flyash | flyash | flyash | flyash | .~ Y Y fly fly 0 ° | (50%
ash ash ash ash) ash) fly fly slag)
ash) ash) 9
Coarse aggregate 430 43( 430 430
Aggregate from 430 | 430 | 430 396 448 224 433 445
Sechelt, Canada
Sand (fine agg.) 320 320 320 32(
Sand from Sechelt, 320 | 320 | 320 247 132 357 149 287
Canada
Sand from Angel 174 188 171 210 0
Island, California
Portland cement 180 153 90 180 158 9¢ 141 142 105 99
Fly ash 27 90 180 27 180 17 25 27 35 0
Slag 99
Water 70 70 70 70 70 70 70 67 66 79 69 6
Pozzolith 200 N 054 | 054 | 054| 054 054 054 054 0 045 032 11
(admixture)

Reference flows

In order to be able to evaluate the impact scosecated with the different scenarios
studied, the references flows (ISO 2006a, 2006tiisel.1.1) needed by the different scenarios
to fulfill the functional unit need to be quantdieThe reference flows used in this chapter are

shown in Table 10-2. Each section corresponds édioge in Table 10-1.
Table 10-2: Reference flows used in this chapter.

Phase of the life cycle | Intermediary flow | Value [ Unit | Source and Comment
Fly ash (1 t)(~2,500 kg/rm)
- ———— v o
Transport qf fly ash _ Train 1,000 km Eizglgg?)tzlgrilgr?.g‘;s\:i:;e;r;g. be 90% in a low and 10% in a
(for generic U.S. ready-mi Regionalization:Assumed to be in a high population densgit
concrete plant) Truck 40t 100 km area ' pop Sd
Train 2000 km From Wgshington and quorad_ﬁegionaliza_tion:Asst_Jmed to
Transport of fly ash ' be 90% in a low and 10% in a high population dgresiea.
(to San Francisco, CA) Truck 40t 130 Kkm From S'tockton, 'CARegionaIizationAssumed to be in a high
population density area.
Assumption. The landfill and lagoon is close to thawer
Truck 40t -50 km | plant. Regionalization: Assumed to be in a low populatign
Disposal of fly ash in landfill or] density area.
lagoon Inert material 1 t (i.e., construction and closuréjegionalizationAssumed to bg
(based on Chapter 9) landfill, infrastructure in a low population density area.
Inert material 1 t Dominated by diesel consumption (0.75 IRegionalization:
landfill, operation Assumed to be in a low population density area.
Slag (1 t)
From Asia.Regionalization:Assumed to be 99% in a low and
Transport of fly ash Boat 10.000 Kkm 1% in a high population density area. Note thatssions in a|
(to San Francisco, CA) ’ low population density area should actually be ieraote area
However, ecoinvent does not contain any emisgion
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Phase of the life cycle Intermediary flow Value | Unit | Source and Comment
compartment that fit for remote area. This asks ftother
development in the life-cycle inventory databases.
From Stockton, CARegionalization:Assumed to be in a high
Truck 40t 130 km population density area.
Assumption. The landfill and lagoon is close to thawer
Truck 40t -50 km | plant. Regionalization: Assumed to be in a low populatign
Disposal of slag density area.
(disposal of fly ash used gsinert material 1 t (i.e., construction and closuré&egionalizationAssumed to bg
proxy) landfill, infrastructure in a low population density area.
Inert material 1 t Dominated by diesel consumption (0.75 IRegionalization:
landfill, operation Assumed to be in a low population density area.
Portland cement (1 t)(2,360 kg/r)
Regionalization: Assumed to be in a medium populatipn
Production of Portland cement Portland cement tdensity area (using characterization factor for khown”
conditions as a proxy).
Boat 1139 Kkm RegionalizationAssumed to be 99% in a low and 1% in a high
Transport of Portland cement ’ population density area. (see Table 10-4)
(for generic U.S. ready-mix Train 101 km Regionalization:Assumed to be 90% in a low and 10% i a
concrgete lant) e Y high population density area. (see Table 10-4)
P Truck 40t 218 Kkm Regionalization:Assumed to be in a high population dengity
area. (see Table 10-4)
Transport of Portland cement Truck 40t 70 Kkm From Cupertino, CARegionalizationAssumed to be in a high
(to San Francisco, CA) population density area.
Coarse aggregate (1 t)
Production of coarse aggregate  Crushed gravel tRegionalization:Assumed to be in a low population densjty
area.
Regionalization/Assumed to be 99% in a low and 1% in a high
Transport of coarse aggregate| Boat 100 km : -
(for g;)eneric Us rgega1d3?-mi population density area.
concrete plant) o Truck 40t 100 Kkm Regionalization:Assumed to be in a high population dengity
area.
RegionalizationAssumed to be 99% in a low and 1% in a high
Transport of coarse aggregateBoat 1,500 km : .
(Sechglt aggregate _gg fr%r. population density area.
Vancouver, BC, Canada) From the harbor to the plant, which is situatedhie harbor.
(to San Fre{ncis’co CA) Truck 40t 0.25 km | Regionalization:Assumed to be in a high population dengity
' area.
Fine aggregate (1t)
Production of fine aggregate Sand 1 Regionalization:Assumed to be in a low population densjty
area.
) RegionalizationAssumed to be 99% in a low and 1% in a high
Transport of fine aggregate Boat 100 km : .
(for gg)eneric U Sggregdy—mi population density area.
concrete plant) o Truck 40t 100 Kkm Regionalization:Assumed to be in a high population density
area.
For Sechelt sandRegionalizationAssumed to be 99% in a low
Transport of fine aqaredat Boat 1,500 km and 1% in a high population density area.
(Sechglt sandl 99 f?orr From the harbor to the plant, which is situatedhie harbor.
Vancouver. BC Can;da—ardTrUCK 40t 0.25 km | For Sechelt sandkegionalization:Assumed to be in a high
Angel Islaﬁd sa{nd — from Sah population density area.
Francisco Bay) Boat 10 km For Angel Island sandRegionalization:Assumed to be 100%
(to San Franc)i/sco CA) in a high population density area.
' Truck 40t 01 Kkm For Angel Island sandRegionalization:Assumed to be in &
) high population density area.
Admixture (1 kg)

. . . Approximated as (based on information available |on
Production of admixture Pozzolith 200 N 1 K packaging): 20% Triethanolamine, 80% Chemicals mimga
Transport of admixture Truck 40t 50 ki Regionalization:Assumed to be in a high population density

area.
Ready-mix plant (per t of concrete)
Infrastructure ;grr:«t:rete mixing 2.1E-8 | plant| Capacity: 20,000,000 aoncrete per lifespan
Electricity 1.85 | kWh| ecoinvent v2.01 (4.36 kWH/rR,380 kg/rm)
Operation Other processes 1 Regionalization:Assumed to be in a high population dengity
area.

The calculated weighted average travel distanceored tonne of imported cement
transported to a United States terminal is apprataéhy to 5,300 km by boat, 150 km by train
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and 74 km by truck, using distances and amountgenfient imported from the different

countries in 2004 (Table 10-3).
Table 10-3: Computation of transportation distancedor import cement from origin to United States

terminal.
Partition per mode of transportation Estimated distance (in km) per mode of
Total amount ;
. . (assumption) transport

IR G ITEiLEe) (1)) Railroad Barge and Railroad Barge and

(USGS 2008) | Truck (t/y) (W) boat (1) Truck (km) (km) boat (km)
Canada 5,700 2,850 2,850 500 1,00
China 2,000 2,000 10,000
Colombia 2,000 2,00( 2,000
Greece 2,000 2,000 10,000
Korea 1,600 1,600 10,000
Mexico 1,400 700 70Q 500 1,000
Sweden 1,000 1,000 10,000
Taiwan 1,000 1,00d 10,000
Thailand 2,800 2,80( 10,000
Venezuela 2,500 2,500 2,000
Others 2,000 2,000 7,000
Total import 24,000 3,55( 3,550 16,9¢0

Weighted average distance (in km) for 1t of imported cement to United Statesterminal | 74 148 5,292

The calculated weighted average distance that amgetof cement transported from the
cement plant (United States and foreign combinedp tUnited States cement consumer is
approximately 1,100 km by boat, 100 km by train 288 km by truck.

Table 10-4: Computation of transportation distancegrom a cement plant to a U.S. cement consumer.

Partition per mode of
Total transportation (USGS 2008, | Estimated distance (in km) Estimated distance (in km)
amount except for foreign , which is per mode of transport per mode of transport
shipped based on Table 10-3)
(tly) Barge Barge Rail- Barge
(USGS Truck Railroa and Truck Railroa and Truck road and
2008) (thy) d (tly) boat (km) d (km) boat (km) (km) boat
(ty) (km) (km)
U.S. plant production 92,000
FromU.S. plantto US. | 55500 | 5500 | 14,000 8,500 200 500 500 39 250 152
terminal (2004)
Shipment from foreign 24,000 3550 | 3,550| 16,90 74 148 5,292
country to U.S. terminal
From U.S. plant to 64,000 | 62000/ 1,800] 200 200 500 500 194 14 2
consumer (2004)
From U.S. terminal to
U.S. consumer (2004) 52,000 50,000 500 1,500 200 500 500 192 5 14
Total shiped to U.S. 116,000
consumer
Weighted average distance for 1t of cement, if U.S. cement 205 87 52
Weighted average distance for 1t of cement, if foreign cement 266 153 5,306
Weighted average distance for 1 t of cement, if unknown cement 218 101 1,139

To strengthen the confidence in the data usedrimktand train transportation, data
reported by Facanha and Horvath (2006) for,&hd NQ emissions are compared to the data
provided by ecoinvent. The analysis performed imér 8 shows that the difference between
the two sources is not significant. For consisteanyong the sources of data and especially
because the data reported by Facanha and Hon@@6)(8o not differentiate between RPyand
PMso.25 | decided to use the data reported by ecoinvetita main analysis.

Life-cycle impact assessment

The life-cycle impact assessment used to evaluhge life-cycle inventory is a
combination of the characterization factors calimdain Chapter 4 for respiratory impacts
associated with inorganics and IMPACT 2002+ (Jblée al. 2003, Humbert et al. 2009) for
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other impact categories. Results are presentedhdoran health, ecosystems quality, climate
change, and resources. Regionalization is consldeoth in the inventory and in the impact

assessment. The evaluation of the life-cycle inwgnis performed using the software SimaPro
(PRé 2006). The damage to human health evalual@stinto account all emissions other than
the fly ash dust itself. Potential damage to humealth associated with occupational exposure
to fly ash dust during handling of fly ash or dgrifly ash concrete crushing are outside the
scope of this chapter but should also be considarkdther studies.

Regionalization of life-cycle assessment

A detailed discussion of the issue of regional@awnf life-cycle assessment is outside of
the scope of this chapter (see Sedlbauer et d&.7§28hd Chapters 3 and 5 for more discussion
on this issue). Several parameters can change takarg into account the differences among
regions. This section discusses the parameterdfisptr this chapter. Whether the use of
continental or local electricity grid mix is theroect approach in life-cycle assessment is a
methodological issue and is outside the scopeisfctimpter (see Lesage et al. (2008) for more
discussion on this issue). If it is decided to addwe electricity mix used in the life-cycle
assessment to the regional grid, then the inverasspciated with the production of electricity
changes when the region changes. The type of t(ede and efficiency) or train (size,
efficiency, diesel or electric) can change whenndag regions, and thus the emissions
associated with transportation can change. Therdift alternatives to the disposal of fly ash if it
is not used in concrete can also change when amgnggions (see Chapter 9 for different
alternatives to disposal of fly ash). Finally, theerall amount of emissions can vary because of
changes in transportation distances.

In the present case study the overall type and abhuafiemissions caused by a change in
the transportation distances, the type of traiedeli or electric) and the production of Portland
cement are considered to change in the inventognvetcounting for regionalization. Because
varying the electricity mix does not change sigrafitly the results in the case of fly ash concrete
(see Chapter 9), | decided not to address theeinfle of changing the electricity mix in this
chapter.

In the life-cycle impact assessment, regionalizatiofluences the evaluation of the
damage to human health and ecosystems quality Hiese two categories are, at least partly,
influenced by local conditions. However, the evahraof climate change and resources are not
affected by regionalization as these two categaairesglobal. In this specific case study, the
main point of accounting for regionalization is tbealuation of the damage to human health
caused by substantial variations in the populatigtribution patterns within the western United
States. Regionalization is performed using the attarization factors developed in Chapter 4
for respiratory effects of inorganics.

Unit processes

A list of the main unit processes described in tiapter as “foreground” processes, as
well as the electricity mix used as “backgrounddqass for all these unit processes is shown in
Table 10-5. The default electricity mix used in thierent processes is the North American mix
(United States, Canada and Mexico). One of the radgas of using ecoinvent (Frischknecht
2005) is that this inventory database allows onpeidorm regionalization using the archetype-
based approach (Chapters 3 and 5), i.e., to diffiate conveniently among emissions in high or
low population density areas. The last column dil&d.0-5indicates an assumption made that is
different from ecoinvent regarding the archetypemhemissions of pollutants occur. Values for
regionalization take into consideration the efffmet human toxicity and respiratory inorganics
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for human health. Three unit processes are crdatethis chapter. The production of Portland
cement in the United States is created using vdhreiel consumption specific to the United
States (van Oss 2004). The resulting process dfalRdrcement manufacturing in the United
States is 10% to 66% more burdensome (dependintbeoimpact category evaluated) than the
Portland cement process defined in ecoinvent (adapt Portland cement that is 100% based on
clinker). Indeed, the production of United Statesnent requires three times more coal and
petroleum coke than the production of its Europeamterpart. Note that uncertainties in these
values exist, mainly arising from assumptions alibet energy content of the coal. The two
other processes created are Pozzolith 200 N (adrejxtand an electricity mix for North

America (see Table 1046r summary results).
Table 10-5: Impact score of the different unit proesses used in this chapter (if not otherwise refareed,
values are based on ecoinvent v2 — Frischknecht Z)0

Unit AR A D (DY) ssgt?e-m Climate Resources Type of
] = without with " change | (MJ primary regiona-
Unit process ( pf’ar regiona- regiona- (SB?:II%Z (kg non- lization (for
o lization lization y) CO5.c9) renewable) operation)
Truck 40t, average load t-kn 1.9E-7 6.8E-8 0.080 160Q. 2.8 low pop
Truck 40t, average load t-kn 1.9E-7 4.1E-7 0.080 16 0. 2.8 high pop
Truck 40t, average load t-kn 1.9E-7 1.8E-7 0.080 16 Q. 2.8 -
Train, diesel, average load t-km 90% low
’ ' 7.8E-8 3.5E-8 0.011 0.0b 0.7 10% high
Train, electric, average load t-km 2.9E-8 2.2E-8| 006. 0.04 0.7 -
?g:;,t barge, on the river or along “et-km 5.4E-8 6.5E-9 0.009 0.04 0.6 )
Boat, transoceanic t-km 2.3E-8 2.1E-9 0.902 0.01 0.2 -
Inert material landfill, infrastructure t 5.7E-6 7TE-6 2.100 4.60 170. low pop
Inert material landfill, operation t 4.8E-6 6.5E-7 0.390 2.60 39.0 low pop
Portland cement, at plant, “unknown”
pop area (ecoinvent values, 100% t 2.2E-4 1.9E-4 39.00( 910.00 3,800.0| medium pop
clinker)
Portland cement, at plant, low pop area : )
(ecoinvent values, 100% clinker) t 2.2E-4 7.8E-5 39.00( 910.00 3,800.0 low pop
Portland cement, at plant, “unknown”
0, i b
pop area (U.S. values, 100% clinker, 2.4E-4 2.3E-4 47.000 1,060.00 6,300.0| medium pop

recalculated for this chapter, using
ecoinvent data)

Portland cement, at plant, low pop area
(U.S. values, 100% clinker, recalculated t 2.4E-4 8.8E-5 47.000 1,060.00 6,300.0 low pop
for this chapter, using ecoinvent data)

CQ; released from clinker (100%

clinker) included in the value above: 650.00
Gravel, crushed, at mine t 5.0E-6 2.7E-6 1.200 4.30 120.0 low pop
Sand, at mine t 3.5E-6 1.2E-6 0.620 2440 5p.0 lopy p
Water m 2.2E-7 1.7E-7 0.30d 0.36 5.5 -
Admixture, Pozzolith 200 N (created : ) )
for this chapter, using ecoinvent data) kg 1.5E-6 3.2E-6 0.25( 210 74.0
Concrete mixing plant  (ready-mix), . 3.9E+0 3.4E+0 20E+6  3.1E+6 43E+7 ;
infrastructure
Concrete mixing plant (ready-mix}, t 2 0E-6 2 1E-6 0.284 1.60 250 high pop

operation (other than electricity)

Electricity (North America mix), at grid
(created for this chapter, using kWh 3.5E-7 2.0E-7 0.160 0.67 11.0 -
ecoinvent data)

Electricity (U.S. mix), at grid (created KWh 3.7E-7 1.9E-7 0.160 0.73 12.0
for this chapter, using ecoinvent data) ) ) ) ) )

Electricity (coal mix), at grid (created KWh

for this chapter, using ecoinvent data) 6.0E-7 L1E-7 0210 1.10 13.0

Electricity (non-coal mix), at grid
(created for this chapter, usingkWh n/a 2.6E-7 0.110 0.30 11.0
ecoinvent data)

2 See explanation in footnote of Table 9-3.

231



10.4. Results

Impact assessment

The burdens and benefits of the production of onee of fly ash concrete are shown in
Figure 10-2, Figure 10-3, Figure 10-4 and Figure5l0@or, respectively, human health (in
DALY — Murray and Lopez 1996 — using regionalizatimf damage, i.e., having the
characterization factors of pollutants differergchtdepending on whether they are emitted in a
high, medium or low population density area), estey quality (in PDF-fry), climate change
(in kg CO.eq and resources (in MJ of primary non-renewable@y)e Results are presented for
a generic ready-mixed concrete plant in the UniB¢ates and for the specific case of Bode
Gravel ready-mixed concrete plant in San Francisco.

Values of Figure 10-2, Figure 10-3, Figure 10-4 dfidure 10-5 are obtained by
multiplying the reference flows of Table 10-2 withe impacts per unit process indicated in
Table 10-5. An exampled of detailed computatioshiswn in section 10.8.
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Figure 10-2: Damage to human health of one metriohne of concrete, ready to be delivered, for a gene

(i.e., average) U.S. ready-mix plant, as well asrfthe specific case of San Francisco
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Figure 10-3: Damage to ecosystem quality of one miiettonne of concrete, ready to be delivered, for generic

(i.e., average) U.S. ready-mix plant, as well asrfthe specific case of San Francisco

234



1oedwijoN ¢

uononpoud - eyebeifibe esieon @
Kianyjap - erebeibbe asieon M
uononpoud - sjefaibbe jjayoeg @
Kanijop - ayebaibbe jjoyoeg M
uononpoud - (oususb) pueg O
Kanijap - (ousuab) pues M
uononpoud - pues jjayseg O
Kanijop - pues jjeyoses M

pues pueys| |abuy I3

uoionpoud - Juswie) B

Kanjjep -uswen M

(Hpa10) [ypuel - Bejsyyse |4 E
Kanijop - yse A4 &1

Kianijop - Bels B

Jayen O

anxiwpy &

aimonnseyul ‘ueld xiw-Apeay O
uonelado que|d xiw-Apesy B3

Usely,

suege) &IAoyYS  gels

oiseq

yse Ay
%S+

yse Ay
%0

yse Ay
%001

yse Ay
%09

yse Ay
%S+

r 02-

L]

291

jueyd 8)219u09 xiw-Apeal () ‘09sIoueld UBS) [oARIY) apog

ae
Il~\§==

ued 8)219u09 Xiw-Apeal ' M) dLBUAY)

r 0c
r oy
r 09
r 08
r 001
r 0l
r ovl
r 091
r 08}
r 00¢
r 0ce
r 0ve
- 09¢

(pataniap aq 0} Apeal ‘a1e1ouod yse Al Jo 1 /bsz0D) BY)

abueyo ayewipd o} abeweq

Figure 10-4: Damage to climate of one metric tonnef concrete, ready to be delivered, for a generic.¢.,

average) U.S. ready-mix plant, as well as for theecific case of San Francisco
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Figure 10-5: Damage to resources of one metric torrof concrete, ready to be delivered, for a gener{ce.,

average) U.S. ready-mix plant, as well as for theecific case of San Francisco
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Discussion

The four damage indicators show a similar trende @nne of pure Portland cement
concrete, ready to be delivered to the job sitefseapproximately 220 to 240 kg G, and
consumes approximately 1,700 to 1,900 MJ of primaoyn-renewable energy. Commercial
concrete (having between 15% and 25% of fly ashvblpme of binder) emits between
approximately 150 and 210 kg @€} and consumes approximately 1,300 to 1,800 MJ of
primary non-renewable energy per tonne of concrée.a matter of comparison, values
provided by other sources are: 110 kg .GOper tonne of concrete (ecoinvent v2.01 -
Frischknecht 2005); 102, 124, 145, 107 kg.G{per tonne of concrete (for 3,000, 4,000 and
5,000 psi pure Portland cement, and 4,000 psi oontal15% fly ash and 85% Portland cement,
respectively) considering cement and aggregateugtmh and transportation and concrete plant
operation (Caroll et al. 1998), i.e., 0.87% reduttin CQ.q emissions per 1% added fly ash.
Regarding energy consumption, other studies prathideollowing values: 1,690 MJ per tonne
of concrete (Nisbet et al. 2002), 1,400 to 2,000 pdd tonne of concrete (Alcorn and Baird
1996), 1,600 to 2,000 MJ per tonne of concrete (Buan and Honey 1994), 1,200 to 2,000 MJ
per tonne of concrete (FEMP 2001), 2,000 to 8,8Q0pdr tonne of concrete (Lawson 1995).
Values for CQ.eq emissions of the present chapter are on higherithather studies. However,
values for energy consumption of the present chagpte in the same range as the values
obtained by other studies. Further analysis as ageHticcess to the background data of the other
studies would be needed to understand the reasothi® non-correlated result. Damage to
human health is dominated by emissions of ,BMNO; and SQ from Portland cement
production, tailpipe emissions, and electricity quotion. Apart for cases with a dominant
fraction of fly ash for binder, impacts are domethtoy cement production (up to 90% of the
total CQ.eq emissions). Even with 50% of the binder compostdlyoash, the impacts of
concrete are still dominated by cement production 58% is chosen as representing
approximately the highest fraction that can be etgukover a large scale. The concrete found on
the market typically contains 15% fly ash. Witharerage increase of fly ash content from 15%
to 50%, the damage to resources (mostly coal ahdcarisumption) and greenhouse gas
emissions (mostly C§) related to concrete manufacturing could be redume approximately
one third. After cement production, other sourdesnpacts are the delivery of aggregate (coarse
and fine), delivery of cement and delivery of fghaFor fractions above 50%, delivery of fly ash
and slag become dominant. Credits from avoidanakspiosal in landfill of fly ash and slag are
not important (in general less than 1% — with s@reeptions, up to 10% — of the full life-
cycle impacts). Impacts from water consumed in rigdy-mix plant and impacts from the
infrastructure of the ready-mix plant are negligillhe sum of the two is always less than 0.5%
of the total impacts). Overall, the impact of cateris reduced almost linearly with the fly ash
content: each percent of Portland cement replagefllylbash will contribute to a reduction of
environmental impacts of concrete by 0.5% for daenagecosystems quality, 0.7% for damage
to resources, 0.8% for damage to human healthQ#&8d for damage to climate.

Admixture

The admixture used to model the damage is the weadtlkeicing Pozzolith® 200 N (by
Master Builders) (Bode Gravel, San Francisco, ©Galifh, personal communication).
Interestingly, even if the mass of the admixturevesy small (less than one kg per tonne of
concrete, i.e., less than 0.1% by weight), its Gbuation to the final energy demand is not
negligible. Indeed, the contribution of admixtucefinal energy demand is between 0.2% and
10% depending on the fly ash content and assumptibradmixture composition. The
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contribution of admixture to final energy demand t& expected to be 4% for a concrete using
50% fly ash by volume of binder. Therefore, thecfiien of total damage of concrete caused by
admixture is 100 times the fraction of admixturethe total mass of concrete. It means that
relative to its amount used, admixture has a sobatahare of the impacts.

Influence of regionalization on damage to humanthea

The influence of regionalization on the resultsdlafmage to human health related to the
impacts of supply chain associated with the cas&af Francisco is shown in Figure 10-6.
Values of Figure 10-6 are obtained by multiplyiig treference flows of Table 10-2 with the
impacts per unit process with “with regionalizatiamdicated in Table 10-5.

One observes that the damage caused by the shippiogarse and fine aggregate is
substantially affected by regionalization. This etvation is due mainly to reassessment of boat
shipping (barge and transoceanic). Indeed, regamethdamage to human health of boat shipping
is one order of magnitude lower than damage to nuhealth using generic characterization
factors. Indeed regionalization captures the flaat most of the boat emissions occur in low (or
even zero) population density areas. If regiontibrais not considered, emissions of boats are
weighted the same as emissions from trucks, cemlants or power plants that are situated
within populated areas. When train ride is assumeede 90% in a low and 10% in a high
population density area, regionalization reducesdamage caused by train by a factor of two
because of lower amount of people exposed to gairssions. No other major process for the
production of concrete, in the case of San Franciscaffected substantially by regionalization.
However, if the cement plant was situated in a@a argh low population density, the damage to
human health of the cement production would be cedwy a factor of three. A reduction of
damage to human health by a factor of three forecemesults in a reduction of damage to
human health by one half for concrete based on parand cement. For concrete using a high
proportion of fly ash or slag shipped from longtdise, the higher the fraction of fly ash or slag,
the less substantial the reduction of damage tcanumealth.
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Break-even distances

The use of fly ash or slag as partial substitutePfortland cement reduces the impacts of
concrete because the production of fly ash or slagpnsidered to be a waste and thus with no
impacts (see Chapter 9 for a discussion about Viliesh is considered a co-product instead of
a waste). However, longer shipping distances foa#h or slag compared to shipping distance of
cement can partly undo the benefits provided bydisplacement of Portland cement. For the
use of fly ash or slag to be more environmentatlgntlly than Portland cement, shipping
distances for fly ash and slag need to be shdrtar the distances indicated in Table 10-6. Table
10-6 indicates the break-even distances at whicht prmpacts from shipping are equal to the
impacts from producing Portland cement that is 10@&ae from clinker. These distances are
found by dividing the impacts of producing a torofePortland cement (Table 10-5) by the
impacts of transport (Table 10-5) for different reedThese distances are the ones that can be
afforded in addition to the shipping distance oftRod cement to the ready-mix concrete plant.
The United States average shipping distances dfaRdrcement are approximately 220 km by
truck, 100 km by train, and 1,100 km by boat (sabl@ 10-2). Note that if the fly ash or slag is
shipped by train or boat, distances driven by trirokn the rail yard or port to the ready-mix
plant need to be considered in addition to theadist traveled by train or by boat. The credits
earned from avoiding disposing of the fly ash @gsin a landfill are not considered in these
break-even distances. Indeed, fly ash and slagfeee used locally as a substitute for low-grade
(i.e., inert) material, and landfill will not nezgily be the only alternative destination.

Table 10-6: Break-even transportation distances (itkm) for the shipping of fly ash or slag to be asmpacting
as the production of Portland cement.

Damage category used as an indicator for the breagven distance
Human health (DALY)
without with regionalization Ecosy_stems Climate Re_sources (MJ
regiona cement plantin | cement plant in a quality change primary non-
Jlization a medium pop | low pop density (PDF-nt-y) (kg COz9 renewable)
Mode of transportation: density area area
Truck, in a high 1,300 560 210 590 6,500 2,300
population density area (1,200) (460) (190) (490) (5,600) (1,400)
Truck, in a low 1,300 3,400 1,300 590 6,500 2,300
population density area (1,200) (2,800) (1,100) (490) (5,600) (1,400)
I;lﬂévlv?] %Zg;f;i‘é"r'fh 1,300 1,300 490 590 6,500 2,300
density (1,200) (12,100) (430) (490) (5,600) (2,400)
Train. diesel 2,800 6,600 2,500 4,400 21,000 8,400
’ (2,500) (5,400) (2,200) (3,700) (18,000) (5,100)
Train. electric 8,400 11,000 4,200 6,200 25,000 9,000
' (7,600) (9,100) (3,700) (5,100) (21,000) (5,400)
. 4,600 35,000 13,000 5,300 27,000 11,000
Boat, barge on a river (4,100) (29,000) (12,000) (4,400) (23,000) (6,300)
. 11,000 110,000 42,000 24,000 110,000 32,000
Boat, transoceanic (9,800) (90,000) (37,000) (20,000) (91,000) (19,000)

Default case indicates the distances when compgarBdrtland cement modeled with U.S. conditiondu¥a in brackets indicate the distances
when compared to Portland cement modeled with geaidata.

The influences of the regionalization on the ineepntas well as impact assessment can
be seen in Table 10-6. The influence of the redibped inventory is reflected in the difference in
the processes between United States and Europeefoent production, and between diesel
(western United States and Canada) and electrgtef@aUnited States and Europe) trains for
transportation. The influence of the regionalizegbact assessment is reflected in the difference
between a truck driving in an area with low, highumknown population density area, in a
cement plant situated in an area with medium or pmpulation density, and simply between
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damage to human health evaluated without and watisidering regionalization. Depending on
the damage category chosen as an indicator, asaséile location and efficiency of the cement
plant, the break-even distance is approximatelyvéen 200 km and 7,000 km for truck
shipping, between 2,000 km and 30,000 km for tshipping, between 4,000 km and 30,000 km
by barge, and between 10,000 km and 100,000 kmalbgdceanic boat. Thus fly ash should be
shipped from a regional coal fired plant (i.e., facther than a few hundred km) if shipped by
truck. However, fly ash can be imported from thediMest if shipped by train. Fly ash can also
be shipped to or from overseas if done with tragao boat. The limiting damage indicators
alternate between human health and ecosystemstyguabnsidering the high uncertainties
embedded in the evaluation of these two damaggaa¢s, damage to resources could also be
the limiting damage indicator because, based oneTHD-6 results, the difference with human
health is sometimes less than 10%. Climate chad®wever, never the limiting indicator. This
comes from the fact that Portland cement i g{ntensive because it releases a large amount
of COeq during its production (up to one tonne of £ including 543 kg C® from
decarbonization (Frischknecht 2005), per tonneuoé Portland cement). It is highly unlikely for
the different modes of transportation to emit mibian this amount of COlIndeed, 5,600 km by
truck, 18,000 km by train, 23,000 km by barge 0090 km by transoceanic boat (lowest break-
even distances based on £@ Table 10-6) are, from a geographic perspectiwgpally
impossible to achieve. Therefore, the indicatot thahe limiting factor when calculating break-
even distance, which is often damaging to humarttthea ecosystems quality, is sensitive to
regionalization because its impacts are highly ddpet on the local context. The damage to
human health, which can vary by a factor of 10@nifissions occur in a high or low population
density area (Chapters 2, 3, 4 and 8), is espgcsahsitive to regionalization. Damage to
resources is also sensitive to regionalizationughothe energy mix for the cement production
and the energy efficiency of the shipping (i.eelfaonsumption per tonne of fly ash or slag
transported). However, it is less sensitive toageglization than damage to human health since
resource consumption is not expected to vary byentlmain a factor of two, and definitely less
than a factor of ten among regions (compared axef among regions of up to 100 for damage
to human health). These observations show the itapoe of regionalization to increase the
reliability of the results, which in the preseniapker are the shipping distances of fly ash that
can be afforded to have fly-ash concrete be move@mmentally beneficial than concrete based
purely on Portland cement.
Application on a national scale

Results show that when one tonne of cement is atiegl by one tonne of fly ash, the
production of approximately one tonne of £&can be avoided. This result is closely correlated
to the values of one tonne of €€) per tonne of Portland cement produced in the drigates
(Table 10-5). On a national scale, 127 million tesof cement and 20 million tonnes of fly ash
were used in concrete in 2006 (USGS 2008). Thiresponds to 260 million frof ready-mixed
concrete (PCA 2009), or 620 millon tonnes of readyed concrete, responsible for the
consumption of approximately 1.2 billion GJ of parg non-renewable energy (~ 1% of United
States energy consumption) and 150 million tonfeS@.eq emissions (~ 2% of United States
emissions, which are approximately 7 billion ton¢O,..q (USEPA 2009)). If most of the
entire production of fly ash in the United States/Q million tonnes per year) could be used to
displace cement (in the United States as well amaighboring countries or overseas, if
transported by boat) instead of the current amotiohly 20 million tonnes per year, the savings
could increase to 0.3 billion GJ of primary noneemble energy and 50 million tonnes of

241



COseq As a matter of comparison, this would represeri.3% reduction of United States
energy consumption and a 1% reduction of UnitedeSt&€Q_.q emissions. Hence a wise use of
fly ash can significantly reduce United States gheeise gas emissions.

A similar analysis can be done for damage to huheaith. Figure 10-2 and Table 10-1
show that benefits from using fly ash in concreteabout 2.3E-4 DALY/t of fly ash. This value
is calculated by dividing the reduction in damagehtiman health from using 50% fly ash
concrete instead of 0% fly ash concrete, which.iEZD DALY/t of concrete (i.e., 6.9E-5 —
4.8E-5 DALY/t of concrete — Figure 10-2) by the #fh content of 50% fly ash concrete,
which is 0.09 t fly ash/t of concrete (Table 10-Iherefore, if most of the entire production of
fly ash in the United States (~ 70 million tonnes gear) could be used to displace cement
instead of the current amount of only 20 milliomnes per year, the potential reduction in
damage to human health could be approximately 02[D8LY/y or 0.2% of annual “DALYS”
caused by outdoor pollution in the United Stateab{& 5-7). Using a value of 10 DALY per
premature death (Table 4-4), using the full amairity ash to displace Portland cement would
potentially avoid 1,200 premature deaths annudlhe data used in Figure 10-2 were generated
considering regionalization. If one would have mgk regionalization, the overall calculated
benefits would have been a factor of two highegFe 10-6). Therefore, if one wants to use
life-cycle assessment for policy-decision makingas-for example, whether to promote or not
reuse of fly ash, or whether to provide a tax d¢réaifly ash in function of its actual benefit for
human health — regionalization may not change anh&ing between scenarios (e.g., the ranking
does not change in Figure 10-6) but may changaltlelute value of the potential benefits that
can be expected (e.g., 1,200 instead of 2,400 pweenaeaths avoided annually). Passed a
certain level of absolute benefits, using regiaalon may become important to increase the
accuracy of life-cycle assessment results. The isvi® be discussed, but a difference of about
1,200 premature deaths annually can be considerédiently important to justify investing
more time in generating the regionalized figures.

10.5. Conclusion and recommendations

The overall impacts of pure Portland cement coeceee dominated by the cement
production (50% to 90%, depending on the damagserhas an indicator). One tonne of pure
Portland cement concrete, ready to be delivereth@ojob site, emits approximately 230 kg
COs.eq Commercial concrete (with 15% to 25% fly ash) tsmapproximately 150 to 210 kg GO
eq Per tonne of concrete. The two critical parameiteftsencing the overall impact per tonne of
concrete are (i) the overall amount of binder ndguks tonne of concrete, and (ii) the fraction of
the binder that is made of fly ash or slag. Inddbd, use of fly ash or slag can significantly
reduce the impacts of concrete. However, attentgeds to be paid to the shipping of fly ash or
slag. If shipped over long distances, the shippiegds to be done by train or boat and the
shipping by truck reduced to a minimum (a few healdkm at the most). The limiting factors
when evaluating the break-even distance are thegano human health and ecosystem quality,
as well as the damage to resources. Damage toteliyaot a limiting factor for the shipping of
fly ash or slag. Damage to human health is domthbyeemissions of Pk, NO, and SQ from
Portland cement production, tailpipe emissions, alattricity production. Since damage to
human health can vary up to a factor of 100 betwesses where emissions occur in a low
population density area and those that occur iigla fopulation density area, the regionalization
of the inventory of emissions (i.e., where PIM NGO, and SQ are emitted) and impact
assessment (i.e., how do the characterizationraébo PM 5, NOx and SQ change depending
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on where these pollutants are emitted) is impotiamicrease the reliability of the results. Note
that even if regionalization modifies significantlye results, it may be important only if the

scale o fthe effects matters. Finally, once a Ifitghtion of fly ash or slag is used, the impact of
aggregate shipping starts to be substantial (D% of the impacts for a 50% fly ash concrete)
and should be watched carefully. To minimize theiremmental impacts associated with

concrete, (i) fly ash or slag needs to be used washmas technically feasible, (ii) fly ash or slag

needs to be shipped as much as possible by trdinair(and less than a few hundred km if by
truck), and (iii) coarse and fine aggregate shduddshipped from less than approximately 100
km if by truck or 500 km if by boat. The conclussoabout fly ash are valid as long as the fly ash
is considered a waste and not a co-product frontoléfired power plants (see Chapter 9 for a
detailed discussion on the issue of waste versysaduct).
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10.8.

Supporting information

Table 10-7 shows an example of detailed computatoabtain the climate change score
(Figure 10-4) for a generic United States ready-otrcrete plant, containing 15% of fly ash
(second bar in Figure 10-4).

Table 10-7: Example of detailed computation to gemate the impact score.

Damage score
Composi- (multiplication of
tion Reference flows (composition Im_pact score of the | the reference ﬂow_s
Life cycle stage ('1I'g_bllge multiplied by reference flow in Table unit pr(i%e_zi (T2 Cotlrrggezgciln%zgtmt
(t/t of 02 ([P0t eif GO AR (kg COz.eq) score column)
concrete) (kg COs.cqper t of
concrete)
Coarse aggregate - production 0.43Q 0.43t 4.30 per 1.9
Coarse aggregate - delivery 0.430 0.43 tx 100 km = 43 tkm by boat 0.04 per tkm 1.7
0.43 tx 100 km = 43 tkm by truck 0.16 per tkm 6.9
Sechelt aggregate - production - - - -
Sechelt aggregate - delivery - - - -
Sand (generic) - production 0.320 0.32t 2.40 pert 0.77
Sand (generic) - delivery 0.320 0.32 tx 100 km = 32 tkm by boat 0.04 per tkm 1.3
0.32 tx 100 km = 32 tkm by truck 0.16 per tkm 5.1
Sechelt sand - production - - - -
Sechelt sand - delivery - - - -
Angel Island sand - - -
Cement - production 0.153 0.153't 1,063 per t 163
Cement - delivery 0.153 0.153 tx 1139 km = 174 tkm by boat 0.01 per tkm 1.7
0.153 tx 101 km = 15.5 tkm by train 0.05 per tkm 0.78
0.153 tx 218 km = 33.4 tkm by truck 0.16 per tkm 5.3
Fly ash/slag - landfill (credit) 0.027 -0.027 t_(lnert material landfil, 4.60 pert -0.12
infrastructure)
-0.027 t (Inert materlal landfill, 2.60 per t 0,074
operation)
0.027 tx -50 km = 1.35 tkm by truck 0.16 per tkm -0.22
Fly ash - delivery 0.027 0.027 tx 1000 km = 27 tkm by train 0.05 per tkm 1.4
0.027 tx 100 km = 2.7 tkm by truck 0.16 per tkm 0.43
Slag - delivery - - - -
Water 0.070 0.070 m3 0.36 per m3 0.025
Admixture 0.00054 0.54 kg (production) 2.10 per kg 1.1
0.00054 tx 50 km = 0.027 tkm by truck 0.16 per tkm 0.0043
Ready-mix plant, infrastructure 2.1E-8 plant 3.6Fper plant 0.065
Ready-mix plant, operation 1.85 kWh 0.73 per kWh 41
1.60 per t for other
1t for other processes processes 1.6
Net impact 193

A similar approach is used to generate the resoitall other damage scores (“bars” in the
different figures) presented in this chapter.
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11. Conclusions

Life-cycle assessments, and especially carbon fmbtassessments, are increasingly
used for decision and policy-making in industry ggm/ernment. However, when it comes to
impacts other than carbon footprint, some are staEbout the accuracy and robustness of life-
cycle assessment results. A typical example oftakiem relates to for the impact categories that
are sensitive to regionalization, especially ifsdampact categories are calculated using generic
scenarios and parameters (i.e., national, contwheot global average inventory and
characterization factors). One of the categories it sensitive to regionalization is damage to
human health. Regionalization can be importantciases that have significant and extended
supply chains that may cross regions. To addressképticism, the current practice in life-cycle
assessment stresses the importance of being “geogadly differentiated” or “regionalized.”

In this dissertation | addressed the issue of redipation in life-cycle assessment with a
particular emphasis on impact assessment. | explbmv life-cycle assessment results can
potentially be influenced when the location of estuss is taken into account, with an emphasis
on damage to human health.

Through the development of the IMPACT North Ameradad UFPM models, and the
review of other models evaluating particulate nratté studied questions related to
regionalization of life-cycle assessment. | theawdiconclusions about regionalized life-cycle
assessment practice and the level of accuracycdratbe achieved when addressing human
health in life-cycle assessment.

11.1. Summary of this dissertation

By combining and extending the results of previaiisdies and models addressing
regionalization in impact assessment, a spatiagolved model for North America, called
IMPACT North America, is developed. Geographicatlifferentiated intake fractions and
characterization factors are evaluated for the NArherican continent for human toxicity.

| show that particulate matter contributes to mibvan 90% of the damage to human
health from outdoor emissions. Therefore, more intgnee is placed on modeling fate, exposure
and effect of particulate matter. | review previousrk done on particulate matter and provide
several modeling approaches. | explore the conakepptake fraction and use it to re-evaluate
intake fractions (through the development of thePWFmodel) and effect factors for particulate
matter. | generate intake fractions, effect factansl characterization factors for particulate
matter for different conditions, with an emphagispmpulation density patterns at the location of
emission.

These factors can be used in damage-oriented imgesgssment methods to North
America. | identify critical parameters influencingake fractions and characterization factors,
such as population density and agricultural pradaantensity. The importance of modeling an
“urban box” and a “remote area” is also presentadl lasuggest incorporating these archetypes
in life-cycle inventory databases.

| evaluated the influence of using a regionalizatstheme based on archetypes (i.e.,
focusing on the characteristics of the locationeafission) instead of on geography (i.e.,
focusing on where in the world the emission occwasyl found that an archetype based
regionalization is less data intensive and can igeovwhe same accuracy as a geographic
regionalization.
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Following the introduction and evaluation of reqatimed life-cycle assessment, | apply
regionalization to the case of fly ash concretéddntify critical parameters influencing the
environmental trade-offs between fly ash concreté Rortland cement concrete. Within this
context, | also analyze the influence of modelifgices within the life-cycle inventory,
revealing that the use of fly ash in concrete may always be environmentally beneficial if
reusing fly ash contributes to increase competytiof coal-based electricity.

Through the development of the new models, alonth whe different applications,
various questions related to spatial life-cycleeasment can be studied, and several conclusions
can be drawn about what is important to consideznmyberforming regionalization in life-cycle
assessment.

| observed that when looking at specific polluta#en looking at only foreground
emissions, at processes where impacts are domibgtéateground emissions or by a specific
background process in the supply chain, regionaizaof human health can be important.
Indeed the characterization factors for specifidlypants can vary by several orders of
magnitude depending on emission location. Howeifethe processes studied or scenarios
compared have their impact score on human heatttirded by background emissions that are
either correlated (e.g., production of diesel far or coach) or distributed over an extensive
supply chain (and therefore with distributed), oegilization will not be important anymore.
Indeed, correlated processes will not change rgntimong scenarios and distributed emissions
will not be sensitive to regionalization.

| also observed that for some specific pollutadierentiation between urban and rural
emissions can make a significant difference indharacterization factors (up to several orders
of magnitudes). However, for primary PM, urban uersural emissions have only limited
influence on the characterization factors (one ormofie magnitude) and for secondary PM,
differentiating between urban and rural emissionsesd not change significantly the
characterization factors (~10%). Since processes ofien dominated by impacts of PM,
regionalization schemes should address PM as &mudtpriority. Though differentiating urban
and rural emissions is still of importance, it iscaimportant to differentiate urban or rural
emissions from remote emissions (this will influeraharacterization factors of primary PM but
especially also of secondary PM by more than arafimmagnitude). Because processes situated
in remote locations may have significantly lowerigsion control devices than processes
occurring in populated areas, using generic charnaetion factors would over emphasize
contributions from parts of the supply chain ocmgrin remote area compared to the parts
occurring in populated areas (this could partlylaixpthe surprising results obtained for the car
and the truck where backgrounds impacts seems impatant than foreground impacts).

11.2. Uncertainty, variability and future research needs

Modeling the fate, exposure and effect of polludastsubject to uncertainty and variability.
The models and methods developed in this dissemtatire complex and data intensive.
However, the human health damage score (in DALYty)n fine particulate matter evaluated
with fate, exposure and effect modeling in thisdigation falls within the human health damage
(in DALY/y) observed with epidemiological studiek addition, both life-cycle assessment
modeling and epidemiological studies suggest tiva particulate matter dominates overall
damage to human health from outdoor emissions.€Thesllts are of great interest and suggest
that fate, exposure and effect modeling approachesd in damage-oriented life-cycle
assessment manage to quantify correctly the ovalablute damage to human health from
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outdoor emissions. This suggests that damage-eddifé-cycle assessment is mature enough to
be used for strategic decision-making in indusgryvall as in policy.

Several sources for uncertainty and variation canidentified, indicating where future
research is needed.

The IMPACT North America model developed in Chapferis developed for North
American conditions. It would be of interest to ard this model to other regions of the world,
and especially for regions with fate and exposwrediions significantly different than found in
North America. This would also remove potential en@inties caused by edge effects (i.e., bias
in the results from emissions originating in looatnear the edge of the model).

The results for intake fraction and effect factgenerated in Chapter 4 are for global
conditions. Further research is needed to identifgther results for specific continents would
differ significantly from global results (e.g., &kke fractions for North America might be
significantly lower than global intake fractiongnd if so, generate the results for specific
continents.

Intake fractions can vary by several orders of ntage depending on the location where the
emission occur. Therefore, for scenarios or prasdbat have uncorrelated emissions (i.e.,
emissions that are not coming from the same prickfescycle assessment results for damage
to human health using generic characterizationofactmight not be meaningful because the
actual, regionalized result can differ by sevenaless of magnitude from the results obtained
using generic characterization factors.

Average intake fractions should be based on emmss&ighted average intake fractions.
However, as emissions data are often unavailaldeggest using population distribution as a
proxy for emissions distribution. However, one reé¢d keep in mind that using population-
weighted intake fraction as a proxy for emissionghted intake fraction introduces a potential
source of error. Thus, further research is needexder to identify what averaging methods are
most appropriate and to have better data on emiskstributions.

Because particulate matter dominates among the gisnt® human health from outdoor
emissions, further research is needed to betteeasdi) the different types of particulate matter
and especially the influence of their particle stiistribution and composition (e.g., the effect
factors for road dust might be different the efféttor of tailpipe emissions), (ii) fate and
exposure modeling such as environmental conditionsing height, wind speed, etc.) but also
the averaging methods, (iii) exposure scenariogratahe world (that can vary by more than an
order of magnitude between different urban areas @anthree orders of magnitude between
remote and urban areas), (iv) exposure from inéoaissions, (v) the influence of buildings on
the fate, exposure or effect factors for indooraxpe to PM from outdoor origin, (vi) effect
factors, how they are evaluated and whether thegrmtk on local conditions, (vii) how the two
separate processes that elicit a health responea wdrticles deposit in the lungs (i.e., either
because they are foreign objects or because ofchi@micals sorbed on their surface)
interconnect, and finally (viii) secondary PM framnganics, which has not been treated in the
present dissertation.

| showed that when indirect emissions have a st contribution to the overall impact
score (which is often the case), the need for regipation in life-cycle impact assessment is
reduced.

This dissertation focuses on outdoor emissions. é¥aw as shown in Chapters 2 and 4,
indoor emissions can have intake fractions severdérs of magnitude higher than outdoor
emissions — and could potentially have higher dartaghuman health than outdoor emissions.
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Therefore more research is needed to evaluatedoission inventory and exposure scenarios
for indoor emissions.

More research is needed to understand how mangtgpes are needed and how to make
the best use of them in life-cycle inventory datssaand life-cycle impact assessment methods.

In this dissertation, | focus on damage to humaaitheFuture research is needed to address
regionalization for other damage categories, ssatcasystems quality or water use.

In order to generate usable, meaningful and trustfaracterization factors that can be used
for policy-based studies, it would be importantgive more attention to the quality of the
physico-chemical parameters of each substance. tferbeonsistency as well as explicit
uncertainty parameters would be needed in phydieorecal parameters databases.

Future research should aim at better implemengggpnalization schemes in both life-cycle
inventories and life-cycle impact assessment method

Finally, even if regionalized life-cycle impact assment methods are available, applying
them requires a matching level of information froine life-cycle inventories. However, life-
cycle inventory databases often do not contaimthtehing level of information — indeed, most
life-cycle inventory databases only account for tinedia of emission (e.g., air) without giving
any indication about the environment (e.g., urbaruml). For example, if an impact assessment
method can consider important to differentiate leetwvurban and rural emissions and provides
characterization factors for both environments, thatt the life-cycle inventory database only
contains emission in the air, not specifying whethés in urban or in rural environment, one
will not be able to match correctly the charactian factors to the inventory results. Therefore,
more research is needed to better address regatiati in life-cycle inventory. | strongly advise
life-cycle inventory developers to consider theomfation needs for regionalized life-cycle
impact assessment when developing regionalizatiberses in inventory databases.

11.3. Summary of the outcomes

This research provides spatially resolved intaleetions and characterization factors to
address human health impacts for North Americ&drth America, intake fractions can vary by
up to several orders of magnitude, mainly dependimgopulation density close to the location
of emission.

| show that particulate matter dominates damagehuman health from outdoor
emissions. This finding points out the need tod@yote more detailed attention to particulate
matter when modeling the fate, exposure and effégiollutants, and (ii) address particulate
matter as a priority in regionalization schemes pagld in life-cycle assessment, such as
archetypes selection in life-cycle inventory datsha

This work demonstrates that, when addressing thesisf regionalization in inventory
and impact assessment, priority should be giventh® development of archetype-based
regionalization. Spatialization (i.e., evaluatinige texact location) should only be used in
occasional cases when results from key processektade explored specifically.

THE END
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