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In a 2008 paper entitled “Parallel programming: can we
PLEASE get it right this time?”, Mattson et al. [1] wrote,
“With few exceptions, only graduate students and other strange
people write parallel software.” Parallel programming had
already started becoming more widespread in the research
community with the 1995 publication on the first distributed-
memory Beowulf clusters comprised of networked commodity
personal computers [2]. Shared-memory parallelism prolifer-
ated in the mid-2000s when the multicore processors first
proposed a decade prior [3] reached commodity status contem-
poraneously with the advent of general-purpose computation
on graphics processing units (GPGPUs) [4]. With these hard-
ware trends democratizing parallel computing, the timeliness
of the 1996 Message Passing Interface (MPI) specification [5]
and the 1997 OpenMP specification explain the widespread
use of programming models defined outside of programming
languages. But it no longer has to be this way!

Mattson et al. called for a simpler parallelization paradigm:
“An ideal solution would automatically exploit concur-
rency through techniques such as. . . automatic paralleliza-
tion of loops.” Fortran 2008 [6] answered this call with
do concurrent and also supported distributed-memory
parallelism by incorporating aspects of the Co-Array Fortran
language developed in 1996 by Numrich and Reid [7], who
stated, “The underlying philosophy of our design is to make
the smallest number of changes to the language required
to obtain a robust and efficient parallel language without
requiring the programmer to learn very many new rules.”

This material is based upon work supported by the U.S. Department of
Energy, Office of Science, Office of Advanced Scientific Computing Research.

Fortran 2023 greatly expands the parallel feature set. The
Cray, Intel, LFortran, LLVM, and NVIDIA compilers automat-
ically parallelize do concurrent. The Cray, Intel, GNU,
and NAG compilers support coarrays. Thus, language-based
parallelism is emerging as a portable alternative to extra-
language programming models.

This talk will present experiences with the automatic par-
allelization of do concurrent in the Fortran 2023 deep
learning library Inference-Engine1 and coarray communication
in the Intermediate Complexity Atmospheric Research (ICAR)
model2, respectively.
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