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ABSTRACT OF THE DISSERTATION

Generalized Span Categories in Classical Mechanics and the Functoriality of the Legendre
Transformation

by

Adam Maher Yassine

Doctor of Philosophy, Graduate Program in Mathematics
University of California, Riverside, June 2020

Dr. Michel L. Lapidus, Co-Chairperson
Dr. David Weisbart, Co-Chairperson

Span categories provide an abstract framework for formalizing mathematical models of certain

physical systems. The categories appearing in classical mechanics do not have pullbacks and this

limits the utility of span categories in describing such systems. We introduce the notion of span

tightness of a functor F from categories C to C ′ as well as the notion of an F -pullback of a

cospan in C . If F is span tight, then we can form a generalized span category Span(C , F ) and

circumvent the technical difficulty of C failing to have pullbacks. Composition in Span(C , F ) uses

F -pullbacks rather than pullbacks. We introduce the augmented generalized span categories LagSy

and HamSy that respectively provide a categorical framework for the Lagrangian and Hamiltonian

descriptions of certain classical mechanical systems. The morphisms of LagSy and HamSy contain

all kinematical and dynamical information about these systems and composition of morphisms

models the construction of systems from subsystems. A functor from LagSy to HamSy translates

from the Lagrangian to the Hamiltonian perspective and is a categorical analog of the Legendre

transformation.

x



Contents

List of Figures xii

1 Introduction 1

2 Background 8
2.1 Differential Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Classical Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Category Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3 Pullbacks and Span Categories 25
3.1 Span Categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Examples of Categories that have Pullbacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Some Categories that do not have Pullbacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4 Diff does not have Pullbacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 F -Pullbacks, Span Tightness, and Generalized Span Categories 41
4.1 Composition by F -Pullbacks and Span Tightness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 The Generalized Span Category . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3 Structures on the Fibered Product . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5 Lagrangian and Hamiltonian Systems 68
5.1 Systems as Isomorphism Classes of Augmented Spans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2 Paths of Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3 F -Pullbacks of SympSurj and RiemSurj in Diff . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6 Physical Systems as Morphisms 74
6.1 The Categories HamSy and LagSy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.2 The Legendre Functor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.3 Motivating Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

xi



List of Figures

1.1 Three Masses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Many Masses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Three Point Masses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Three Mass Phase Space. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3.1 The Span S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 The Cospan C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 The Pairing of S with C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 A Span Morphism from S to Q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5 Pullback Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.6 Two Point Manifold Contradiction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.7 Transverse and Nontransverse Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.8 Transverse and Nontransverse Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.9 Φ is a Bijection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.1 Composing S and Q along P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 The Composite S ◦P Q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Isomorphic Compositions of Isomorphic Spans. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4 The Composite

(
S ◦P1 Q

)
◦P2 T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.5 Comparator Span. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.6 Composing S with IdSR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.7 The Composite S ◦S IdSR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.8 Table of Categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.1 Associativity of Augmented Span Composition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.2 Composition of d f with the Musical Isomorphisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.3 Configuration Spaces for Three Point Masses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

xii



Chapter 1

Introduction

Category theory provides a formalism for unifying ideas across a wide spectrum of disciplines.

The last few decades have seen rapid growth in the application of category theory to the study of

systems and the emergence of applied category theory as a field of study. The recent book [31] is an

introductory text for the general scientific community in which Spivak discusses some applications of

category theory. Baez and Dolan apply category theory to study topological quantum field theory in

[5]. Fuchs, Runkel, and Schweigert discuss categorification in the context of conformal field theory

in [20] and give many references to work in this direction. Brunetti, Fredenhagen and Verch use

category theory in [14] to study model-independent descriptions of quantum field theories. Thaule

discusses open and closed strings in [32], building on the earlier work [4] of Baas, Cohen and Ramírez.

Recently, Baez, Fritz, and Leinster gave a categorical interpretation of entropy in [7], demonstrating

a connection between category theory and information theory.

A prominent program in applied category theory is to describe systems as the morphisms of

an appropriate category, where the composition of morphisms describes the way in which systems

compose to form more complicated systems. Category theory has found applications in the study

of quantum theory and information theory, but there is a striking absence in the literature of its

application in the study of classical mechanics. We introduce an abstract framework for classical

mechanics that makes precise some physical heuristics and permits the Legendre transformation to

be viewed as a functor from a category of Lagrangian systems to a category of Hamiltonian systems.
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Since the study of classical systems involves solving differential equations that describe paths on

general Riemannian and symplectic manifolds, it is in some ways more complicated than the study

of the quantum counterparts, at least in the setting of flat spacetimes. This thesis investigates some

previously unidentified structures that appear critical to the study of classical mechanics in an abstract

setting and that promise more generally to significantly enlarge the scope of application of categories

to the study of complicated systems.

Figure 1.1: Three Masses

Figure 1.1 represents a system with three point masses attached by springs, where all motion

is along the same line. Figure 1.2 represents the more complicated system formed by attaching

additional point masses and springs in series. View a pair of point masses attached by a spring as a

fundamental component, or subsystem, of one of these more complicated systems. The spring-mass

subsystems are open systems in the sense that both forces internal to the subsystem and external forces

of the larger system govern the dynamics of the subsystems. A study of the combined spring-mass

system of Figure 1.2 motivates our current investigation. The system has a state space that is either

the tangent space to a Riemannian manifold in the Lagrangian description or is a symplectic manifold

in the Hamiltonian description [2].

Figure 1.2: Many Masses

A path in the state space models the path of motion of each of the masses. Mappings from the

state space of the combined spring mass system to the state spaces of the subsystems should permit

the state spaces of the subsystems to be viewed locally as embedded Riemannian or symplectic

submanifolds of the state space of the combined system, where the Riemannian or symplectic

structures are consistent with that of the larger manifold. This restriction on the admissible mappings

between the state spaces implies that a Lagrangian description involves objects and morphisms in a

2



category of Riemannian manifolds with surjective Riemannian submersions and that a Hamiltonian

description involves objects and morphisms in a category of symplectic manifolds with surjective

Poisson maps.

Figure 1.3 depicts a linking of subsystems to form a larger system, where two spring-mass systems

combine by identification of a center mass given by the right mass of the spring-mass system on the

left and the left mass of the spring-mass system on the right. Figure 1.4 depicts the state spaces of the

systems in Figure 1.3 from a Hamiltonian perspective. Each of the maps that Figure 1.4 depicts is a

canonical projection. At the lowest level in Figure 1.3 are the three distinct masses. View each mass

as moving along a line where the forces acting on each mass are external to the system. Each system

has T∗R, the cotangent bundle to R, as its state space. At the middle level, view the system as two

spring-mass systems, each with a state space given by T∗R2 and with an external force acting on one

of the masses. The total system is a system with three masses interacting in series, where connecting

springs mediate the interaction of the masses. The state space for this system is a fibered product of

two copies of the symplectic manifold T∗R2 over the manifold T∗R.

Figure 1.3: Three Point Masses

The fibered product is a six dimensional symplectic manifold, whereas the cartesian product

of the state spaces is an eight dimensional symplectic manifold. While the fibered product is an

embedded submanifold of the product, it will not be a symplectic submanifold when endowed with

the symplectic structure that it requires to be the state space of the given physical system. The

Lagrangian setting is similar, but uses tangent bundles rather than cotangent bundles as the state

spaces. The fibered product together with its canonical projections appear to encapsulate the physical
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T∗R2 ×T ∗R T∗R2

T∗R2 T∗R2

T∗RT∗RT∗R

Figure 1.4: Three Mass Phase Space

meaning of identifying the right mass of the left spring-mass system with the left mass of the right

spring-mass system. Both Dazord in [17] and Marle in [27] had similar insights with respect to

studying constrained systems, which are similar to the systems given above in the sense that the

masses that connect our systems can be thought of as a geometric constraint. In fact, Dazord explicitly

uses fibered products to construct the configuration and state spaces for certain constrained systems.

Suppose that X , Y , and Z are sets and f and g are functions that respectively map X and Y to the

set Z . Denote by ρX and ρY the respective canonical projections

ρX : X × Y → X and ρY : X × Y → Y .

Denote by πX and πY the respective restrictions of ρX and ρY to the fibered product X ×Z Y , the

subset of X ×Y consisting of all elements on which f is equal to g. Maintain this notation henceforth.

The fibered product in the category Set, whose objects are sets and whose morphisms are functions,

has certain universal properties to be studied in Section 3.2. The connection between these universal

properties and the construction of span categories for modeling classical mechanical systems is a

central theme of the current investigation.

A span in the category Set is a pair of functions with the same source. The fibered product

together with the span (πX, πY ) gives a prescription for composing certain spans in Set. Bénabou

proved in [12] that if C is a category with pullbacks then there is a bicategory, Span(C ), whose

objects, morphisms, and 2-morphisms are the respective objects, spans, and maps of spans in C . To

avoid unnecessary complications, view this bicategory as a category, a span category, by ignoring
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the bicategory structure and taking isomorphism classes of spans in C , to be defined in Section 3.1,

as the morphisms. Fibered products define a composition of isomorphism classes of certain spans in

Set that seems strikingly similar to the way in which classical mechanical systems appear to compose.

Earlier works have used span and cospan categories to study the composition of physical systems.

For example, Baez and Pollard used cospans in [9] to study reaction networks. Haugseng used spans

to study classical topological field theories in [22]. In [19], Fong developed the notion of a decorated

cospan, broadening the potential use of cospan categories in the modeling of physical systems.

Professor John Baez initiated the current line of research by proposing that the study of classical

mechanics might have a foundation in category theory, in particular, that classical systems could

be morphisms in an appropriate span category, where composition of morphisms using fibered

products would describe the composition of physical systems. An abstract formalization of classical

mechanics should deepen our understanding of the foundations of classical mechanics and may

also offer a way to automate the modeling of classical mechanical systems. It also promises to

provide model independent descriptions of classical mechanical systems. The current study requires

substantial extensions of known tools in category theory. Modeling classical mechanical systems

necessitates working with spans in categories other than Set, where the fibered product lacks the

universal properties that it has in Set.

Chapter 5 defines an augmented span, a physical system, and an isomorphism class of augmented

spans. The language and approach it employs is arguably nonstandard from a category theorist’s

perspective but we have found it both helpful for presenting the results to non-specialists in category

theory and for use in practical applications. An isomorphism class of augmented spans that can

describe a physical system from either a Lagrangian or Hamiltonian perspective encodes all observable

information in a physical system. It is natural to view a physical system as an isomorphism class

of spans in the category of Riemannian manifolds with surjective Riemannian submersions in the

Lagrangian setting or as an isomorphism class of spans in the category of symplectic manifolds

with surjective Poisson maps in the Hamiltonian setting. Section 5.3 makes use of Example 3.3.4

to demonstrate that neither of these categories has pullbacks, and so the work of Bénabou does not

apply. For this same reason, it does not appear that the work of Fong can be modified from its cospan
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setting to a span setting that is useful to the present discussion. Denote by Diff the category whose

objects are smooth manifolds and whose morphisms are smooth functions. Since two submanifolds

of a given manifold may not intersect transversally, the fibered product of manifolds is not necessarily

a manifold and so Diff does not have pullbacks. This technical difficulty that Spivak encounters in

[30] parallels a central technical difficulty of the thesis. Spivak uses a homotopy pullback rather than

a pullback because the fibered product in his setting is not necessarily a smooth manifold. The fibered

products appearing in the thesis will necessarily be smooth manifolds, but the universality condition

of a pullback fails. Spivak’s approach does not seem applicable to the current setting because the

categories that appear in classical mechanics have more structure than Diff and the study of classical

mechanical systems requires some preservation of the additional structure.

Section 4.1 defines an F -pullback of a cospan in C and the span tightness of the functor F ,

as well as the composite of two spans along an F -pullback. While the notion of an F -pullback

generalizes the notion of a pullback in a way that is sufficient for the current setting, without an

additional condition on F it is not enough to provide a method for composing isomorphism classes of

spans. Section 4.2 proves that if the functor F is span tight, then there exists a category Span(C , F )

whose objects are the objects of C and whose morphisms are isomorphism classes of spans in

C . Composition in this generalized span category is defined using F -pullbacks and appears to

depend on the functor F . Generalized span categories determine the kinematical properties of a

physical system in the Hamiltonian setting and the free systems in the Lagrangian setting. We use the

notion of an augmentation of a span in order to construct, in Chapter 6, the augmented generalized

span categories HamSy and LagSy. In the Hamiltonian setting, the augmentations determine the

dynamical evolution of the system. In the Lagrangian setting, the augmentations determine the

potentials of the physical systems, hence their dynamics as well. The categories LagSy and HamSy

provide a framework for studying physical systems respectively from the Lagrangian and Hamiltonian

perspectives. Section 6.2 introduces a functor L from LagSy to HamSy that translates from the

Lagrangian to the Hamiltonian perspective, an analog of the Legendre transformation in a category

theoretic setting. The augmentations we introduce greatly generalize certain aspects of Fong’s work

in [19]. Further generalization of augmentations should more completely generalize the decorations
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of [19]. These categories provide a precise framework for describing certain complicated physical

systems as composite physical systems with open constituent parts that are each easier to model than

the original system. While this section works out a basic example, future work will more thoroughly

address applications to more complicated systems.

This thesis is based on and heavily borrows from [10] and [33].
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Chapter 2

Background

2.1 Differential Geometry

Smooth Manifolds

Refer to [8] and [23] as standard references for smooth manifold theory. We present some well known

definitions in order to explicitly establish language and notational conventions.

Definition 2.1.1. An m-dimensional manifold is a triple (M,TM,AM ) such that

(1) M is a set;

(2) TM is a topology for M that is Hausdorff and second countable;

(3) AM is an atlas, a collection of homeomorphisms such that the domain of each element ofAM

is an open subset of M , the collection of domains of the elements of AM form an open cover

for M , and the range of each element of AM is an open subset of Rm.

If AM is maximal with respect to the property that for any φ and ψ in AM that have intersecting

domains, the transition function φ ◦ ψ−1 and its inverse are of class Cr (r-times continuously

differentiable), then M is a Cr–manifold. Only the smooth case, when r is infinity, is relevant to the

present work. Refer to the elements of AM as coordinates and refer to their domains as charts.
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It is customary to denote by M a manifold (M,TM,AM ) and we generally follow this convention,

except when it is important to explicitly distinguish between the manifold, the topological space

associated to the manifold, and the underlying set. Reference to the manifold M, the topological

space M , and the underlying set M , will respectively be a reference to the triple (M,TM,AM ), the

pair (M,TM ), and the set M . Unless stated otherwise, all manifolds in this thesis are smooth. Denote

the set of smooth real-valued functions on M by C∞(M).

Definition 2.1.2. A derivation D at the point x in M is a linear function from C∞(M) to C∞(M)

that has the Leibniz property, meaning for all f and g in C∞(M),

D( f g)(x) = (D f )g(x) + f (x)(Dg).

Definition 2.1.3. Let M be a manifold and p be in M . Define TpM , the tangent space of M at p, to

be the set of all derivations at the point p.

Definition 2.1.4. A bundle is a pair of manifolds E and B together with a map π : E → B, a triple

(E, B, π). The manifold B is the base space. The manifold E is the total space. The map π is called

a projection. For any point x in B the set π−1(x) is the fiber over x.

Definition 2.1.5. A bundle with total space E, base space B and projection π is locally trivializable

if there is a manifold F, the standard fiber, such that for any x in B there is an open subset U of B

containing x and a homeomorhism φ : π−1(U) → U × F such that for each z in π−1(U),

π(z) = proj1(φ(z)),

where proj1 is the projection onto the first coordinate.

Definition 2.1.6. A fibre bundle is a locally trivializable bundle (E, B, π) where the map π is a

continuous surjection. A smooth fibre bundle is a fibre bundle in the category of smooth manifolds.
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Definition 2.1.7. The tangent bundle of a manifold M is the triple (T M, M, ρM ) where T M is the

disjoint union

T M =
⊔
x∈M

TxM and ρM (v) = x ∀v ∈ TxM .

Definition 2.1.8. Let M be a smooth manifold and suppose x is in M. The set T∗x M of all linear

maps from TxM to R is the cotangent space of M at x.

Definition 2.1.9. The cotangent bundle is the triple (T∗M, M, πM ) where T∗M is the disjoint union

T∗M =
⊔
x∈M

T∗x M and πM (θ) = x ∀θ ∈ T∗x M .

As is customary, refer respectively to T M and T∗M as the tangent and cotangent bundles rather

than the appropriate triple. If M is manifold of dimension m, then for each x in M, TxM and T∗x M

are m-dimensional vector spaces and both T M and T∗M are 2m-dimensional smooth manifolds.

Definition 2.1.10. A section of a bundle (E, B, π) is a map σ : B → E such that for any x in B, σ(x)

is in π−1(x).

Definition 2.1.11. A smooth vector field (henceforth just a vector field) on a manifold M is a smooth

section of T M . A smooth covector field (henceforth just a vector field) or 1-form on a manifold M is

a smooth section of T∗M .

Definition 2.1.12. Suppose that v is a vector field on M. An integral curve of v is a differentiable

curve γ : [0, 1]→ M such that for any differentiable function f on M ,

v
���γ(0)

f =
d
dt

����t=0
( f ◦ γ)(t).

Poisson Geometry

For further background and discussion on Poisson geometry refer to [25] and [15]. We provide some

common definitions for the reader’s convenience.
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Definition 2.1.13. A Poisson bracket on a smooth manifold M is a bilinear function

{·, ·} : C∞(M) × C∞(M) → C∞(M)

that satisfies the following:

(1) Antisymmetry: { f , g} = −{g, f }

(2) Bilinearity: { f , ag + bh} = a{ f , g} + b{ f , h}

(3) Jacobi Identity: { f , {g, h}} + {{g, h}, f } + {h, { f , g}} = 0

(4) Leibniz Law: { f g, h} = { f , h}g + f {g, h}.

Definition 2.1.14. A Poisson manifold is the pair consisting of a smooth manifold M and a Poisson

bracket on M .

Definition 2.1.15. Suppose that (M, {·, ·}M ) and (N, {·, ·}N ) are Poisson manifolds. For each f in

C∞(M), the Poisson vector field associated to f is the derivation v f given by

v f (·) = {·, f }M .

Note that the fact that the Poisson bracket satisfies the Leibniz law implies that the Poisson vector

field v f associated to a function f is, indeed, a derivation. The fact that the Poisson bracket satisfies

the Jacobi identity implies that v f is a derivation on the Lie algebra C∞(M), where the Poisson

bracket gives C∞(M) the structure of a Lie algebra.

Definition 2.1.16. A smooth map Φ from M to N is a Poisson map if for any f and g in C∞(N ),

{ f , g}N ◦ Φ = { f ◦ Φ, g ◦ Φ}M .

The above equality can be alternatively written as

Φ
∗ { f , g}N =

{
Φ
∗ f ,Φ∗g

}
M .
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Symplectic Geometry

Symplectic manifolds are the primary objects of study in Hamiltonian mechanics. For further

background in symplectic geometry see [2], [23] and [28].

Definition 2.1.17. A symplectic vector space is a pair (V, ωV ) where V is a vector space and ωV is

a symplectic form on V , a function on V × V that for each u, v, and w in V and each a and b in R

satisfies

(1) (Linearity): ωV (au + bv,w) = aωV (u,w) + bωV (v,w);

(2) (Skew-symmetry): ωV (v,w) = −ωV (w, v);

(3) (Nondegeneracy): if ωV (v, y) = 0 for all y in V , then v is the zero vector.

Definition 2.1.18. Let (V, ωV ) be a symplectic vector space and W be a linear subspace of V . Define

the symplectic complement of W to be the set

Wω = {v ∈ V : ωV (v,w) = 0 for all w ∈ W }.

Definition 2.1.19. A linear subspace W of a vector space V is symplectic if

W ∩Wω = {0}.

Definition 2.1.20. A linear subspace W of a vector space V is Lagrangian if W = Wω .

Definition 2.1.21. A symplectic manifold is a pair (M, ωM ), where M is an even dimensional smooth

manifold and ωM is a 2-form on M that is a symplectic form on each fiber of T M .

Example 2.1.22. The smooth even dimensional manifoldR2n paired withω is a symplectic manifold,

where (qi, pi)ni=1 are coordinate functions on R
2n and

ω =

n∑
i=1

dqi ∧ dpi .

The pair (R2n, ω) is a symplectic manifold.
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Example 2.1.23. The projection π maps T∗M to M and so dπ is a map from T (T∗M) to T M . Define

a 1-form λ in the following way. If v is in T (T∗M), then there is an ` in T∗M so that v is in T` (T∗M),

and so dπ` maps v to a tangent vector of M . Take

λ(v) = `(dπ(v)).

The form λ is the tautological 1-form on the cotangent bundle. If (x1, x2, . . . , xm) are smooth local

coordinates on M and (x1, x2, . . . , xm, `1, `2, . . . , `m) are smooth local coordinates on T∗M , then

λ =

m∑
i=1

`idxi .

The 2-form, −ωT ∗M , is the exterior derivative of the tautological 1-form and is a symplectic form on

T∗M , [2, p. 202]. Since ωT ∗M is exact, it will be closed. Write ωT ∗M in the above local coordinates

to see that it is the standard symplectic form on R2m, implying that ωT ∗M is nondegenerate. The pair

(T∗M, ωT ∗M ) is a symplectic manifold and ωT ∗M is the canonical symplectic form on T∗M .

Definition 2.1.24. Suppose that (X, ωX ) is a symplectic manifold with an embedded submanifold

N and suppose that p is a point in N . The submanifold N is symplectic (Lagrangian) if the linear

subspace TpN of TpX is symplectic (Lagrangian) .

Definition 2.1.25. Let (X, ωX ) and (Y, ωY ) be symplectic manifolds. A smooth map Φ from X to Y

is symplectic if

Φ
∗ωY = ωM .

Definition 2.1.26. A diffeomorphismΦ from a symplectic manifold (X, ωX ) to a symplectic manifold

(Y, ωY ) that is symplectic is a symplectomorphism.

A basic argument shows that any symplectic vector space is necessarily even dimensional. If

M is a symplectic manifold, then for any point x in M , the vector space TxM is a symplectic vector

space and so even dimensional, implying that M is even dimensional. The requirement that every

symplectic manifold be even dimensional is discussed in [28, p.38-40]. The following theorem

shows that symplectic manifolds have no local invariants and we refer the reader to the proof by
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V.I. Arnol’d in [2, p.230-232]. The symplectic 2-form also naturally distinguishes position and

momentum coordinates on M .

Theorem 2.1.27 (Darboux). Suppose that the dimension of M is 2m. For each x in M, there is a

chart U containing x such that the symplectic 2-form gives rise to Darboux coordinates (qi, pi)mi=1 on

U , coordinates such that

ωM =

m∑
i=1

dqi ∧ dpi .

Proposition 2.1.28. Let (X, ωX ) and (Y, ωY ) be symplectic manifolds. Suppose that ρX : X ×Y → X

and ρY : X ×Y → Y are the standard projection maps. Then (X ×Y, ωX×Y ) is a symplectic manifold

with ωX×Y = ρ
∗
XωX + ρ

∗
YωY .

Proof. Let X and Y be symplectic manifolds of respective dimensions 2m and 2n. Since X and Y

are smooth manifolds, X × Y is a smooth manifold of dimension 2m + 2n. To show that the even

dimensional manifold X × Y is symplectic, it suffices to show that the 2−form ωX×Y given in the

statement of the lemma is closed and nondegenerate.

Since d commutes with ρ∗X and ρ∗Y and since ωX and ωY are closed,

dωX×Y = d(ρ∗XωX + ρ
∗
YωY ) = d(ρ∗XωX ) + d(ρ∗YωY ) = ρ∗XdωX + ρ

∗
YdωY = 0,

implying that ωX×Y is a closed 2−form.

Since X is symplectic, Darboux’s theorem implies that for any x in X there exists an open

neighborhood U of x and local coordinates (xi, pi)mi=1 on U such that

ωX =

m∑
i=1

dxi ∧ dpi .

Similarly, for any y in Y there exists an open neighborhood V of y and local coordinates (yi, qi)nj=1

on V such that

ωY =

n∑
j=1

dyj ∧ dqj .
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Let ( x̃1, . . . , x̃m, p̃1, . . . , p̃m, ỹ1, . . . , ỹn, q̃1, . . . , q̃n) be local coordinates on U × V with

x̃i = xi ◦ ρX, p̃i = pi ◦ ρX, ỹj = yj ◦ ρY and q̃j = qj ◦ ρY

so that

ρ∗X (dxi) = d(xi ◦ ρX ) = dx̃i .

Analogous equalities hold for the other coordinates, implying that ωX×Y can be written in local

coordinates on U × V as

ωX×Y =

m∑
i=1

dx̃i ∧ dp̃i +
n∑
j=1

dỹj ∧ dq̃j .

For ωX×Y to be nondegenerate means that for any α in X × Y and any nonzero v in Tα(X × Y )

there exists u in Tα(X ×Y ) such that ωX×Y (v, u) is nonzero. Suppose v is in Tα(X ×Y ) and for any u

in Tα(X × Y ), ωX×Y (v, u) is 0. There exists coefficients ai, bi, c j, e j such that

v = ai∂ x̃i + bi∂ p̃i + c j∂ ỹj + e j∂q̃j .

If u is equal to ∂ x̃i then

−ωX×Y (v, u) = −ωX×Y (ai∂ x̃i − bi∂ p̃i − c j∂ ỹj − e j∂q̃j, ∂ x̃i) = bi = 0.

By assumption,

ωX×Y (v, ∂ x̃i) = ωX×Y (v, ∂ p̃i) = ωX×Y (v, ∂ ỹj ) = ωX×Y (v, ∂q̃j ) = 0.

Follow the above calculation to obtain the equalities

ai = c j = e j = 0, hence, v = 0.

By contraposition, ωX×Y is nondegenerate. �
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Every symplectic manifold has a Poisson structure that it inherits from its symplectic structure in

the following way. The symplectic 2-form induces an isomorphism ΩM between the tangent and

cotangent bundles. Given tangent vectors v and w in the same fiber of T M, define by ΩM (v) the

covector

ΩM (v) = ωM (·, v) : w 7→ ωM (w, v).

Since ωM is nondegenerate, the map ΩM is invertible. For each function f in C∞(M), denote by D f

the symplectic gradient of f , which is defined by

D f = Ω
−1
M (d f ).

Definition 2.1.29. For any symplectic manifold (M, ωM ), define a Poisson bracket {·, ·}M on pairs

( f , g) in C∞(M) × C∞(M) by

{ f , g}M = ωM

(
D f , Dg

)
.

The symplectic gradient D f is the Poisson vector field v f associated to f , implying that

{ f , g}M = ωM

(
v f , vg

)
.

Definition 2.1.30. An almost symplectic manifold is a pair (M, ωM ), where ωM is a nondegenerate

2-form that satisfies the Leibniz law, but may or may not satisfy the Jacobi identity.

An almost symplectic manifold has a bracket that is induced by its nondegenerate 2-form in the

same way that the symplectic form on a symplectic manifold gives rise to a bracket. The statement of

Theorem 2.1.31 can be found in [15, p.21].

Theorem 2.1.31. The bracket {·, ·} on an almost symplectic manifold (M, ωM ) satisfies the Jacobi

identity if and only if dωM = 0.

The real valued function ΠM defined by

ΠM (d f , dg) = { f , g}M
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is a section of (T∗M ∧ T∗M)∗.

Definition 2.1.32. The Poisson bivector of (M, {·, ·}M ) is the image of the function ΠM under the

canonical isomorphism that takes (T∗M ∧ T∗M)∗ to Λ2T M . To simplify notation, denote henceforth

by ΠM the Poisson bivector of (M, {·, ·}M ).

Clairaut’s theorem implies the following proposition.

Proposition 2.1.33. The manifold R2n with coordinate functions (qi, pi)ni=1 is a Poisson manifold

with the bracket

{ f , g} =
n∑
i=1

∂ f
∂qi

∂g

∂pi
−
∂ f
∂pi

∂g

∂qi
.

Refer to [15, p. 30] for Proposition 2.1.34 and [15, p. 44] for Proposition 2.1.35.

Proposition 2.1.34. A smooth map Φ from (M, {·, ·}M ) to (N, {·, ·}N ) is a Poisson map if and only if

dΦ(ΠM ) = ΠN .

Proof. Suppose Φ is a Poisson map. For any functions f and g in C∞(N ) and and point x be a point

in M ,

(dΦxΠM )(d f , dg) = ΠM
���x (Φ∗d f ,Φ∗dg) = {Φ∗ f ,Φ∗g}M (x).

The map Φ is Poisson and so

{Φ∗ f ,Φ∗g}M (x) = { f ◦ Φ, g ◦ Φ}M (x)

= { f , g}N ◦ Φ(x) = ΠN
���Φ(x)

(d f , dg).

If dΦ(ΠM ) is equal to ΠN , then

({ f , g}N ◦ Φ)(x) = ΠN
���Φ(x)

(d f , dg)

= dΦxΠM (d f , dg)

= ΠM
���x (d( f ◦ Φ), d(g ◦ Φ)) = { f ◦ Φ, g ◦ Φ}M .
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Therefore,

{ f , g}N ◦ Φ = { f ◦ Φ, g ◦ Φ}M,

and so Φ is a Poisson map. �

The following proposition is stated and proved in [15, p. 44].

Proposition 2.1.35. Suppose that (M, {·, ·}M ) is a Poisson manifold and (N, ωN ) symplectic manifold.

Every Poisson map from M to N is a submersion.

Icthyomorphisms and Symplectomorphisms

Definition 2.1.36. A diffeomorphism Φ from (M, {·, ·}M ) to (N, {·, ·}N ) that is a Poisson map is an

icthyomorphism.

Proposition 2.1.37. If (M, {·, ·}M ) and (N, {·, ·}N ) are Poisson manifolds andΦ is an icthyomorphism

from M to N , then Φ−1 : N → M is an icthyomorphism.

Proof. Since Φ is a diffeomorphism, Φ−1 is a smooth bijection. It suffices to show that Φ−1 is a

Poisson map. Suppose that h and k are in C∞(M). Since Φ is Poisson,

Φ
∗{(Φ−1)∗h, (Φ−1)∗k}N = {Φ∗(h ◦ Φ−1),Φ∗(k ◦ Φ−1)}M

= {h ◦ Φ−1 ◦ Φ, k ◦ Φ−1 ◦ Φ}M = {h, k}M .

Therefore,

Φ
∗{(Φ−1)∗h, (Φ−1)∗k}N = {h, k}M

and so

(Φ−1)∗ ◦ Φ∗{(Φ−1)∗h, (Φ−1)∗k}N = (Φ−1)∗{h, k}M,

hence,

(Φ−1)∗{h, k}M = {(Φ−1)∗h, (Φ−1)∗k}N .

�
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We now discuss the difference between an icthyomorphism and symplectomorphism. In general,

symplectic maps between symplectic manifolds are immersions whereas Poisson maps between

symplectic manifolds are submersions. An example in [15, p. 37] explains the difference, which we

now present.

Example 2.1.38. Let R2 and R4 be symplectic manifolds and let ι be the inclusion map from R2 to

R4 defined by mapping the coordinates (q1, p1) 7→ (q1, p1, 0, 0). The map ι will be symplectic but

not Poisson because {q2, p2}R4 = 1, whereas the bracket on R2 of their pull-backs is zero. Now let π

be the projection map from R4 to R2 defined by (q1, p1, q2, p2) 7→ (q1, p1). Then π is a Poisson map

but not symplectic. This is because π∗ωR2 = dq1 ∧ dp1 , ωR4 .

The next proposition provides conditions that guarantee the equivalence of icthyomorphisms and

symplectomorphism. The proof can be found in [1, p.195]

Proposition 2.1.39. Let (X, ωX ) and (Y, ωY ) be symplectic manifolds and let Φ be a diffeomorphism

from X to Y . The diffeomorphism Φ is a symplectomorphism if and only if Φ is an icthyomorphism.

Riemannian Geometry

We present here some basic ideas in Riemannian geometry. For further background see [24].

Definition 2.1.40. A Riemannian manifold is a pair (M, gM ) where gM is a smooth (0, 2)-tensor

field that is symmetric and positive definite, that is:

(1) (Symmetric) for all p in M and all (v,w) in TpM ,

gM (v,w) = gM (w, v) ;

(2) (Positive-Definite) for all non-zero v in T M ,

gM (v, v) > 0.
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Example 2.1.41. Take g to be the standard inner product on Rn. The pair (Rn, g) is a Riemannian

manifold.

Riemannian manifolds are the primary objects of study in Lagrangian mechanics. The metric on

the tangent bundle of a Riemannian manifold gives a kinetic energy associated to a particle moving

in the base manifold which is the configuration space for the system, [2, p.83-84].

Definition 2.1.42. A Riemannian submersion Φ from a Riemannian manifold (M, gM ) to a Rieman-

nian manifold (N, gN ) is a smooth submersion with the property that if v and w are vector fields

tangent to the horizontal space (ker(dΦ))⊥, then

gM (v,w) = gN (dΦ(v) , dΦ(w)) .

Definition 2.1.43. Let (M, gM ) and (N, gN ) be Riemannian manifolds and letΦ be a diffeomorphism

from M to N . If Φ is a Riemannian submersion, then Φ is an isometry.

2.2 Classical Mechanics

Refer to [2] and [11] as sources for further background material in classical mechanics.

Definition 2.2.1. Take M to be a symplectic manifold of dimension 2m. TheHamiltonian is a smooth

real valued function, H , on M .

The Hamiltonian vector field is the vector field vH where

vH ( f ) = { f , H }.

Equivalently, this is the vector field with

ω(vH, ·) = dH .
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Darboux’s theorem implies that every point of M lies in a chartU with coordinates (q1, . . . , qm, p1, . . . pm)

so that

ωM =

m∑
i=1

dqi ∧ dpi .

A curve γ is an integral curve of vH if and only if

d(qi ◦ γ)
dt

(t) =
∂H
∂pi

(γ(t)) and
d(pi ◦ γ)

dt
(t) = −

∂H
∂qi

(γ(t)).

These equations are known as Hamilton’s equations. For any such curve γ,

d
dt

�����t=t0
γ(t) = vH (γ(t0))

and so the hamiltonian function is constant along the integral curves of the hamiltonian vector field.

The hamiltonian will describe the energy of the system, the integral curves of the hamiltonian vector

fields will be paths of motion of the system, and the energy is conserved along the paths of motion.

For any smooth function

F : M → R,

Hamilton’s equations for a path of motion imply that if γ is a path of motion, then

d
dt

F (γ(t)) =
m∑
i=1

(
∂F
∂qi

(γ(t))
d(qi ◦ γ)

dt
(t) +

∂F
∂pi

(γ(t))
d(pi ◦ γ)

dt
(t)

)

=

m∑
i=1

(
∂F
∂qi

(γ(t))
∂H
∂pi

(γ(t)) −
∂F
∂pi

(γ(t))
∂H
∂qi

)
= {H, F}(γ(t)).

Euler-Lagrange Equations on a Riemannian Manifold

Suppose that M is a Riemannian manifold, gM is the Riemannian metric on M , and VM is a potential

associated to M . Define the Lagrangian of M on T M to be the function LM , where

LM (ν) =
1
2
gM (ν, ν) − VM (ρM (ν)) with ν ∈ T M .
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Definition 2.2.2. A path in the Riemannian manifold (M, gM ) is a path of motion of M if it is

extremal for the action integral of LM under smooth variations with fixed endpoints.

Define on each ν in T M the function [M by

[M (ν) = gM (ν, ·).

The non-degeneracy of the metric gM implies that the map [M is an invertible function from T M to

T∗M . Define by ]M the inverse of [M with

]M : T∗M → T M by θ 7→ ν, where θ = gM (ν, ·) and (θ, ν) ∈ T∗M × T M .

Denote by gradM (VM ) the vector field

gradM (VM ) = ]M (dVM ).

Denote by ∇M the Levi-Civita connection on the Riemannian manifold (M, gM ). A standard

calculation shows that γ is a path of motion of the Riemannian manifold M if and only if it satisfies

∇M
γ′ γ

′ + gradM (VM )��γ = 0, (EL)

the Euler–Lagrange equations. See [16] for further details.

2.3 Category Theory

We introduce the notion of a category here. For further background, see [26].

Definition 2.3.1. A category C consists of:

(1) a class Ob(C ) of objects in C and a class Hom(C ) of morphisms in C ;

(2) for each morphism f in Hom(C ), a pair (A, B) of objects, respectively called the source and

target of f ;
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(3) for each triple of objects A, B, and C, a mapping called composition,

Hom(A, B) × Hom(B,C) → Hom(A,C),

written as ( f , g) 7→ g ◦ f . Composition satisfies the following axioms:

(i) Associativity: ( f ◦ g) ◦ h = f ◦ (g ◦ h);

(ii) Existence of Identity Morphisms: for any objects A and B, there exists identity morphisms IdA

and IdB of Hom(A, A) such that for every morphism f in Hom(A, B),

IdB ◦ f = f = f ◦ IdA.

Example 2.3.2. The class Set, whose objects are sets, morphisms are functions, and where

composition of functions defines composition is a category.

Example 2.3.3. The class Top, whose objects are topological spaces, morphisms are continuous

functions, and where composition of continuous functions defines composition is a category.

Example 2.3.4. The class Diff, whose objects are smooth manifolds, morphisms are smooth functions,

and where composition of smooth functions defines composition is a category.

Definition 2.3.5. A functor F between two categories C and C ′ is a mapping that

(1) associates every object A in C to an object F (A) in C ′;

(2) associates every morphism f : A→ B in C to a morphism F ( f ) : F (A) → F (B) in C ′ such

that

(i) F (IdA) = IdF (A);

(ii) for all morphisms f , g in C ,

F (g ◦ f ) = F (g) ◦ F ( f ).
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Example 2.3.6. The forgetful functor from Diff to Top maps (M,TM,AM ) to (M,TM ) and maps the

smooth functions to the same functions on the underlying topological space.

Example 2.3.7. The forgetful functor from Diff to Set which maps (M,TM,AM ) to M and maps the

smooth functions to the same functions on the underlying set.
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Chapter 3

Pullbacks and Span Categories

3.1 Span Categories

Spans and their Isomorphism Classes

Definition 3.1.1. A span in a category C is a pair of morphisms in C with the same source and a

cospan in C is a pair of morphisms in C with the same target. For any span S in C , write

S = (sL, sR) ,

where SL , SR, and SA are objects in C ,

sL : SA → SL, and sR : SA → SR .

Utilize the same notation if S is a cospan, but where sL and sR respectively map SL and SR to SA.

For any span or cospan S of C , refer respectively to the objects SA, SL , and SR in C as the apex, left

foot, and right foot of S.

Spans and cospans have respective diagrammatical realizations given by Figure 3.1 and Figure 3.2.
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SL SR

SA

sL sR

Figure 3.1: The Span S

CL CR

CA

cL cR

Figure 3.2: The Cospan C

Definition 3.1.2. A span S in C is paired with a cospan C in C if

CL = SL, CR = SR, and cL ◦ sL = cR ◦ sR .

CL = SL CR = SR

SA

sL sR

CA

cL cR

Figure 3.3: The Pairing of S with C

SL = QL SR = QR

SA

QA

sL sR

qL qR

Φ

Figure 3.4: A Span Morphism from S to Q

View the pairing of a span S with a cospan C as a commutative square (Figure 3.3). Suppose that

S and Q are spans in C with SL equal to QL and SR equal to QR.

Definition 3.1.3. A span morphism in C from S to Q is a morphism Φ (Figure 3.4) in C from SA to

QA with

sL = qL ◦ Φ and sR = qR ◦ Φ.

A span isomorphism in C from S to Q is a span morphism that is additionally an isomorphism.

Proposition 3.1.4. For any span isomorphism Φ, the inverse Φ−1 is also a span isomorphism.

Furthermore, a composite of span morphisms is a span morphism.
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Pullbacks in a Category C

Composing isomorphism classes of spans in a span category requires the existence of a pullback.

This subsection introduces the notion of a pullback of a cospan.

CL

SA CR

CA

QA

sR

sL cR

cL

∃!Φ

qL

qR

Figure 3.5: Pullback Diagram

Definition 3.1.5. A span S in C is a pullback of a cospan C in C if it is paired with C and if for any

other span Q in C that is also paired with C there exists a unique span morphism Φ in C from Q to S

(Figure 3.5).

Definition 3.1.6. A category C has pullbacks if for any cospan C in C there is a span S in C that is

a pullback of C and S is unique up to a span isomorphism in C .

The pairing of a pullback S of a cospan C with C is a pullback square. We have found it useful to

separately define the parts of a pullback square.

3.2 Examples of Categories that have Pullbacks

Denote by Top the category whose objects are topological spaces and whosemorphisms are continuous

functions. The categories Set and Top are examples of categories that have pullbacks, as S.MacLane

discusses in [26] and S. Awodey discusses more specifically for Set in [3]. We provide a proof here

for the convenience of the reader.

Let C be a cospan in Set and let ρL and ρR be the canonical projections

ρL : CL × CR → CL and ρR : CL × CR → CR .
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Denote by SA the fibered product

CL ×CA CR := {(x, y) ∈ CL × CR : (cL ◦ ρL)(x, y) = (cR ◦ ρR)(x, y)}.

Take SL and SR to be respectively equal to CL and CR, and let sL and sR be the respective restrictions

of ρL and ρR to the set SA. Suppose that P is a span that is paired with C. Denote by Φ the function

Φ : PA → CL × CR by a 7→ (pL (a), pR (a)) (∀a ∈ PA),

the unique function from PA to CL × CR such that

pL = ρL ◦ Φ and pR = ρR ◦ Φ. (3.1)

The image of Φ is SA and so Φ is a span morphism from P to S. Since any other span morphism

from P to S defines a function from P to CL × CR with the property given by (3.1), the function Φ is

the unique span morphism from P to S. Since P was arbitrarily chosen, the span S is a pullback of

the cospan C.

Suppose that C is a cospan in Top and let ρL and ρR again be the canonical projections on

CL ×CR. The product CL ×CR with the product topology is a topological space. The fibered product

SA given above is a subset of CL × CR and is a topological space with the subspace topology. The

projections sL and sR are continuous maps and so (sL, sR) is a pullback of C. The proof of this fact

is nearly the same as the proof in the setting of Set, with the straightforward check that the mappings

involved are continuous as the only modification of the proof.

The Category Span(C )

Suppose that C is a category with pullbacks. Suppose that [S] and [Q] are isomorphism classes of

spans with respective representatives S and Q, and SR is equal to QL . Since C has pullbacks, there

is a span P that is a pullback of the cospan (sR, qL). Define by [(sL ◦ pL, qR ◦ pR)] the composite

[S] ◦ [Q]. Take the objects in C to be the objects in Span(C ), the isomorphism classes of spans in C
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to be the morphisms in Span(C ), and SR and SL to respectively be the source and target of the span

[S]. Given an object X in C and the identity morphism I taking X to X , define by [(I, I)] the identity

morphism in Span(C ) with X as both source and target. It is well known that Span(C ) is a category,

[12]. Our treatment in Section 4.1 of generalized span categories specializes in the case when C has

pullbacks to give a proof that Span(C ) is a category. If C does not have pullbacks, then the existence

of P is not guaranteed. The next section will demonstrate that some categories important in classical

mechanics, and more generally in differential geometry, do not have pullbacks.

3.3 Some Categories that do not have Pullbacks

Some Functors that preserve Pullbacks

Denote by Diff the category whose objects are smooth manifolds and whose morphisms are smooth

maps between smooth manifolds.

Suppose that C is a locally small category and that X is an object in C . Denote by Hom(X,−)

the hom functor that maps an object Y in C to the set Hom(X,Y ). A functor F with

F : C → Set

is said to be representable if there is an object B in C so that F is naturally isomorphic to Hom(B,−).

The categories Diff, Top, and Set are locally small and there are forgetful functors, each to be

ambiguously denoted by F , from Diff to Top and from Top to Set given by

F (M,TM,AM ) = (M,TM ) and F (M,TM ) = M .

The morphisms in Diff and Top are entirely determined by their action on the underlying sets and

so the forgetful functor in each case maps a given source category to a subcategory of the target

category. The functor obtained by composing the above forgetful functors is the forgetful functor,

denoted again by F , from Diff to Set.
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We say that a functor F from a category C to a category C ′ preserves pullbacks if for any

cospan C in C , if S is a pullback of C, then F (S) is a pullback of F (C). The following lemma is a

special case of a more general result that guarantees that representable functors preserve pullbacks

[13, p. 64]. The proof of Lemma 3.3.1 is presented here for the convenience of the reader because we

use a slightly different language in our definition of a pullback than does Borceux.

Lemma 3.3.1. Suppose that C is a locally small category and B is an object in C . The functor

Hom(B,−) preserves pullbacks, where

Hom(B,−) : C → Set.

Proof. Suppose that X and Y are objects in C . For any morphism f in C from X to Y , denote by f̃

the morphism Hom(B, f ), that is defined to act on any β in Hom(B, X ) by

f̃ (β) = f ◦ β.

Suppose that C is a cospan in C and that S is a pullback of C. Since C is locally small, the functor

Hom(B,−) maps the cospan C to a cospan Hom(B,C) in Set, taking the pair (cL, cR) to the pair

(c̃L, c̃R). It similarly maps the span S to the span Hom(B, S). For any ψ in Hom(B, SA), the fact that

S is a pullback of C implies that

(c̃L ◦ s̃L)(ψ) = cL ◦ sL ◦ ψ = cR ◦ sR ◦ ψ = (c̃R ◦ s̃R)(ψ).

The span Hom(B, S) is therefore paired with the cospan Hom(B,C).

Denote respectively by ρL and ρR the canonical projections from Hom(B,CL) ×Hom(B,CR) to

Hom(B,CL) and Hom(B,CR), and by QA the set

Hom(B,CL) ×Hom(B,CA) Hom(B,CR)

= {α ∈ Hom(B,CL) × Hom(B,CR) : (c̃L ◦ πL)(α) = (c̃R ◦ πR)(α)} .
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Let qL and qR be the respective restrictions of ρL and ρR to QA. Denote by Q the span (qL, qR) in

Set, a pullback of the cospan Hom(B,C).

Suppose that α is in QA. In this case, there are morphisms αL and αR in C that map B to CA,

where α is equal to (αL, αR). Furthermore,

cL ◦ αL = c̃L (αL) = (c̃L ◦ qL)(α) = (c̃R ◦ qR)(α) = c̃R (αR) = cR ◦ αR .

The pair (αL, αR) is therefore a span in C that is paired with C and, since S is a pullback of C, there

is a unique span morphism φα in C from (αL, αR) to SA that maps B to SA. Let Φ be the function

from Q to Hom(B, S) that is defined for each α in QA by

Φ(α) = φα.

The morphism φα is a span morphism, implying that

sL ◦ φα = αL and sR ◦ φα = αR .

These equalities further imply that

(s̃L ◦ Φ)(α) = sL ◦ φα, αL = qL (α), (s̃R ◦ Φ)(α) = sR ◦ φα, and αR = qR (α),

and so

(s̃L ◦ Φ)(α) = qL (α) and (s̃R ◦ Φ)(α) = qR (α).

The morphism Φ in Set is, therefore, a span morphism and is unique since φα is uniquely determined.

Since Q is a pullback of Hom(B,C), the span Hom(B, S) is as well and so Hom(B,−) maps pullbacks

in C to pullbacks in Set. �

Suppose the 1 is the one point manifold in Diff. Lemma 3.3.1 and the fact that the forgetful functor

F from Diff to Set is naturally isomorphic to the functor Hom(1,−) together imply Propostion 3.3.2.
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Proposition 3.3.2. The forgetful functor F from Diff to Set preserves pullbacks.

SurjSub does not have Pullbacks

Theorem 3.3.3. SurjSub whose objects are smooth manifolds and morphisms are surjective submer-

sions and composition of surjective submersions defines composition is a category.

Proof. Let M, M ′, N , N ′ be smooth manifolds and f : M → M ′, g : M ′ → N and h : N → N ′ be

surjective submersions. It suffices to show that the compositon of surjective submersions is again a

surjective submersion. For any x in M

d(g ◦ f )x = dgf (x) ◦ dfx

by the chain rule. If f and g are smooth surjective submersions then dg and df are surjective. The

composition of smooth maps is smooth and the composition of surjective maps is surjective, therefore

the composition of smooth surjective maps is smooth surjective. If the composition of smooth

submersions is a smooth submersion, then

d((h ◦ g) ◦ f )x = d(h ◦ g) f (x) ◦ dfx = dhg◦ f (x) ◦ dgf (x) ◦ dfx .

This is a smooth submersion and doing a similar computation we get

d((h ◦ g) ◦ f )x = d(h ◦ (g ◦ f ))x,

which verifies associativity. For the right unit law, let 1x be the identity map on the point x. By the

chain rule we have

d( f ◦ 1x )x = dfx ◦ d1x = dfx ◦ 1TxM = dfx .

Similarly, the left unit law holds. Hence, SurjSub is a category. �

This category is important in the study of classical mechanical systems because a map that takes

the configuration space of a classical mechanical system to the configuration space of a subsystem
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should be a surjective submersion. The category SurjSub is an example of a category that does not

have pullbacks.

2

2 ×1 2 2

1

2

πR

πL f

f

Φ

Id

Id

Figure 3.6: Two Point Manifold Contradiction

Example 3.3.4. Let 1 and 2 respectively denote the one and two point manifolds (Figure 3.6). Let f

be the unique map from 2 to 1 and C be the cospan ( f , f ). Denote by Id the identity map from 2 to 2.

The span (Id, Id) is paired with C.

Suppose that πL and πR are the canonical projections from 2 ×1 2 to 2. Suppose that S is a

pullback of the cospan C in SurjSub. Proposition 3.3.2 together with the discussion immediately

following Definition 3.1.6 imply that the image of S under the forgetful functor from Diff to Set is the

span (πL, πR). Since 2 ×1 2 is isomorphic to 2 × 2, a set with four elements, there cannot be a span

morphism in SurjSub from 2 to 2 ×1 2, as such a map would necessarily be surjective and 2 has only

two elements. Therefore, the cospan C does not have a pullback in SurjSub and so SurjSub does not

have pullbacks.

3.4 Diff does not have Pullbacks

Suppose throughout this section that f and g are morphisms in Diff that have mutual target

(Z,TZ,AZ ) and respective sources (X,TX,AX ) and (Y,TY,AY ). Recall that πX and πY are the

respective projections from the set X ×Z Y to X and Y . Let TX×ZY be the subspace topology on

X ×Z Y that X ×Z Y inherits from the product topology on X × Y and with respect to which πX and

πY are both continuous. View the functions f and g as functions in Top that have the topological
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space (Z,TZ ) as their mutual target and the topological spaces (X,TX ) and (Y,TY ) as their respective

sources. Suppose that (W,TW,AW ) is an embedded submanifold of (Z,TZ,AZ ). Refer to [23, p.

143-144] for further discussion of transversality and, in particular, for the proof of Proposition 3.4.3.

Definition 3.4.1. The smooth function f is transverse to W if for every x in f −1(W ), the spaces

Tf (x)W and d f (TxX ) together span Tf (x) Z . The smooth functions f and g are transverse if for every

point x in X and y in Y with f (x) and g(y) both equal to z,

d f (TxX ) + dg
(
TyY

)
= TzZ .

Nontransverse in R2Transverse in R2

Figure 3.7: Transverse and Nontransverse Curves

Proposition 3.4.2. If f is a surjective submersion from X to Z and g is a smooth map from Y to Z

then f and g are transverse.

Proof. If f is a surjective submersion then df is surjective. For any point z in Z and any tangent

vector v in TzZ choose x in f −1(z), which is possible by surjectivity. But since f is a submersion,

then there exists a tangent vector w in Tf −1 (z) X such that df (w) = v. Therefore, Im(df ) = TzZ and
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Nontransverse in R3Transverse in R3

Figure 3.8: Transverse and Nontransverse Surfaces

hence

d f (TxX ) + dg
(
TyY

)
= TzZ .

�

Proposition 3.4.3. Suppose that X and Z are smooth manifolds and W is an embedded submanifold

of Z . If f is a smooth map from X to Z that is transverse to W , then f −1(W ) is an embedded

submanifold of X whose codimension is equal to the codimension of W in Z .

Proposition 3.4.4. If f and g are transverse, then the fibered product X ×Z Y is a smooth embedded

submanifold of codimension equal to the dimension of Z . Furthermore, the span (πX, πY ) in Diff is a

pullback of ( f , g).

Proof. Denote by ∆Z the diagonal {(z, z) : z ∈ Z } of Z × Z , an embedded submanifold of Z × Z .

The function f × g, with

f × g : X × Y → Z × Z by (x, y) 7→ ( f (x) , g(y)) ,
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is smooth and ( f × g)−1(∆Z ) is equal to X ×Z Y . Since f and g are transverse, the function f × g

is transverse to ∆Z . Proposition 3.4.3 implies that X ×Z Y is a smooth manifold of codimension

in X × Y equal to the dimension of ∆Z . The dimension of ∆Z is equal to that of Z , implying that

X ×Z Y has codimension in X × Y equal to the dimension of Z .

To show that (πX, πY ) is a pullback of ( f , g), suppose that S is a span in Diff that is paired with

( f , g). Define for each s in SA the span morphism Φ from S to (πX, πY ) by

Φ(s) = (sL (s), sR (s)).

Suppose that Φ′ is another span morphism from S to (πX, πY ). For any s in SA,

πX (Φ′(s)) = sL (s) and πY (Φ′(s)) = sR (s),

implying that Φ′(S) is equal to Φ(s). Since s was arbitrarily chosen, the morphism Φ′ is equal to Φ

and so Φ is unique, hence (πX, πY ) is a pullback. �

If f and g are in SurjSub with mutual target Z , then they are transverse and so Proposition 3.4.4

implies the following.

Proposition 3.4.5. If ( f , g) is a cospan in SurjSub, then the fibered product X ×Z Y is a smooth

embedded submanifold of X × Y of dimension dim(X ×Z Y ), where

dim(X ×Z Y ) = dim(X ) + dim(Y ) − dim(Z ) .

For the following proposition, take ( f , g) to be a cospan in Diff but where the maps f and g are

not assumed to be transverse.

Proposition 3.4.6. If S is a span in Diff that is a pullback of ( f , g), and if (πX, πY ) and (sL, sR) are

span isomorphic as spans in Top, then X ×Z Y has a manifold structure.

Proof. Let Φ be the unique span morphism in Top from S to (πX, πY ). The homeomorphism Φ

transports the manifold structure of SA to X ×Z Y , giving it a manifold structure as well. �
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If S is a span in Diff that is paired with ( f , g), then the map Φ, that is defined for each s in SA by

Φ(s) = (sL (s), sR (s)),

is a smooth map from SA to X × Y . If X ×Z Y is an embedded submanifold of X × Y , then Φ is a

smooth map from SA to X ×Z Y and is the unique such map, implying the following proposition.

Proposition 3.4.7. If X ×Z Y is an embedded submanifold of X × Y , then (πX, πY ) is a span in Diff

and a pullback of ( f , g).

Propositions 3.4.4 and 3.4.7 together imply the following proposition.

Proposition 3.4.8. If ( f , g) is a cospan in Diff and f and g are transverse, then (πX, πY ) is a pullback

of ( f , g) in Diff.

The following example demonstrates that X ×Z Y may be a manifold and the projections πx

and πY may be continuous, but X ×Z Y is not an embedded submanifold of X × Y . In light of

Proposition 3.4.4, such an example requires the functions f and g to be non-transverse.

Example 3.4.9. Let X and Z be R and Y be the one point manifold 1. Suppose that f is smooth,

that (an) is a sequence inR that converges to a point a0 that is not equal to an for any natural number

n, and that the zero set of f is the set {a0} ∪ {an : n ∈ N}. Suppose further that the range of g is {0}.

The set X ×Z Y is the subset {a0} ∪ {an : n ∈ N} of R.

In Top, if (πX, πY ) is a pullback, then X ×Z Y must be endowed with the subspace topology TS

that makes each set {an} an open set, where n varies over N. Any open set containing a0 contains

infinitely many points.

If X ×Z Y has a manifold structure, then each point must contain a neighborhood that is

homeomorphic to a point, and so as a manifold X ×Z Y must be endowed with the discrete topology

TD . In this case, the manifold X ×Z Y is not an embedded submanifold of X ×Y since its topology is

not the subspace topology. The span (πX, πY ) is, nevertheless in this case, a pullback of ( f , g) in Diff.

The above example demonstrates that f and g may be non-transverse, but ( f , g) nevertheless

has a pullback that is a span in Diff. The forgetful functor F from Diff to Set preserves pullbacks
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and so if S is a span in Diff and a pullback of ( f , g), then F (S) is a span in Set that is a pullback of

( f , g) as a cospan in Set. Since Set has pullbacks, there is a span isomorphism in Set from F (S)

to (πX, πY ). This span isomorphism is only a bijection and there should be no expectation that it

preserves topological structure.

The category Top also has pullbacks and so if f and g are continuous, then the pullback of ( f , g)

will exist and, in fact, the span (πX, πY ) in Top is a pullback of ( f , g) where the maps πX and πY

have (X ×Z Y,TS) as their common source. Since the forgetful functor from Diff to Top does not

preserve pullbacks, there is no guarantee that S being a pullback of ( f , g) implies that it is a pullback

when mapped by a forgetful functor to Top. The topology on the image of the manifold X ×Z Y

under the forgetful functor from Diff to Top is TD , which is a finer topology than TS . The identity map

taking (X ×Z Y,TD) to (X ×Z Y,TS) is a continuous span morphism from (πX, πY ) to (πX, πY ), but

the inverse is not continuous. So the forgetful functor F from Diff to Top maps the pullback (πX, πY ),

where maps πX and πY have the manifold X ×Z Y as their common source, to the span (πX, πY ),

where the maps have (X ×Z Y,TD) as their common source. This demonstrates that the forgetful

functor from Diff to Top does not preserve pullbacks.

The former discussion demonstrates that there is some subtlety involved in determining that

Diff does not have pullbacks and such a determination requires a carefully selected counterexample.

The proof of Proposition 3.4.11 presents such an example that is fortunately quite basic. Refer to

Figure 3.9 to visualize the various mapping involved in the proof of Lemma 3.4.10.

Lemma 3.4.10. If ( f , g) is a cospan in Diff and S is a span in Diff that is a pullback of ( f , g), then

there is a bijective span morphism in Top from F (S) to (πX, πY ), where F is the forgetful functor

from Diff to Top and X ×Z Y is endowed with the topology TS .

Proof. Suppose that S is a span in Diff that is a pullback of ( f , g). Define for each a in SA the function

Φ by

Φ(a) = (sL (a), sR (a)).

The map Φ from SA to X × Y is smooth because the functions sL and sR are smooth. The span S is

paired with ( f , g), implying that the range of Φ is X ×Z Y , and so Φ is a continuous function from SA
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X

X ×Z Y Y

Z

SA

πY

πX g

f

Φ

sL

sR

Figure 3.9: Φ is a Bijection

to X ×Z Y . Proposition 3.3.2 implies that the forgetful functor F from Diff to Set preserves pullbacks,

therefore F (Φ) is a span morphism in Set from F (S) to (πX, πY ), where the pair of projections

is viewed only as a pair of maps in Set. The span S is a pullback in Diff, hence F (S) is a span in

Set that is a pullback of ( f , g), and so the map F (Φ) is a bijection. Maps between manifolds are

determined by their behavior on the underlying sets, hence Φ is a continuous bijection. �

Although the fact that Diff does not have pullbacks is commonly cited in the literature, we found it

difficult to locate a detailed proof of this fact and so present it here for the convenience of the reader.

Proposition 3.4.11. The category Diff does not have pullbacks.

Proof. Define f and g to be the functions from R to R given for each x in R by mapping x to x2.

Suppose that S is a span in Diff that is a pullback of ( f , g). The fibered product X ×Z Y is the set

X ×Z Y = {(v,w) : |v | = |w |}.

The restrictions of f and g to the open sets (−∞, 0) and (0,∞) are surjective submersions onto

(0,∞). If the sets s−1
L (−∞, 0) ∩ s−1

R (−∞, 0), s−1
L (0,∞) ∩ s−1

R (−∞, 0), s−1
L (−∞, 0) ∩ s−1

R (0,∞), and

s−1
L (0,∞) ∩ s−1

R (0,∞) are all empty, then the underlying set SA is a single point. However, there is a

bijection between the underlying set SA and X ×Z Y since they are isomorphic in Set as the apices of

pullbacks of the same cospan. Therefore, at least one of the above intersections is not empty.

Let U be of one of the four intersections given above that is not empty. The set U is an open

subset of SA as a non-empty intersection of open sets, hence a manifold. Proposition 3.4.5 implies
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that the dimension of U is equal to 1. The dimension of the manifold SA is also 1 since SA contains

U as an open subset and is therefore homeomorphic to either a line, an open interval, a half-open

interval, or a circle, [21]. The map Φ which maps SA to X × Y , defined for each a in SA by

Φ(a) = (sL (a), sR (a)),

is a smooth map that is a span morphism and maps SA onto the subspace X ×Z Y . Since SA is

a pullback and the forgetful functor from Diff to Set preserves pullbacks, the underlying set SA is

the apex of a span in Set that is a pullback of ( f , g) and so there is a span isomorphism from S to

(πX, πY ) in Set, a bijection between the set SA and the set X ×Z Y . Since the span morphism in Diff

from S to (πX, πY ) that maps SA onto X ×Z Y is also a morphism in Set of the underlying sets and

is unique, the map Φ is a bijection. Therefore, the preimage Φ−1(X ×Z Y \ {(0, 0)}) is the set SA

with one point removed and so has either one or two connected components. However, the subspace

X ×Z Y \ {(0, 0)} of X × Y has four components and this contradicts the continuity of Φ, which must

map connected components to connected components. �
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Chapter 4

F -Pullbacks, Span Tightness, and

Generalized Span Categories

4.1 Composition by F -Pullbacks and Span Tightness

Assume henceforth that C and C ′ are categories and that F is a functor from C to C ′. For any span

S in C , denote by F (S) the span (F (sL), F (sR)). For any cospan C in C , denote by F (C) the

cospan (F (cL), F (cR)) in C ′.

F -Pullbacks and Span Tightness

Definition 4.1.1. The category C has F -pullbacks in C ′ if for any cospan C in C , there is a span S

in C that is paired with C and the span F (S) is a pullback of the cospan F (C) in C ′. In this case,

the span S is an F -pullback of C.

Note that if C ′ is equal to C and F is the identity functor, then an F -pullback is simply a

pullback.

Definition 4.1.2. Suppose that S and Q are spans in C such that:

(1) SR = QL;

(2) there is a span P in C that is a pullback of the cospan (sR, qL).
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The composite of S and Q along P is the span in C given by

S ◦P Q = (sL ◦ pL, qR ◦ pR).

If P is an F -pullback, then the span S ◦P Q is an F -pullback composite of S and Q along P.

SL SR = QL

SA

sL sR

QR

QA

qL qR

PA

pL pR

Figure 4.1: Composing S and Q along P

SL QR

PA

sL ◦ pL qR ◦ pR

Figure 4.2: The Composite S ◦P Q

Diagram 4.2 is a diagrammatical realization of the composite of S and Q along P and Diagram 4.1

depicts the construction of this composite by the F -pullback P.

Definition 4.1.3. Suppose that C has F -pullbacks in C ′. The functor F is span tight if for any

F -pullbacks S and Q of the same cospan, the unique span isomorphism Φ from F (S) to F (Q) is

F (Ψ) for some span isomorphism Ψ from S to Q.

F -Pullbacks of SurjSub

Suppose that X , Y , and Z are smooth manifolds. Suppose further that f is a smooth map from X to Z

and that g is a smooth map from Y to Z . Again denote by ρX and ρY the respective projections from

X × Y to X and Y and let πX and πY be their respective restrictions to the embedded submanifold

X ×Z Y .

Proposition 4.1.4. The span (πX, πY ) is a pullback in Diff of the cospan ( f , g).

Proof. Suppose that Q is a span in Diff that is paired with the cospan ( f , g). Define the map Ψ from

QA to X × Y as the product of qL and qR, so that Ψ(a) is equal to (qL (a), qR (a)). This map is
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smooth as a product of smooth maps and unique since Diff has categorical products. Furthermore, for

any a in QA,

( f ◦ ρX ◦ Ψ)(a) = f
(
qL (a)

)
and (g ◦ ρY ◦ Ψ)(a) = g

(
qR (a)

)
.

Since Q is paired with ( f , g), f
(
qL (a)

)
is equal to g

(
qR (a)

)
, and so Ψ(a) is in X ×Z Y . Since Q

was an arbitrarily chosen span paired with ( f , g), the span (πX, πY ) is a pullback in Diff. �

Note that while SurjSub is a subcategory of Diff, the category SurjSub does not have pullbacks.

Let F be the inclusion functor from SurjSub to Diff. Suppose that ( f , g) is a cospan in SurjSub, where

f and g have respective sources X and Y and both maps have target Z . In this case, Proposition 4.1.4

implies that the span (πX, πY ) is an F -pullback of the cospan ( f , g) and this, together with the fact

that every diffeomorphism is a surjective submersion, implies Theorem 4.1.5.

Theorem 4.1.5. The inclusion functor from SurjSub to Diff is span tight.

4.2 The Generalized Span Category

Identify the objects in Span(C , F ) to be the objects in C and the isomorphism classes of spans in C

to be the morphisms in Span(C , F ). If [S] is an isomorphism class of spans in Span(C , F ), then

identify SR and SL respectively to be the source and target of [S]. Define composition of isomorphism

classes of spans by
[
S1

]
◦

[
S2

]
=

[
S1 ◦P S2

]
,

where S1 ◦P S2 is an F -pullback composite of S1 and S2. Theorem 4.2.1 is the main result of the

section and the lemmata that follow simplify the proof of the theorem.

Theorem 4.2.1. If F is a span tight functor from C to C ′, then Span(C , F ) is a category.

If the functor F from C to C ′ is span tight and S and Q are spans in C with SR equal to QL ,

then there is an F -pullback P of the cospan
(
sR, qL

)
and so there is an F -pullback composite of

S and Q along P. The F -pullback P is, however, only defined up to a span isomorphism Φ. The
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following lemma shows that changing P up to an isomorphism changes the resulting composite span

only up to a span isomorphism in C .

Lemma 4.2.2. Suppose that F is span tight, that S and Q are spans in C , and that S ◦Pi Q is an

F -pullback composite, with i equal to 1 or 2. There is a span isomorphism Φ in C from S ◦P1 Q to

S ◦P2 Q.

Proof. Since P1 and P2 are both F -pullbacks of the cospan (sR, qL), there is a span isomorphism Φ

in C ′ from F
(
P1

)
to F

(
P2

)
. Since F is span tight, there is a span isomorphism Ψ in C from P1 to

P2 with F (Ψ) equal to Φ, and so

p1
L = p2

L ◦ Ψ and p1
R = p2

R ◦ Ψ.

These equalities imply that

sL ◦ p1
L = sL ◦ p2

L ◦ Ψ and qR ◦ p1
R = qR ◦ p2

R ◦ Ψ,

establishing that Ψ is a span isomorphism from S ◦P1 Q to S ◦P2 Q. �

Lemma 4.2.3. Suppose that F is span tight, that Si and Qi are spans in C , and that Si ◦Pi Qi is

an F -pullback composite, with i equal to 1 or 2. Suppose that S1 and Q1 are respectively span

isomorphic to S2 and Q2. There is a span isomorphism in C between spans S1 ◦P1 Q1 and S2 ◦P2 Q2.

Lemma 4.2.3 generalizes Lemma 4.2.2 and reduces to Lemma 4.2.2 when S1 is equal to S2, when

C1 is equal to C2, and when P1 and P2 are pullbacks that are not necessarily equal to each other.

Refer to Diagram 4.3 to visualize the mappings involved in the proof of Lemma 4.2.3.

Proof. Let α and β be span isomorphisms respectively from S1 to S2 and from Q1 to Q2. The span

P1 is an F -pullback of
(
s1
R, q

1
L

)
. Since α and β are span morphisms, the span

(
α ◦ p1

L, β ◦ p1
R

)
is

paired with
(
s2
R, q

2
L

)
. Since F

(
P2

)
is a pullback of

(
F

(
s2
R

)
, F

(
q2
L

))
, there is a span morphism,

Φ1, in C ′ from
(
F

(
α ◦ p1

L

)
, F

(
β ◦ p1

R

))
to F

(
P2

)
.

44



S2
A

S1
L

s2
L

Q2
A

S1
R = Q1

L

s2
R q2

L

Q1
R

q2
R

S1
A

s1
L s1

R

Q1
A

q1
L q1

R

P1
A

p1
L p1

R

P2
A

p2
L p2

R

α β

Figure 4.3: Isomorphic Compositions of Isomorphic Spans

If T is a span in C ′ paired with the F
(
s1
R, q

1
L

)
, then there is a span morphism Φ2 in C ′ from

T to F
(
P1

)
. The composite Φ1 ◦ Φ2 maps T to F

(
α−1 ◦ p2

L, β
−1 ◦ p2

R

)
, which is also paired with

F
(
s1
R, q

1
L

)
. Uniqueness of the pullback of F

(
s1
R, q

1
L

)
up to a span isomorphism implies that there is

a span isomorphism Φ3 in C ′ from F
(
α−1 ◦ p2

L, β
−1 ◦ p2

R

)
to F

(
P1

)
. Since F is span tight, there

is a span isomorphism Ψ in C such that F (Ψ) is Φ3. Use the fact that Ψ is a span isomorphism to

obtain the equalities

α−1 ◦ p2
L = p1

L ◦ Ψ and β−1 ◦ p2
R = p1

R ◦ Ψ.

The equalities

s2
L = s1

L ◦ α
−1 and q2

R = q1
R ◦ β

−1

imply that

s2
L ◦ p2

L = s1
L ◦ α

−1 ◦ p2
L = s1

L ◦ p1
L ◦ Ψ

and similarly that

q2
R ◦ p2

R = q1
R ◦ p1

R ◦ Ψ.

Therefore, the isomorphism Ψ is a span isomorphism from S2 ◦P2 Q2 to S1 ◦P1 Q1. �
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Lemma 4.2.4. Suppose that F is span tight and that S, Q, and T are spans in C with SR equal to

QL and QR equal to TL . Suppose that S ◦P1 Q and Q ◦P4 T are F -pullback composites and that(
S ◦P1 Q

)
◦P2 T and S ◦P3

(
Q ◦P4 T

)
are also F -pullback composites. There is a span isomorphism

Φ in C from
(
S ◦P1 Q

)
◦P2 T to S ◦P4

(
Q ◦P3 T

)
.

Refer to Diagram 4.4 and Diagram 4.5 below to visualize the mappings involved in the proof of

Lemma 4.2.4.

SL SR = QL

SA

sL sR

QR = TL

QA

qL qR

TR

TA

tL tR

P1
A

p1
L p1

R

P2
A

p2
L

p2
R

Figure 4.4: The Composite
(
S ◦P1 Q

)
◦P2 T

Proof. Suppose that P1 is an F -pullback of the cospan
(
sR, qL

)
, that P3 is an F -pullback of the

cospan
(
qR, tL

)
, and that P is an F -pullback of the cospan

(
p1
R, p3

L

)
where

PL = P1
A and PR = P3

A.

Suppose further that P2 is an F -pullback of the cospan
(
qR ◦ p1

R, tL
)
and that P4 is an F -pullback

of the cospan
(
sR, qL ◦ p3

L

)
.

Since P2 is an F -pullback of the cospan
(
qR ◦ p1

R, tL
)
, the span

(
p1
R ◦ p2

L, p2
R

)
is paired with

the cospan
(
qR, tL

)
and so F

(
p1
R ◦ p2

L, p2
R

)
is paired with the cospan F

(
qR, tL

)
. The span P3 is

an F -pullback, which implies the existence of a span morphism Φ1 in C ′ from F
(
p1
R ◦ p2

L, p2
R

)
to

F
(
P3) . The span (

F
(
p2
L

)
,Φ1

)
is paired with F

(
p1
R, p3

L

)
and so there is a span morphism Φ2 in C ′

from F
(
p2
L,Φ1

)
to F (P). If U is a span paired with

(
qR ◦ p1

R, tL
)
, then there is a span morphism
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SL SR = QL

SA

sL sR

QR = TL

QA

qL qR

TR

TA

tL tR

P1
A

p1
L

p1
R

P3
A

p3
L p3

R

PA

pL pR

Figure 4.5: Comparator Span

Φ3 in C ′ from F (U) to F (P2). The composite Φ2 ◦ Φ3 is a span morphism in C ′ from F (U) to

F
(
pL, p3

R ◦ pR
)
and so F

(
pL, p3

R ◦ pR
)
is a pullback in C ′ of the cospan F

(
qR ◦ p1

R, tL
)
. There is,

therefore, a span isomorphism in C ′ from F
(
pL, p3

R ◦ pR
)
to F

(
P2) . Span tightness of F implies

that there is a span isomorphism Ψ1 in C from
(
pL, p3

R ◦ pR
)
to P2 with

p2
R ◦ Ψ1 = p3

R ◦ pR and so tR ◦ p2
R ◦ Ψ1 = tR ◦ p3

R ◦ pR .

The equality

p2
L ◦ Ψ1 = pL implies that sL ◦ p1

L ◦ p2
L ◦ Ψ1 = sL ◦ p1

L ◦ pL .

The isomorphism Ψ1 in C is, therefore, a span isomorphism with

Ψ1
(
sL ◦ p1

L ◦ pL, tR ◦ p3
R ◦ pR

)
=

(
sL ◦ p1

L ◦ p2
L, tR ◦ p2

R

)
, (4.1)

where the second span is that given in Diagram 4.4.

A similar argument shows that there is a span isomorphism Ψ2 in C with

Ψ2
(
sL ◦ p1

L ◦ pL, tR ◦ p3
R ◦ pR

)
= S ◦P4

(
Q ◦P3 T

)
, (4.2)
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where P4 is an F -pullback of the cospan
(
sR, qL ◦ p3

L

)
. Together with the Proposition 3.1.4 and its

corollary, (4.1) and (4.2) imply Lemma 4.2.4. �

Proof of Theorem 4.2.1. To prove the theorem, it suffices to show that the composition of morphisms

in Span(C , F ) is well defined, satisfies the left and right unit laws, and is associative.

If [S1] and [S2] are isomorphism classes of spans and the source of
[
S1

]
is the target of

[
S2

]
,

then for any representatives S1 and S2 respectively of
[
S1

]
and

[
S2

]
, span tightness of F implies

that there is an F -pullback P of
(
s1
R, s

2
L

)
, hence there exists a composite S1 ◦P S2. Lemma 4.2.2

implies that the equivalence class
[
S1 ◦P S2

]
is independent of P. Lemma 4.2.3 additionally implies

that
[
S1 ◦P S2

]
is independent of choice of representatives S1 and S2. Furthermore, the objects S2

R

and S1
L are the respective source and target of

[
S1

]
◦

[
S2

]
, implying that the composition ◦ is well

defined.

SL SR

SA

sL sR

SR

SR
IdSR IdSR

SA

IdSA
sR

Figure 4.6: Composing S with IdSR

SL SR

SA

sL sR

Figure 4.7: The Composite S ◦S IdSR

Suppose that [S] is an isomorphism class of spans in C and that
[
ISR

]
is the isomorphism class

of spans containing
(
IdSR, IdSR

)
, where

IdSR : SR → SR

is the identity map from SR to SR.

Let P be the span
(
IdSA, sR

)
. For any span Q in C ′ that is paired with

(
F (sR) , F

(
IdSR

))
,

F (sR) ◦ qL = F
(
IdSR

)
◦ qR = qR
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and so the map qL is a span morphism in C ′ from Q to F (P). Given any other span morphism Φ in

C ′ from Q to F (P),

qL = F
(
IdSA

)
◦ Φ = IdF (SA) ◦ Φ = Φ

and so the span morphism in C ′ from Q to F (P) is unique. Since Q was arbitrarily chosen, the

span F (P) is a pullback in C ′ of the cospan
(
F (sR) , F

(
IdSR

))
, and so P is an F -pullback of the

cospan
(
sR, IdSR

)
. Since composition is well defined and S ◦P ISR is span isomorphic in C to S, the

composite [S] ◦
[
ISR

]
is equal to [S]. Similar arguments will show that

[
ISL

]
◦ [S] is equal to [S],

and so Span(C , F ) has both a right and left unit law.

Lemma 4.2.4 implies that ◦ is associative. �

4.3 Structures on the Fibered Product

Given Riemannian manifolds X , Y , and Z , we construct a metric tensor on X ×Z Y that makes X ×Z Y

a Riemannian manifold and makes the projections from the fibered product surjective Riemannian

submersions. Similarly, when X , Y , and Z are symplectic manifolds we construct a symplectic form

on X ×Z Y that makes X ×Z Y a symplectic manifold and makes the projections from the fibered

product surjective Poisson maps.

Figure 4.8 specifies the categories to be henceforth denoted by Diff, SurjSub, RiemSurj, and

SympSurj.

Category Name Objects Morphisms

Diff Smooth manifolds Smooth maps

SurjSub Smooth manifolds Surjective submersions

RiemSurj Riemannian manifolds Surjective Riemannian submersions

SympSurj Symplectic manifolds Surjective Poisson maps

Figure 4.8: Table of Categories
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Denote by πZ the map

πZ = f ◦ πX = g ◦ πY,

where πX and πY are the projections from X ×Z Y to Z . More generally, for any span Q that is paired

with a cospan ( f , g), define by qM the map

qM = f ◦ qL = g ◦ qR .

Suppose X is a symplectic manifold. The Poisson bivector ΠX of X induces a map Π̃X from

T∗X to T X that takes any η in T∗X to the vector field Π̃X (η) with the property that for any ν in T∗X ,

ν
(
Π̃X (η)

)
= ΠX (η, ν).

Since X is symplectic, the map Π̃X is an isomorphism [15, p. 17]. This isomorphism gives a way

to pull back vector fields by surjective Poisson maps, a fact that, along with Proposition 2.1.35, is

critical to the proof of Theorem 4.3.1. Theorem 4.3.1 establishes the existence of a local splitting

of the tangent space of a symplectic manifold by a local foliation given by the inverse image of a

surjective Poisson map.

Theorem 4.3.1. Suppose that X and Z are symplectic manifolds with respective dimensions 2` and

2n and that f is a surjective Poisson map from X to Z . Given any z in Z and a choice of Darboux

coordinates (qZ
i , pZ

i )n
i=1 on a chart U containing z, and given any x in X with f (x) equal to z, there

exist Darboux coordinates (qX
i , pX

i )`
i=1 on a chart V containing x such that for any i in {1, . . . , n},

qX
i = qZ

i ◦ f and pX
i = pZ

i ◦ f .

Proof. Suppose that x0 is in X , that U is a chart containing f (x0), and that (qZ
i , pZ

i )n
i=1 is a Darboux

coordinate system on U . Proposition 2.1.35 guarantees that f is a surjective submersion, hence it is

an open map and so there is a chart V ′ containing x0 with a Darboux coordinate system (qX
i , pX

i )`
i=1

such that f (V ′) is an open subset of U . Denote byH the set of all vector fields v on f (V ′) for which
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there is some α in C∞( f (V ′)) such that for any β in C∞( f (V ′)),

v(β) = {β, α}Z .

Denote such a vector field by vα. Denote by f ∗(H ) the set of all vector fields w on V ′ for which

there is an α in C∞( f (V ′)) such that for any h in C∞(V ′),

w = {h, α ◦ f }X .

Denote such a vector field by wα. For any x in V ′ and any z in f (V ′), denote respectively by

f ∗(H )(x) andH (z) the set of all vector fields in f ∗(H ) evaluated at x and the set of all vector fields

in H evaluated at z. The bilinearity of the bracket implies that H (z) and f ∗(H )(x) are vectors

spaces. Since

v−qZ
i
=

∂

∂pZ
i

and vpZ
i
=

∂

∂qZ
i

,

for any z in f (V ′), the vector spaceH (z) spans Tz (U).

Let F be the function

F : H → f ∗(H ) by F (vα) = wα.

The fact that f is Poisson implies that

d f (wα)(β) = wα(β ◦ f )

= {β ◦ f , α ◦ f }X

= {β, α}Z = vα(β),

and so

d f (F (vα)) = vα.

Similarly, for any wα in f ∗(H ),

F (d f (wα)) = F (vα) = wα.
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The maps F and d f |H are therefore inverses of each other and so for each x in V ′, the vector spaces

H ( f (x)) and f ∗(H )(x) are isomorphic. Both of these vector spaces are of the same dimension as Z .

For any wα and wα′ in f ∗(H ), the Jacobi identity implies that

[wα,wα′]TX = wα(wα′ (β)) − wα′ (wα(β))

= {wα′ (β), α ◦ f }X − {wα(β), α′ ◦ f }X

= {{β ◦ f , α′ ◦ f }X, α ◦ f }X − {{β ◦ f , α ◦ f }X, α′ ◦ f }X

= {β, {α′ ◦ f , α ◦ f }X }X = w{α,α′ } (β),

and so the space of vector fields f ∗(H ) is closed under the bracket [·, ·]TX on T X . Frobenius’

Theorem for involutive distributions implies that for any x in V ′ there is a submanifold W of V ′ such

that f ∗(H )(x) is the tangent space TxW . Since

f ∗(H )(x) ∩ ker(d f ��x ) = {0},

the rank-nullity theorem implies that

TxV ′ = f ∗(H )(x) ⊕ ker(d f ��x ).

Define the function g from W to Z to be the restriction of f to the submanifold W . The form

g∗(ωZ ) is a closed 2-form on W as the pullback of the closed 2-form ωZ restricted to f (V ′). Suppose

that there is a v in TW such that for all w in TW , g∗(ωZ )(v,w) is equal to zero. In this case,

0 = g∗(ωZ )(v,w) = ωZ (dg(v), dg(w)),

and so

ωZ (dg(v), ·) = 0
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since dg��x is surjective at each point x of W . Nondegeneracy of ωZ implies that dg(v) is equal to

zero and the injectivity of dg further implies that v is equal to zero. The form g∗(ωZ ) is, therefore, a

symplectic form on W .

For any (η, ζ ) in C∞(V ′) × C∞(V ′),

( f ∗(ωZ
��x ))(wη,wζ ) = ωZ (d f (wη ), d f (wζ )) | f (x)

= ωZ (vη, vζ )�� f (x)

= {η, ζ }Z �� f (x)

= {η ◦ f , ζ ◦ f }X ��x = ωX (wη,wζ )��x, (4.3)

where the assumption that f is Poisson implies the penultimate equality. The pullback f ∗(ωZ ) is

therefore the restriction ofωX to TW ×TW . The manifold W is an embedded symplectic submanifold

of V ′ and so [28, p.124, Exercise 3.38] implies that there is an open set V of V ′ that contains x0 and a

Darboux coordinate system (qX
i , pX

i )`
i=1 on V such that for any x in V and i strictly larger than n,

qX
i (x) = pX

i (x) = 0.

Define

ωA =

n∑
i=1

dqX
i ∧ dpX

i and ωB =
∑̀
i=n+1

dqX
i ∧ dpX

i ,

so that in the open set V , ωX is equal to the sum of ωA and ωB. The form ωB is the restriction of ωX

to (TW × TW ) ∩ (TV × TV ) and so (4.3) implies that ωB is equal to f ∗(ωX ). Furthermore, for any

θ in C∞(U),

( f ∗(dqZ
i ))(wθ ) |x = dqZ

i (d f (wθ ))��x

= dqZ
i (vθ )�� f (x)

= vθ (qZ
i )�� f (x)

= {qZ
i , θ}Z

�� f (x)
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= {qZ
i ◦ f , θ ◦ f }X ��x = d(qZ

i ◦ f )wθ ��x .

Every element of TW is of the form wθ for some θ in C∞(U), implying that

f ∗(dqZ
i ) = d(qZ

i ◦ f ) and f ∗(dpZ
i ) = d(pZ

i ◦ f ). (4.4)

Use (4.4) together with the coordinate representation of ωZ to obtain the equality

f ∗(ωZ ) =
n∑
i=1

d(qZ
i ◦ f ) ∧ d(pZ

i ◦ f ),

that implies that in the chart V ,

ωX =

n∑
i=1

d(qZ
i ◦ f ) ∧ d(pZ

i ◦ f ) +
∑̀
i=n+1

dqX
i ∧ dpX

i .

The coordinate system φ on V given by

φ = (qZ
1 ◦ f , pZ

1 ◦ f , . . . , qZ
n ◦ f , pZ

n ◦ f , qX
n+1, pX

n+1, . . . , q
X
` , pX

` )

is, therefore, a Darboux coordinate system on V . �

Despite having a local splitting of the tangent space by a local foliation given Poisson maps, it is

not always true that the image of a symplectic manifold under a Poisson map is symplectic as the

next example demonstrates.

The following example was inspired by a conversation with L. Polterovich [29].

Example 4.3.2. Let Φ be the Poisson map from R4 to R2 defined by (p1, q1, p2, q2) 7→ (p1, q1). The

manifold R2 is an embedded submanifold of R4 with basis vectors e1 and e2 for its tangent space

and with ωR4 (e1, e2) > 0, hence R2 is a symplectic submanifold of R4. Let e′1 be the vector e1 + e2

so that ωR4 (e′1, e2) > 0. Take A to be the Span
(
e′1, e2

)
such that e2 is in ker(Φ|A) and e′1 is not in

ker(Φ|A). The submanifold A is a symplectic submanifold ofR4 and Φ(A) is a line in R2, which is a
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Lagrangian submanifold. Therefore, the image of a symplectic submanifold under a Poisson map

need not be symplectic.

We now look at a particular manifold, the diagonal submanifold of the product of a symplectic

manifold with itself and see that changing the 2-form on the diagonal can make the diagonal symplectic

or Lagrangian. Let X be a symplectic manifold with symplectic form ωX . Let π1 and π2 be the

projections that map the product X × X onto X by

π1(x, y) = x and π2(x, y) = y with x, y ∈ X .

Take c to be a non-zero real number. The form ωX×X , given by

ωX×X = cπ∗1ω + cπ∗2ω,

is closed and nondegenerate. Therefore, the manifold X × X with this form is a symplectic manifold.

Denote by D the diagonal submanifold of X × X and by ι the inclusion map

ι : D → X × X .

Denote by ωD the form given by

ωD = cι∗π∗1ωX + cι∗π∗2ωX .

We will show that (D, ωD) is a symplectic submanifold of (X × X, ωX×X ) and that the map φ with

φ : X → D ⊂ X × X by x 7→ (x, x)

is a Poisson map onto its image.
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Suppose that V and W are sections of T D that are defined at a point P in D. There are sections v

and w of T X and a point p in X such that

V = (v, v), W = (w,w), and P = (p, p)

and both v and w are defined at p. In Lemma 4.3.3 and in Proposition 4.3.4 below, we will use the

notational convention that the uppercase letters V and W denote sections of T D that are respectively

the pairs (v, v) and (w,w) where v and w are sections of T X .

Lemma 4.3.3. If V and W are sections of T D defined at the same point P in D, then

(
ι∗π∗1ωX

��P
)

(V,W ) =
(
ι∗π∗2ωX

��P
)

(V,W ) = ωX
��p (v,w).

Proof. The definition of the pull back functions on forms gives us the equalities

ι∗π∗1ωX
��P (V,W ) = ι∗π∗1ωX

��(p,p) ((v, v), (w,w))

= ωX
��p (π1∗ ((v, v), (w,w)))

= ωX
��p ((π1∗(v, v), π1∗(w,w))) = ωX

��p (v,w).

On replacing π∗1 with π
∗
2 in the above calculation, we obtain the equality

ι∗π∗2ωX
��P (V,W ) = ωX

��p (v,w),

hence,

ι∗π∗1ωX
��P (V,W ) = ι∗π∗2ωX

��P (V,W ).

�

Proposition 4.3.4. The form ωD is closed and nondegenerate on D. Therefore, D is a symplectic

submanifold of X × X .
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Proof. The form ωX is closed, therefore

dι∗π∗iωX = ι
∗π∗i dωX = 0,

and so

dωD = cdι∗π∗iωX + cdι∗π∗iωX = 0.

Lemma 4.3.3 implies that

ωD
��P (V,W ) = 2cωX

��p (v,w) .

Therefore,

ωD
��P (V,W ) = 0

for any section W of T D defined at P if and only if

ωX
��p (v,w) = 0

for any section w of T X defined at p. Since ωX is nondegenerate, vp is the zero vector and so VP is

the zero vector as well. Therefore, ωD is nondegenerate. �

We now set c equal to 1
2 . Let (q1, . . . , qn, p1, . . . , pn) be Darboux coordinates in an open

neighborhood U of a point a in X and denote these coordinates by (qi, pi) to compress notation.

Since (qi, pi) are Darboux, Lemma 4.3.3 implies
(
ι∗π∗1qi, ι∗π∗1pi

)
is a Darboux coordinate system on

D in an open neighborhood of the point (a, a). For clarity, we rename the Darboux coordinates so

that (
ι∗π∗1qi, ι∗π∗1pi

)
=

(
α∗qi, α∗pi

)
.

Denote respectively by {·, ·}D and {·, ·}X the Poisson brackets on (D, ωD) and (X, ωX ).
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Lemma 4.3.5. Suppose that zi is equal to either qi or pi. If f and g are in C∞(X × X ), then

∂ f
∂α∗zi

◦ φ∗ =
∂φ∗ f
∂zi

.

Proof. We will assume that zi is equal to q1 since the proofs for the other cases are all similar. Denote

by ψ the homeomorphism

ψ : U → R2n by u 7→ (qi (u), pi (u)).

Suppose that a is in U , then φ(a) equals (a, a), an element D. Let γ the curve in ψ(U) given by

γ(t) = (q1(a) + t, q2(a), . . . , qn(a), p(a))

where t varies in an open interval containing zero that is small enough so that the curve remains in

ψ(U). We have the equalities

(
∂ f

∂α∗q1
◦ φ

)
(a) =

∂ f
∂α∗q1

(a, a)

=
d
dt

���t=0
f (ι ◦ φ ◦ ψ−1(γ(t)))

=
d
dt

���t=0
f (ψ−1(xt ), ψ−1(xt ))

=
d
dt

���t=0
f ◦ φ(ψ−1(xt ))

=
d
dt

���t=0
φ∗ f (ψ−1(xt )) =

∂φ∗ f
∂q1

.

�

Proposition 4.3.6. The map φ is a Poisson map onto its image D.

Proof. If f and g are in C∞(X × X ), then

φ∗{ f , g}D (a) = φ∗
∑
i

(
∂ f
∂α∗qi

·
∂g

∂α∗pi
−

∂ f
∂α∗pi

·
∂g

∂α∗qi

)
(a)
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=
∑
i

((
∂ f
∂α∗qi

◦ φ

)
(a)

(
∂g

∂α∗pi
◦ φ

)
(a) −

(
∂ f

∂α∗pi
◦ φ

)
(a)

(
∂g

∂α∗qi
◦ φ

))
.

Furthermore,

{φ∗ f , φ∗g}X (a) =
∑
i

(
∂φ∗ f
∂qi

(a) ·
∂φ∗g

∂pi
(a) −

∂φ∗ f
∂pi

(a) ·
∂φ∗g

∂qi
(a)

)
.

Therefore, Lemma 4.3.5 implies that

φ∗{ f , g}D (a) = φ∗{ f , g}D (a),

hence φ is Poisson onto D. �

Notice that the symplectic form on X × X that is induced by the symplectic form on X and the

projections π1 and π2 is in no way unique. In fact, so long as a and b are nonzero real numbers, the

form ω on X × X given by

ω = aπ∗1ωX + bπ∗2ωX

is symplectic. Different choices of a and b can profoundly affect the properties of D. In our setting,

D is a symplectic submanifold. However, if we take an ω′X×X defined as

ω′X×X = π
∗
1ωX − π

∗
2ωX,

then D will no longer be a symplectic leaf but a Lagrangian submanifold.

Proposition 4.3.7. The diagonal submanifold D is a Lagrangian submanifold of (X × X, ω′X×X ).

Proof. If (v,w) is an element of T(a,a) (X × X ), then

(π∗1ωX − π
∗
2ωX ) ((v,w), ·) = π∗1ωX ((v,w), ·) − π∗2ωX ((v,w), ·)

= ωX (π1∗(v,w), ·) − ωX (π2∗(v,w), ·)

= ωX (v, ·) − ωX (w, ·)

= ωX (v − w, ·) .
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Since ω is nondegenerate, ωX (v − w, ·) is identically zero if and only if v − w is the zero vector.

Therefore ω′X×X ((v,w), ·) is identically zero if and only if (v,w) is in T(a,a) D, which proves that D is

a Lagrangian submanifold of X × X . �

As we have seen with the diagonal, we can change the symplectic form and end up with different

symplectic structures. There are many symplectic forms possible on the fibered product, X ×Z Y but

not all will make the projection maps from X ×Z Y Poisson. For instance, one could pair X ×Z Y

with the symplectic form induced by the product manifold X × Y . Example 4.3.8 shows that such

structure leads to a double-counting of coordinate functions when studying Hamiltonian systems on

the the fibered product.

Example 4.3.8. Consider three point masses attached by springs as shown in Figure 1.1 with the

left spring having a spring constant k1 and the right spring having spring constant k2. Let f be a

surjective Poisson map from X to Z , g be a surjective Poisson map from Y to Z , ρX be the projection

map from X × Y to X and ρY be the projection map from X × Y to Y . The phase space of the left

mass, mX , is X and has position and momentum coordinate (qX, pX ). The phase space of the middle

mass, mZ , is Z with position and momentum coordinates (qZ, pZ ). The phase space of the right

mass, mY , is Y with position and momentum coordinates (qY, pY ). The Hamiltonian for the system is

H =
1

mX
p2
X +

1
mZ

p2
Z +

1
mY

p2
Y +

1
2

k1(qZ − qX )2 +
1
2

k2(qY − qZ )2.

Hamilton’s equations are as follows:

ṗX = −
∂H
∂qX

= k1(qZ − qX ), q̇X =
∂H
∂pX

=
1

mX
pX,

ṗY = −
∂H
∂qY
= k2(qY − qZ ), q̇Y =

∂H
∂pY

=
1

mY
pY,

and

q̇Z =
∂H
∂pZ

=
1

mZ
pZ, ṗZ = −

∂H
∂qZ

= k1(qZ − qX ) + k2(qY − qZ ).
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We can view the system as two subsystems, namely the left mass, middle mass, left spring and the

middle mass, right mass and right spring. Each mass will have a symplectic manifold for its phase

space. We can compose the two subsystems by “gluing" along the middle mass to build the larger

system, which means taking a pullback along Z . The pullback X ×Z Y will be the phase space for the

composite system. Now suppose the symplectic form on X ×Z Y is the induced symplectic form on

X × Y . The symplectic form will be

ω̃ = ωb,β + ω̃X + ω̃Y,

where

qZ ◦ f ◦ ρX = q̃Z
X, pZ ◦ f ◦ ρX = p̃Z

X, qZ ◦ g ◦ ρY = q̃Z
Y, pZ ◦ g ◦ ρY = p̃Z

Y,

qX ◦ ρX = q̃X, pX ◦ ρX = p̃X, qY ◦ ρY = q̃Y, pY ◦ ρY = p̃Y,

β = p̃Z
X + p̃Z

Y and b = q̃Z
X + q̃Z

Y .

Rewrite the symplectic form as

ω̃ = db ∧ dβ + dq̃X ∧ p̃X + dq̃Y ∧ dp̃Y .

This construction gives rise to the Poisson bracket

{·, ·} : (φ, ψ) 7→
∂φ

∂(q̃ZX + q̃Z
Y )

∂ψ

∂(p̃Z
X + p̃Z

Y )
−

∂φ

∂(p̃Z
X + p̃Z

Y )

∂ψ

∂(q̃ZX + q̃Z
Y )
+

∂φ

∂q̃X

∂ψ

∂ p̃X

−
∂φ

∂ p̃X

∂ψ

∂q̃X
+
∂φ

∂q̃Y

∂ψ

∂ p̃Y
−
∂φ

∂q̃Y

∂ψ

∂ p̃Y
.

The Hamiltonian is

H =
1

2mX
p̃X

2 +
1

2mZ
(p̃Z

X + p̃Z
Y )2 +

1
2mY

p̃Y
2

+
1
2

k1((q̃ZX + q̃Z
Y ) − q̃X )2 +

1
2

k2((q̃ZX + q̃Z
Y ) − q̃Y )2
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and the Hamiltonian vector field is

{·, H } =
∂

∂(q̃ZX + q̃Z
Y )

∂H

∂(p̃Z
X + p̃Z

Y )

−
∂

∂(p̃Z
X + p̃Z

Y )

∂H

∂(q̃ZX + q̃Z
Y )
+

∂

∂q̃X

∂H
∂ p̃X

−
∂

∂ p̃X

∂H
∂q̃X

+
∂

∂q̃Y

∂H
∂ p̃Y

−
∂

∂ p̃Y

∂H
∂q̃Y

.

Denote by vH this vector field to obtain

vH =
1

mZ
(p̃Z

X + p̃Z
Y )

∂

∂(q̃ZX + q̃Y
Y )
− (k1((q̃ZX + q̃Z

Y ) − q̃X )

+ k2((q̃ZX + q̃Z
Y ) − q̃Y ))

∂

∂(p̃Z
X + p̃Z

Y )

+
1

mX
p̃X

∂

∂q̃X
− k1((q̃ZX + q̃Z

Y ) − q̃X )
∂

∂ p̃X
+

1
mY

p̃Y
∂

∂q̃Y
− k2((q̃ZX + q̃Z

Y ) − q̃Y )
∂

∂ p̃Y
.

Hamilton’s equations for this system are

˙̃pX = −
∂H
∂q̃X

= k1((q̃ZX + q̃Z
Y ) − q̃X ), ˙̃qX =

∂H
∂ p̃X

=
1

mX
p̃X,

˙̃pY = −
∂H
∂q̃Y
= k2((q̃ZX + q̃Z

Y ) − q̃Y ), ˙̃qY =
∂H
∂ p̃Y

=
1

mY
p̃Y,

(p̃Z
X + p̃Z

Y ) · =
∂H

∂(q̃ZX + q̃Z
Y )
= −(k1((q̃ZX + q̃Z

Y ) − q̃X ) + k2(q̃ZX + q̃Z
Y ) − q̃Y ),

and

(q̃ZX + q̃Z
Y ) · = −

∂H

∂(p̃Z
X + p̃Z

Y )
=

1
mZ

(p̃Z
X + p̃Z

Y ).

On the pullback we have p̃Z
X = p̃Z

Y and q̃Z
X = q̃Z

Y . Hence,

2(q̃ZX ) · = −
∂H

∂(p̃Z
X + p̃Z

Y )
= −

∂H

2∂(p̃Z
X )
=

2
mZ

(p̃Z
X )
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or (q̃ZX ) · = 2
mZ

(p̃Z
X ). Similarly,

(p̃Z
X + p̃Z

Y ) · =
∂H

∂(q̃ZX + q̃Z
Y )
= −(k1((q̃ZX + q̃Z

Y ) − q̃X ) + k2(q̃ZX + q̃Z
Y ) − q̃Y )

= −(k1(2q̃Z
X
− q̃X ) + k2(2q̃Z

X
− q̃Y )).

This shows illustrates the double counting due to the incorrect form on the fibered product.

Example 4.3.8 shows that we have chosen the incorrect form on the pullback and do not retrieve

from the calculation the paths of motion. In Theorem 4.3.9 we construct the correct symplectic form

on X ×Z Y where the projection maps from X ×Z Y will be Poisson.

Theorem 4.3.9. Suppose that ( f , g) is a cospan in SympSurj with

f : X → Z and g : Y → Z,

with 2`, 2m, 2n the respective dimensions of X , Y , and Z , and suppose that ωX , ωY , and ωZ are the

respective symplectic forms on X , Y , and Z . Suppose that Q is a span in SympSurj that is paired

with ( f , g) and suppose that QA has dimension 2(` + m − n). The 2-form ωQA , given by

ωQA = q∗L (ωX ) + q∗R (ωY ) − q∗M (ωZ ) ,

is the symplectic form on QA. Moreover, the 2-form ω, given by

ω = π∗X (ωX ) + π∗Y (ωY ) − π∗Z (ωZ )

is the unique symplectic form on X ×Z Y with the property that (πX, πY ) is paired with ( f , g).

Proof. Suppose that a is in QA. Since Z is a symplectic manifold, there is on some chart UZ

containing qM (a) a Darboux coordinate system ΨZ with

Ψ
Z =

(
qZ
k , pZ

k

)
k∈{1,...,n}

: UZ → R2n.
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Since qM (a) is equal to f
(
qL (a)

)
, Theorem 4.3.1 implies that there is a chart UX containing qL (a)

and a Darboux coordinate system ΨX on UX with

Ψ
X =

(
qX
i , pX

i , q
Z
k ◦ f , pZ

k ◦ f
)
i∈{1,...,`−n}
k∈{1,...,n}

: UX → R2` .

Similarly, there is a chart UY containing qR (a) and a Darboux coordinate system ΨY on UY with

Ψ
Y =

(
qYj , pYj , q

Z
k ◦ g, pZ

k ◦ g
)
j∈{1,...,m−n}
k∈{1,...,n}

: UY → R2m.

For each k in {1, . . . , n}, the equality of f ◦ qL and g ◦ qR implies that

qZ
k ◦ f ◦ qL = qZ

k ◦ g ◦ qR = qZ
k ◦ qM and pZ

k ◦ f ◦ qL = pZ
k ◦ g ◦ qR = pZ

k ◦ qM .

Furthermore, there is a chartU containing a with the property that qL (U) and qR (U) are, respectively,

subsets of UX and UY . Denote respectively by q̃X
i , p̃X

i , q̃Yj , p̃Yj , q̃Z
k
, p̃Z

k
the functions qX

i ◦ qL , pX
i ◦ qL ,

qYj ◦ qR, pYj ◦ qR, qZ
k
◦ qM , and pZ

k
◦ qM acting on QA. The map Ψ given by

Ψ =
(
q̃X
i , p̃X

i , q̃
Y
j , p̃Yj , q̃

Z
k , p̃Z

k

)
i∈{1,...,`−n}
j∈{1,...,m−n}
k∈{1,...,n}

: U → R2(`+m−n)

is a homeomorphism from U to an open subset of R2(`+m−n) and hence a coordinate system on U

that is a Darboux coordinate system. The 2-form ωQA is therefore the form

ωQA =

`−n∑
i=1

dq̃X
i ∧ dp̃X

i +

m−n∑
j=1

dq̃Yj ∧ dp̃Yj +
n∑

k=1
dq̃Z

k ∧ dp̃Z
k ,

proving that if there is a span Q with the given properties, then the symplectic form on QA is

determined by the cospan ( f , g). It does not, however, prove that there is such a span.

Proposition 3.4.4 implies that X×ZY is a smooth manifold of dimension 2(`+m−n). Suppose v is

in Ta (X ×Z Y ) and for any w in Ta (X ×Z Y ),ω(v,w) is zero. There are coefficients ai, bi, c j, e j, sk, tk
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such that, using Einstein summation convention,

v = ai∂q̃X
i + bi∂ p̃X

i + c j∂q̃Yj + e j∂ p̃Yj + sk∂q̃Z
k + tk∂ p̃Z

k .

For a fixed i,

−ω(v, ∂q̃X
i ) = bi = 0.

A similar calculation shows that all of the given coefficients are zero, implying that v is equal to zero

and so ω is nondegenerate. The form ω is the sum of pullbacks of smooth closed forms, and so

smooth and closed itself, hence symplectic. The construction ofω ensures that the smooth surjections

πX and πY are Poisson maps on the symplectic manifold (X ×Z Y, ω), hence (πX, πY ) is paired with

( f , g). �

Theorem 4.3.10. Suppose that ( f , g) is a cospan in RiemSurj with

f : X → Z and g : Y → Z

and that gX , gY , and gZ are the metric tensors on X , Y , and Z , respectively. The tensor gX×ZY , given

by

gX×ZY = π
∗
X (gX ) + π∗Y (gY ) − π∗Z (gZ ) ,

is the unique metric tensor on X ×Z Y such that the span (πX, πY ) is paired with ( f , g).

Proof. Since every surjective Riemannian submersion is a surjective submersion, the fibered product

X ×Z Y is a smooth manifold. If gX×ZY is positive definite, then
(
X ×Z Y, gX×ZY

)
is a Riemannian

manifold since gX×ZY is a symmetric tensor as a sum of pullbacks of symmetric tensors. It suffices to

show that gX×ZY is nondegenerate.

Follow the proof of Theorem 4.3.9, using the splitting of the tangent spaces

T X = (ker(d f ))⊥ ⊕ (ker(d f )) and TY = (ker(dg))⊥ ⊕ (ker(dg))
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rather than the previous appeal to Theorem 4.3.1 to obtain an expression for gX×ZY in local coordinates.

Together with this local coordinate representation of gX×ZY , the fact that the maps πX , πY and πZ are

surjective Riemannian submersions imply that gX×ZY is nondegenerate. The proof is similar to the

proof of Theorem 4.3.9 and so the details are left to the reader to verify. �

Note that the symplectic form on X ×Z Y in Theorem 4.3.9 is not the pullback by the inclusion

map of the symplectic form on X ×Y to the manifold X ×Z Y . While the pullback form is symplectic,

the span (πX, πY ) will no longer be a span in SympSurj when X ×Z Y is endowed instead with the

pullback form. The analogous statements about the potential choices for the metric tensor are true in

the Riemannian setting.

4.4 Examples

Below are some first examples of generalized span categories. We will develop more examples in the

next chapter that involve looking at categories of Riemannian and symplectic manifolds.

Example 4.4.1. (Categories that have Pullbacks) Suppose that C is a category that has pullbacks

and let F be the identity functor from C to C . The functor F is span tight and so Span(C , F) is a

category. Since every F -pullback of a cospan is a pullback of a cospan, the category Span(C , F )

is the category Span(C ). In this way, the concept of a generalized span category Span(C , F )

generalizes the notion of a span category and reduces to it when C has pullbacks and F is the identity

functor.

Example 4.4.2. (Smooth Manifolds and Surjective Submersions) Suppose that F is the inclusion

functor from SurjSub to Diff. Theorems 4.1.5 and 4.2.1 together imply that Span(SurjSub, F ) is a

category.

Example 4.4.3. (Classical Mechanics) We work in the categories RiemSurj, whose objects are

Riemannian manifolds and whose morphisms are surjective Riemannian submersions, and SympSurj,

whose objects are symplectic manifolds and whose morphisms are surjective Poisson maps. Unlike

SurjSub, these categories are not subcategories of Diff. However, the forgetful functors from these
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categories into Diff are still span tight and so it is possible to construct generalized span categories in

these settings which are critical to the study of classical mechanics.

In the next chapter, we will in a limited setting extend the work of Fong in [19] by introducing the

notion of an augmented generalized span category. Such categories are critical to the categorification

of classical mechanics and the study of the functoriality of the Legendre transformation.
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Chapter 5

Lagrangian and Hamiltonian Systems

5.1 Systems as Isomorphism Classes of Augmented Spans

We now introduce the notion of an augmentation of a span and cospan in the restricted settings that

are significant to the current discussion. The description of a Lagrangian or Hamiltonian system

respectively requires not only the identification of a Riemannian or Poisson span, but the additional

information of a potential or a Hamiltonian, both of which are augmentations.

Definition 5.1.1. An augmented manifold is a pair (M, FM ), where M is a smooth manifold and

FM is a smooth real valued function defined on M. The pair given by (M, FM ) is an augmented

Riemannian (symplectic)manifold if M is a Riemannian (symplectic) manifold. Refer to FM as

a potential (or Hamiltonian), denoting it by VM (or HM ) if M is respectively a Riemannian (or

symplectic) manifold.

For sake of concision, denote byM any of the categories listed in Figure 4.8.

Definition 5.1.2. An augmented (co)span in M is a pair (S, FS), where S is a (co) span in M and

FS is a triple
(
FSA, FSL, FSR

)
of smooth real valued functions defined respectively on SA, SL , and

SR. IfM is RiemSurj (or SympSurj) , then the given augmented span is an augmented Riemannian

(co)span (or augmented Poisson (co)span). A physical (co)span is an augmented (co)span that is
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either Riemannian or Poisson. If (S, FS) is an augmented Riemannian (Poisson) span, then refer to

FS as a potential (or Hamiltonian) and denote it by VS (or HS) .

The apex of a Poisson span determines the kinematical properties of the system and the mapping

of the apex to its feet determines the way in which the span composes with other spans and, therefore,

how components of systems compose to form more complicated systems. The apex of a Riemannian

span determines a free system and the augmentation will be a potential that determines the interactions

in the system. The fundamental object of our study should be an isomorphism class of augmented

spans rather than an augmented span because composition using F -pullbacks is only determined up

to isomorphism.

Definition 5.1.3. Suppose that physical spans (S, FS) and
(
Q, FQ

)
are either both Riemannian or

both Poisson and that

(
SL, FSL

)
=

(
QL, FQL

)
and

(
SR, FSR

)
=

(
QR, FQR

)
.

A span morphism Φ from SA to QA is compatible with FS and FQ if FSA is equal to FQA ◦ Φ and

is, in this case, a morphism of physical spans. If Φ is additionally an isomorphism, then Φ is an

isomorphism of physical spans and (S, FS) and
(
Q, FQ

)
are isomorphic physical spans.

The inverse of an isometry is again an isometry. The inverse of an icthyomorphism is again an

icthyomorphism, [18, p. 10]. Proposition 5.1.4 follows from these facts.

Proposition 5.1.4. The inverse of any Riemannian (or Poisson) span isomorphism from S to Q is a

Riemannian (or Poisson) span isomorphism from Q to S.

Denote by [S, FS] the set of all physical spans that are isomorphic to a physical span (S, FS).

Together with the fact that the composition of physical span isomorphisms is again a physical span

isomorphism, Proposition 5.1.4 implies that isomorphism of physical spans is an equivalence relation,

hence the set [S, FS] is an equivalence class.

Definition 5.1.5. A Lagrangian (or Hamiltonian) system is an isomorphism class of Riemannian
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or Poisson) spans. If [S, FS] is either a Hamiltonian system or a Lagrangian system, then [S, FS]

is a physical system. Physical systems [S, FS] and [Q, FQ] are of the same type if they are both

Hamiltonian systems or both Lagrangian systems.

5.2 Paths of Motion

Refer to Section 2.2 for review of the Euler-Lagrange equations on a Riemannian manifold.

Definition 5.2.1. Suppose that S is a Poisson span. Denote by {·, ·}SA the Poisson bracket associated

to the symplectic form ωSA on the symplectic manifold SA. A path γ in SA is a path of motion of S if

it is an integral curve of the the vector field v where

v =
{
·, HSA

}
SA
.

Proposition 5.2.2. Suppose that (S, FS) and (Q, FQ) are physical spans of the same type and Φ is

an isomorphism of physical spans taking (S, FS) to (Q, FQ). If γ is a path of motion of (S, FS), then

Φ ◦ γ is a path of motion of (Q, FQ). Furthermore, every path of motion of (Q, FQ) is the image of a

path of motion of (S, FS).

Proof. If S and Q are Riemannian spans and Φ is an isomorphism from S to Q, then Φ is an isometry

from SA to QA and VSA is equal to VQA ◦ Φ. Denote by ∇SA and ∇QA the respective Levi-Civita

connections on SA and QA. Suppose that p is an element of SA and that X and Y are tangent vector

fields on SA. The map Φ is an isometry and so

dΦp

((
∇
SA

X Y
)
(p)

)
= ∇

QA

dΦ(X)dΦ(Y )(Φ (p)) and dΦ
(
gradSA

(
VQA ◦ Φ

))
= gradQA

(
VQA

)
.

If γ is a path of motion of (S, FS), then Φ ◦ γ is a curve in QA and

∇
QA

(Φ◦γ)′ (Φ ◦ γ)′ + gradQA

(
VQA

) ��Φ◦γ = ∇
QA

dΦ(γ′)
(
dΦ

(
γ′

))
+ gradQA

(
VQA

) ��Φ◦γ

= d
(
∇
SA

γ′
(
γ′

)
+ gradSA

(
VSA

) ��γ
)

= d(0) = 0,
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where the fact that γ satisfies (EL) in SA implies the penultimate equality. The path Φ ◦ γ is therefore

a path of motion of (Q, FQ).

If S and Q are Poisson spans and Φ is an isomorphism from S to Q, then Φ is an icthyomorphism

from SA to QA and HSA is equal to HQA ◦ Φ. The curve γ is path of motion of (S, FS) if and only if

it is an integral curve of the vector field
{
·, HSA

}
. Suppose that α and β are smooth functions on QA.

Since Φ is Poisson,

dΦ
(
{·, α ◦ Φ}SA

)
(β) = {·, α ◦ Φ}SA

(β ◦ Φ) =
(
{β ◦ Φ, α ◦ Φ}SA

)
= {β, α}QA

and so

(Φ ◦ γ)′ = dΦ��γ
({
·, HSA

}
SA

)
= dΦ��γ

({
·, HQA ◦ Φ

}
SA

)
=

{
·, HQA

}
QA

��Φ◦γ .

The curve Φ ◦ γ is, therefore, a path of motion of (Q, FQ).

In both the Riemannian and Poisson settings, the map Φ−1 is also an isomorphism of physical

spans and so every path of motion of (Q, FQ) is the image of a path of motion of (S, FS). �

5.3 F -Pullbacks of SympSurj and RiemSurj in Diff

Recall Example 3.3.4, which demonstrated that SurjSub does not have pullbacks. This same example

can be adopted in the Riemannian or symplectic setting because any discrete manifold can be endowed

with the trivial Riemannian metric or symplectic form. Therefore, RiemSurj and SympSurj do not

have pullbacks. Proposition 5.2.2 implies that an isomorphism class of physical spans determines the

dynamics of a physical system. Composing such isomorphism classes requires both the existence of

F -pullbacks in these categories, where F is an appropriate forgetful functor into Diff, as well as the

span tightness of the functor F .

Theorem 5.3.1. The forgetful functors from SympSurj to Diff and from RiemSurj to Diff are span

tight.
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Proof. Suppose that F is the forgetful functor from SympSurj to Diff. Since every morphism in

SympSurj is a surjective submersion, the functor F maps SympSurj to the subcategory SurjSub of

Diff. If ( f , g) is a cospan in SympSurj, and πX and πY are, as defined above, the respective projections

from X ×Z Y to X and Y , then Proposition 4.1.4 implies that (F (πX ) , F (πY )) is a span in Diff that is

a pullback of the cospan (F ( f ) , F (g)). Therefore, SympSurj has F -pullbacks in Diff. Suppose now

that Q is a span in SympSurj that is also an F -pullback of ( f , g). In this case, the span F (Q) is a

span in Diff that is a pullback of (F ( f ) , F (g)) and so there is a span diffeomorphism Φ from F (Q)

to F (X ×Z Y ). Since Φ is a span morphism,

F (qL) ◦Φ−1 = F (πX ), F (qR) ◦Φ−1 = F (πY ), and F ( f ) ◦ F (qL) ◦Φ−1 = F (πZ ). (5.1)

Denote respectively by ω, ωX , ωY , and ωZ the symplectic forms on X ×Z Y , X , Y , and Z . The

equalities of (5.1) imply that

ω = F (πX )∗(ωX ) + F (πY )∗(ωY ) − F (πZ )∗(ωZ )

=
(
F (qL) ◦ Φ−1

)∗
(ωX ) +

(
F (qR) ◦ Φ−1

)∗
(ωY ) −

(
F ( f ) ◦ F (qL) ◦ Φ−1

)∗
(ωZ )

=
(
Φ
−1

)∗ (
F (qL)∗ (ωX ) + F (qR)∗(ωY ) −

(
F ( f ) ◦ F (qL)

)∗(ωZ )
)

=
(
Φ
−1

)∗ (
ωQA

)
,

where ωQA is the unique 2-form on QA such that Q is paired with ( f , g). Let Ψ be the map from

(QA, ωQA ) to (X ×Z Y, ω) that acts as Φ on the underlying manifolds. The map Ψ is, therefore,

a diffeomorphism and Ψ−1 is a symplectic map, hence Ψ is a symplectomorphism. Since every

symplectomorphism is an icthyomorphism, Ψ isomorphism in the category SympSurj with F (Ψ)

equal to Φ, [1, p. 195].

A similar argument proves the theorem in the case of RiemSurj. �

Corollary. If F is the forgetful functor from SympSurj to Diff (resp. RiemSurj to Diff ) , then

Span(SympSurj, F ) (resp. Span(RiemSurj, F )) is a category.
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While Theorems 4.2.1 and 5.3.1 imply that Span(SympSurj, F ) and Span(RiemSurj, F ) are

categories, where F is the appropriate forgetful functor into Diff, to show that physical systems are

morphisms of a category requires additional verifications. The next section provides the necessary

verifications.
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Chapter 6

Physical Systems as Morphisms

6.1 The Categories HamSy and LagSy

This section constructs the categories LagSy and HamSy, whose objects are respectively augmented

Riemannian manifolds or augmented symplectic manifolds and whose morphisms are isomorphism

classes of the physical spans appropriate to the given category.

Definition 6.1.1. The physical system [S, FS] is composable with the physical system [Q, FQ] if:

(1) both are physical systems of the same type;

(2) if (S, FS) and
(
Q, FQ

)
are respective representatives of the equivalence classes [S, FS] and

[Q, FQ], then
(
SR, FSR

)
is equal to

(
QL, FQL

)
.

Assume below that the physical system [S, FS] is composable with
[
Q, FQ

]
, and (S, FS) and(

Q, FQ

)
are, respectively, representatives of [S, FS] and

[
Q, FQ

]
. To simplify notation, let

SA = X, SL = V, SR = QL = Z, QA = Y, and QR = W .

Again denote by X ×Z Y the fibered product and by πX , πY , and πZ the respective projections to X ,

Y , and Z . Define by [S, FS] ◦ [Q, FQ] the augmented span given by

[S, FS] ◦ [Q, FQ] =
[(

sL ◦ πX, qR ◦ πY
)
, FS◦Q

]
,
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where

FS◦Q = (FX ◦ πX + FY ◦ πY − FZ ◦ πZ, FV, FW ) .

Theorem 6.1.2. The Hamiltonian systems are the morphisms in a category, HamSy, whose objects

are augmented symplectic manifolds. The Lagrangian systems are the morphisms in a category,

LagSy, whose objects are augmented Riemannian manifolds.

Proof. To prove the theorem, it suffices to show that: (1) composition of morphisms in HamSy

and in LagSy is well defined; (2) both HamSy and LagSy have left and right unit laws; and (3)

composition of morphisms in HamSy and in LagSy is associative. Since Span(RiemSurj, F ) and

Span(SympSurj, F ) are categories, to show that HamSy and LagSy are categories, it suffices to show

that the augmentations are compatible with the various span isomorphisms that arise in defining the

categories Span(RiemSurj, F ) and Span(SympSurj, F ). Suppose that [S, FS] and
[
Q, FQ

]
are both

morphisms in HamSy and denote by F the forgetful functor from SympSurj to Diff.

(1) Suppose that [S′, FS′] is equal to [S, FS] and that α is an isomorphism of augmented spans

with

α : X = SA → S′A.

Suppose that
[
Q′, FQ′

]
is equal to

[
Q, FQ

]
and that β is an isomorphism of augmented spans with

β : Y = QA → Q′A.

Since (Z, FZ ) is the right foot of (S, FS) and the left foot of
(
Q, FQ

)
,

(
S′R, FS′R

)
=

(
Q′L, FQ′L

)
= (Z, FZ ) .

If P is an F -pullback of
(
s′R, q

′
L

)
, then there is a span isomorphism Φ in SympSurj with

Φ : X ×Z Y → PA.
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The augmented span (S′, FS′) ◦P
(
Q′, FQ′

)
is given by

(
S′, FS′

)
◦P

(
Q′, FQ′

)
=

((
s′L ◦ pL, q′R ◦ pR

)
, FS′◦PQ′

)
,

where

FS′◦PQ′ =
(
FS′

A
◦ pL + FQ′

A
◦ pR − FZ ◦ s′R ◦ pL, FV, FW

)
.

Since α and β are isomorphisms of augmented spans,

FS′
A
◦ α = FX and FQ′

A
◦ β = FY .

The function Φ is a span isomorphism and so

pL ◦ Φ = α ◦ πX and pR ◦ Φ = β ◦ πY,

hence

FS′
A
◦ pL ◦ Φ = FS′

A
◦ α ◦ πX = FX ◦ πX .

Similar arguments show that

FQ′
A
◦ pR ◦ Φ = FY ◦ πY and FZ ◦ s′R ◦ pL ◦ Φ = FZ ◦ πZ,

and so

FS◦Q =
(
FS′◦PQ′

)
◦ Φ. (6.1)

Equality (6.1) implies that Φ is an augmented span isomorphism, hence the composition of [S, FS]

and
[
Q, FQ

]
is independent of representative. The composite [S, FS] ◦

[
Q, FQ

]
is, therefore, a well

defined morphism from (QR, FQR ) to (SL, FSL ).

(2) Let [S, FS] be a morphism with source
(
SR, FSR

)
and target

(
SL, FSL

)
. Let

(
ISR, FISR

)
be

a representative of the identity augmented span with source
(
SR, FSR

)
and target

(
SR, FSR

)
. The
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equality

[S] ◦ [ISR ] = [S]

follows from the fact that Span(SympSurj, F ) is a category. Let the span P be an F -pullback of(
sR, ISR

)
, where

PL = PA = SA, PR = SR, pL = IdX, and pR = sR .

The equalities

FPA = FSL ◦ pL + FSR ◦ sR − FSR ◦ sR ◦ pL

= FSL ◦ IdX + FSR ◦ sR − FSR ◦ sR ◦ IdX = FSL

imply that there is an augmented span isomorphism from (S, FS) ◦
(
ISR, FSR

)
to (S, FS), and so

[S, FS] ◦
[
ISR, FSR

]
= [S, FS] .

A similar argument shows that

[
ISL, FSL

]
◦ [S, FS] = [S, FS] .

Therefore, HamSy has left and right unit laws.

(3) Refer to Figure 6.1 for the naming of the maps below, where all spans paired with a given

cospan are augmented F -pullbacks of the given cospan and the diagram is commutative. Let

(P3, FP3 ) be an F -pullback of (p1
R, p2

L) and let (P4, FP4 ) be an F -pullback of (qR ◦ p1
R, tL).

To prove (3), show first that there is an augmented span isomorphism from the augmented span(
(S, FS) ◦(P1,F

P1 ) (Q, FQ)
)
◦(P4,F

P4 ) (T, FT ) to the augmented span (P, FP) that is given by the

composite
(
(S, FS) ◦(P1,F

P1 ) (Q, FQ)
)
◦(P3,F

P3 )
(
(Q, FQ) ◦(P2,F

P2 ) (T, FT )
)
. A similar argument will

show that there is an augmented span isomorphism from the augmented span (S, FS) ◦
(
(Q, FQ) ◦

(T, FT )
)
to (P, FP) and the result follows by the fact that inverses and compositions of augmented

span isomorphisms are augmented span isomorphisms. Since Lemma 4.2.2 proves the existence of a
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SL SR = QL

SA

sL sR

QR = TL

QA

qL qR

TR

TA

tL tR

P1
A

p1
L p1

R

P2
A

p2
L p2

R

P3
Ap3

L p3
R

P4
A

p4
L

p4
R

Φ

m4

m1

m3

m2

Figure 6.1: Associativity of Augmented Span Composition

span isomorphism between the non-augmented spans, it suffices to show that this span isomorphism

is compatible with the augmentations for the two composite spans.

The commutativity of the diagram in Figure 6.1 and the definition of the composition of augmented

spans together imply that

FP4
A
= FP1

A
◦ p4

L + FTA ◦ p4
R − FQR ◦ m4

= FP1
A
◦ p3

L ◦ Φ + FTA ◦ p2
R ◦ p3

R ◦ Φ − FQR ◦ m2 ◦ p3
R ◦ Φ.

=

(
FP1

A
◦ p3

L + FTA ◦ p2
R ◦ p3

R − FQR ◦ m2 ◦ p3
R

)
◦ Φ

=

(
FP1

A
◦ p3

L +
(
FTA ◦ p2

R − FQR ◦ m2
)
◦ p3

R

)
◦ Φ

=

(
FP1

A
◦ p3

L +
(
FQA ◦ p2

L − FQA ◦ p2
L + FTA ◦ p2

R − FQR ◦ m2
)
◦ p3

R

)
◦ Φ

=

(
FP1

A
◦ p3

L +
(
FQA ◦ p2

L + FTA ◦ p2
R − FQR ◦ m2

)
◦ p3

R − FQA ◦ p2
L ◦ p3

R

)
◦ Φ

=

(
FP1

A
◦ p3

L +
(
FQA ◦ p2

L + FTA ◦ p2
R − FQR ◦ m2

)
◦ p3

R − FQA ◦ m3
)
◦ Φ

=

(
FP1

A
◦ p3

L + FP2 ◦ p3
R − FQA ◦ m3

)
◦ Φ

= FP3
A
◦ Φ.
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Therefore, the span isomorphism Φ is compatible with the augmentations FP4 and FP3 .

The above arguments are independent of the morphisms being in HamSy. Repeat the arguments

above in the setting of LagSy to complete the proof of the theorem. �

6.2 The Legendre Functor

This section constructs a functor L from LagSy to HamSy, the Legendre functor, that preserves the

paths of motion.

Suppose that (M, gM ) is a Riemannian manifold of dimension m. Denote respectively by πM and

ρM the canonical projections from T∗M to M and from T M to M . Suppose a is a point of M . There

is a chart U of M containing a that is the domain of coordinates (xi)i∈{1,...,m}. The set of 1-forms

{dxi : i ∈ {1, . . . ,m}} trivializes the subbundle T∗U. Define for each i the real valued functions pM
i

on T∗U with the property that for all θ in T∗M ,

θ =

m∑
i=1

pM
i (θ)

∂

∂xi

�����πM (θ)
.

The pM
i are the momenta associated with the xi coordinates. For each i, the function pM

i is the

evaluation map ev ∂
∂xi

����πM (θ )

that is defined by the equality

ev ∂
∂xi

����π (θ )

(θ) = θ *
,

∂

∂xi

�����πM (θ)

+
-
.

For each i, define qM
i by

qM
i = xi ◦ πM .

The function given by
(
qM
i , pM

i

)
i∈{1,...,m}

on π−1
M (U) is a Darboux coordinate system, that is

ωT ∗M =

m∑
i=1

dqM
i ∧ dpM

i .
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Define for each i the real valued function q̂M
i on T M with the property that if v is in ρ−1

M (U), then

v =

m∑
i=1

q̂M
i (v)

∂

∂xi

�����ρM (v)
.

Note that q̂M
i is the function defined for each v in TU by

q̂M
i (v) = dxi |ρM (v) (v).

Denote ambiguously by qM
i the function

qM
i = xi ◦ ρM

on TU. The coordinate system
(
qM
i , q̂

M
i

)
is a coordinate system on ρ−1

M (πM (U)).

The Riemannian metric gM on T M induces a Riemannian metric on the cotangent bundle T∗M ,

to be denoted g∗M and for each a in U defined on the pair (θ1, θ2) in T∗aM × T∗aM by

g∗M (θ1, θ2) = gM (]M (θ1), ]M (θ2)) =
m∑

i, j=1
g
i j
M (a)pM

i (θ1)pM
j (θ2),

where gi jM denotes the (i, j) entry of the inverse of the matrix given by gM in the (qM
i , q̂

M
i ) coordinates.

For all v in T M and θ in T∗M , denote respectively by gM (·) and g∗M (·) the quadratic forms

gM (v) = gM (v, v) and g∗M (θ) = g∗M (θ, θ). (6.2)

Define K as a map from Riemannian manifolds to symplectic manifolds by

K (M, gM ) =
(
T∗M, ωT ∗M

)
.

For any surjective Riemannian submersion f from M to N , define (see Figure 6.2) K ( f ) by

K ( f ) = [N ◦ d f ◦ ]M .
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To simplify the notation, denote by F the function K ( f ).

Suppose that M and N are smooth manifolds of respective dimensions m and n and suppose

further that f is a surjective Riemannian submersion from M to N . For any point p in M there is a

coordinate system (x1, . . . , xm) of AM on a chart containing p and a coordinate system (y1, . . . , yn)

of AN on a chart containing f (p) such that for all i in {1, . . . , n} and k in {n + 1, . . . ,m},

xi = yi ◦ f and
∂

∂xk
∈ ker(d f ).

Let j be an index varying in the set {1, . . . , n}. For each i and each j, denote respectively by qM
i and

qN
j the functions xi ◦ πM and yj ◦ πN and denote by pM

i and pN
j the momenta associated with the

coordinate functions xi and yj . Use the above notation for the following lemma, as well as for the

rest of the section.

T∗M

T M T N

T∗N

M N

]M [N[M ]N

F = K ( f )

f

d f

ρM ρN

πM πN

Figure 6.2: Composition of d f with the Musical Isomorphisms

Lemma 6.2.1. For all pM
j , pN

j , and F defined as above,

pM
j = pN

j ◦ F .

Proof. For all j in {1, . . . , n},

d f
(
∂

∂x j

�����a

)
= d f

(
∂

∂(yj ◦ f )

�����a

)
=

∂

∂yj

����� f (a)
.
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For all θ in T∗U, there is an element X of TU with θ equal to gM (X, ·). In this case, the form

F (θ) is equal to gN (d f (X ), ·), and so

pM
j (θ) = ev ∂

∂x j

����πM (θ )

(θ) = gM *
,

X,
∂

∂x j

�����πM (θ)

+
-
.

The function f is Riemannian, implying that

gM *
,

X,
∂

∂(yj ◦ f )

�����πM (θ)

+
-
= gN *

,
d f (X ), d f *

,

∂

∂(yj ◦ f )

�����πM (θ)

+
-

+
-

and so

pM
j (θ) = gN *

,
d f (X ),

∂

∂yj

����� f (πM (θ))

+
-

= gN *
,
d f (X ),

∂

∂yj

�����πN (F (θ))

+
-

= F (θ) *
,

∂

∂yj

�����πN (F (θ))

+
-

= ev ∂
∂yj

����πM (θ )

(F (θ)) = (πN ◦ F)(θ),

which proves the desired equality. �

Proposition 6.2.2. For any surjective Riemannian submersion f from a Riemannian manifold M to

a Riemannian manifold N , the function K ( f ) is a surjective Poisson map.

Proof. Suppose M and N have respective dimensions m and n. The map K maps Riemannian

manifolds to symplectic manifolds. Once again denote by F the map K ( f ). Suppose that ΠT ∗M and

ΠT ∗N respectively denote the Poisson bivectors for T∗M and T∗N . For any α and β in C∞(N ) and

any a in M ,

dFa (ΠT ∗M )(α, β) = ΠT ∗M (α ◦ F, β ◦ F)���a

=

m∑
i=1

*
,

∂(α ◦ F)
∂qM

i

∂(β ◦ F)
∂pM

i

−
∂(β ◦ F)
∂qM

i

∂(α ◦ F)
∂pM

i

+
-

������a
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=

n∑
i=1

*
,

∂(α ◦ F)
∂qM

i

∂(β ◦ F)
∂pM

i

−
∂(β ◦ F)
∂qM

i

∂(α ◦ F)
∂pM

i

+
-

������a

=

n∑
i=1

*
,

∂(α ◦ F)
∂(qN

i ◦ F)
∂(β ◦ F)
∂(pN

i ◦ F)
−

∂(β ◦ F)
∂(qN

i ◦ F)
∂(α ◦ F)
∂(pN

i ◦ F)
+
-

������a
(6.3)

=

n∑
i=1

*
,

∂(α)
∂qN

i

∂(β)
∂pN

i

−
∂(β)
∂qN

i

∂(α)
∂pN

i

+
-

������F (a)

= ΠT ∗N (α, β)���F (a)
,

where Lemma 6.2.1 implies the equality in (6.3). Therefore, dF (ΠT ∗M ) is equal to ΠT ∗N , which

implies that F is a Poisson map. The map f is a surjective submersion, therefore d f is surjective.

The nondegeneracy of g implies that F is also surjective and so K maps the morphisms in RiemSurj

to morphisms in SympSurj. �

Lemma 6.2.3. For any Riemannian spans S and Q and any span isomorphism Φ from S to Q, the

function K (Φ) is a span isomorphism from K (S) to K (Q).

Proof. Suppose that Φ is a span isomorphism from S and Q. In this case, K (Φ) is Poisson. Since

K (Φ) is an icthyomorphism, it is an isomorphism in the category SympSurj. Recall that the

isomorphisms in SympSurj are icthyomorphisms, which are symplectomorphisms since the objects

in SympSurj are symplectic manifolds, [1, p. 195]. Since Φ is a span morphism,

sL = qL ◦ Φ and sR = qR ◦ Φ,

implying that

K (sL) = K (qL ◦ Φ)

= [QL ◦ d
(
qL ◦ Φ

)
◦ ]SA

= [QL ◦ dqL ◦ dΦ ◦ ]SA

= [QL ◦ dqL ◦
(
]QA ◦ [QA

)
◦ dΦ ◦ ]SA

=
(
[QLdqL ◦ ]QA

)
◦

(
[QL ◦ dΦ ◦ ]SA

)
= K (qL) ◦K (Φ).
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A similar argument shows that

K (sR) = K (qR) ◦K (Φ),

proving that K (Φ) is a span morphism. Therefore, for any spans S and Q in RiemSurj that are span

isomorphic, the spans K (S) and K (Q) are also span isomorphic. �

Lemma 6.2.4. For any Riemannian submersion f that is compatible with a Riemannian augmentation,

the function K ( f ) is a Poisson map that is compatible with the Hamiltonian augmentation that is

the image under K of the Riemannian augmentation.

Proof. For any span isomorphism Φ from S to Q that is compatible with FS and FQ,

VSA = VQA ◦ Φ.

The isomorphism Φ is Riemannian, hence an isometry. Therefore,

g∗SA
= g∗QA

◦K (Φ),

and so

HSA =
1
2
g∗SA
+ VSA ◦ πSA

=
1
2
g∗QA
◦K (Φ) + VQA ◦ πQA ◦K (Φ) = HQA ◦K (Φ).

�

Suppose that S is a Riemannian span and let ? denote either of the letters A, L, or R. Define

K (S?,V?) by

K (S?,V?) = (K (S?) , H?)

where for all η in S?,

HS?(η) =
1
2
g∗S? (η) + (V? ◦ πS? )(η).
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Each object of LagSy is an augmented Riemannian manifold and so K maps the objects of LagSy to

the objects of HamSy. Define L to be K on the objects of LagSy and for each morphism [S] in

LagSy, define L ([S]) by

L ([S]) = [K (S)].

Theorem 6.2.5. The map L is a functor from LagSy to HamSy. Suppose that πSA is the canonical

projection from T∗SA to SA. Suppose that the Lagrangian system [S] has a path of motion γ on the

manifold SA that is specified by the representative S of [S] and suppose that γ intersects a point

x of SA at time zero. In this case, the path K ◦ γ is a path determined by L ([S]), valued in the

symplectic manifold K (SA), and πSA ◦K ◦ γ also intersects x at time zero.

Proof. The map L maps Riemannian manifolds to symplectic manifolds and potentials to Hamiltoni-

ans, and therefore maps the objects of LagSy to the objects of HamSy. Proposition 6.2.2 implies that

L maps surjective Riemannian submersions to surjective Poisson maps, and so if S is a Riemannian

span, then K (S) is a Poisson span. Lemma 6.2.4 implies that if (S, FS) and (Q, FQ) are isomorphic

as augmented Riemannian spans, then K (S, FS) and K (Q, FQ) are also isomorphic as augmented

Poisson spans and so L is well defined on Lagrangian systems, mapping them to Hamiltonian

systems.

Suppose that M is a Riemannian manifold. Denote by LM the Lagrangian on T M, where for

each ν in T M ,

LM (ν) =
1
2
gM (ν, ν) − VM (ρM (ν)) .

Denote by HM the Hamiltonian associated to VM and by {·, ·}T ∗M the Poisson bracket as given above

in the construction of L . It is a standard result in classical mechanics that a path γ on M is a solution

to (EL) if and only if it is an integral curve of {·, HM }M , [16, p.25, Theorem 3.13]. This proves the

last two statements of the theorem. To prove that L is a functor, it suffices to show further that: (1)

L commutes with composition and (2) L maps identity morphisms to identity morphisms.

To show (1), suppose that [S, FS] and [Q, FQ] are augmented Riemannian spans and that [S, FS]

is composable with [Q, FQ]. Suppose that P is an F -pullback of (sR, qL), where PA is the fibered

product SA ×SR QA and pR and pL are the respective restrictions of the projections on SA ×QA to SA

85



and QA. The map K maps SA ×SR QA to its cotangent bundle T∗
(
SA ×SR QA

)
, which is isomorphic

in SympSurj to the manifold (T∗SA) ×(T ∗SR ) (T∗QA). The symplectic form on T∗
(
SA ×SR QA

)
is

given by the canonical 2-form and the symplectic form ω on (T∗SA) ×(T ∗SR ) (T∗QA) is given by

ω = K (pL)∗(ωT ∗SA ) +K (pR)∗(ωT ∗QA ) −K (pL)∗(K (sR)∗(ωT ∗SR )).

The symplectomorphism Φ from T∗
(
SA ×SR QA

)
to (T∗SA) ×(T ∗SR ) (T∗QA) is consistent with the

augmentations. Lemma 6.2.4 implies that

L ([S, FS] ◦ [Q, FQ]) = L ([(S, FS) ◦P (Q, FQ)])

= [K ((S, FS) ◦P (Q, FQ))]

= [K (S, FS) ◦K (P) K (Q, FQ)]

= [K (S, FS)] ◦ [K (Q, FQ)] = L ([S, FS]) ◦L ([Q, FQ]),

where the penultimate equality holds because K (P) is an F -pullback.

To show (2), suppose that (X,VX ) is an augmented Riemannian manifold and that IdX is

the identity map from X to X . Denote by IX the span (IdX, IdX ). The span K (IX ) is the pair

(K (IdX ),K (IdX )) where K (IdX ) is the identity map IdT ∗X from T∗X to T∗X . Furthermore, K

maps the augmentation VX to the augmentation HT ∗X where

HT ∗X =
1
2
g∗X + VX ◦ πX .

Suppose that S is an augmented Hamiltonian span with (SL, HSL ) equal to (T∗X, HT ∗X ). Let Q be

the F -pullback of the cospan (K (IdX ), sL) with the property that QA is the symplectic manifold

T∗X ×T ∗X SA. The maps qL and qR are the respective restrictions to the manifold T∗X ×T ∗X SA of

the canonical projections of the manifold T∗X × SA to T∗X and SA and are symplectomorphisms.

The definition of the augmentation on a pullback implies that

HQA =

(
1
2
g∗X + VX ◦ πX

)
◦ qL +

(
1
2
g∗SA
+ VSA ◦ πSA

)
◦ qR
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−

(
1
2
g∗X + VX ◦ πX

)
◦ qL ◦ IdT ∗X

=

(
1
2
g∗X + VX ◦ πX

)
◦ qL +

(
1
2
g∗SA
+ VSA ◦ πSA

)
◦ qR −

(
1
2
g∗X + VX ◦ πX

)
◦ qL

=

(
1
2
g∗SA
+ VSA ◦ πSA

)
◦ qR = HSA ◦ qR,

hence

HQA = HSA ◦ qR .

The map qR is, therefore, compatible with the augmentations. Since Q is paired with (K (IdX ), sL),

sL ◦ qR = IdX ◦ qL = qL,

and so qR is a span isomorphism mapping the composite (K (IX ) ◦ qL, sR ◦ qR) to the span S that is

compatible with the augmentations. This compatibility implies that

L ([IX,VIX ]) ◦ [S, HS] = [K (IX,VX ) ◦ (S, HS)] = [S, HS].

Similar arguments show that for any augmented Hamiltonian span (S′, HS′) such that (S′R, HS′R
) is

equal to (T∗X, HT ∗X ),

[S′, HS′] ◦L ([IX,VX]) = [S′, HS′],

and so L ([IX,VX]) is the identity map with source and target (T∗X, HT ∗X ).

�

Refer to the functor L from LagSy to HamSy as the Legendre functor. It is an analog of the

Legendre transformation and translates from Lagrangian to Hamiltonian descriptions of a physical

system.
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6.3 Motivating Example

Suppose that the spring-mass system with three masses given in Figure 1.3 has masses m1, m2, and

m3 respectively as the left, middle, and right masses of the system. Suppose further that the spring

constants of the left and right springs are respectively k1 and k2. The spring-mass system with three

masses is a composite of two spring-mass systems with two masses each. We now discuss a category

theoretic construction of a model for the composite system with its subsystems.

Let [S,VS] be a Lagrangian system describing the left-spring mass system and [Q,VQ] be a

Lagrangian systems describing the right spring-mass system. Denote both SR and QL by Z , since SR

is equal to QL , and by VZ the augmentation on Z . Take a representative (S,VS) of the Langrangian

system [S,VS] to be the augmented Riemannian span with the manifold SA equal to R2 and the

manifolds SL and Z equal to R. Let g1 be the standard Riemannian metric on R. Let ρL and ρR be

the canonical projections on R2 with

ρL (q1, q2) = q1 and ρR (q1, q2) = q2.

Denote by g2 the standard Riemannian metric on R2. Endow SL with the Riemannian metric gSL

and Z with the Riemannian metric gZ , where gSL and gZ are given by

gSL = m1g1 and gZ = m2g1.

Define by gSA the metric on R2 given for all v and w in T(q1,q2)R
2 by

gSA (v,w) = gSL (dρL (v), dρL (w)) + gZ (dρR (v), dρR (w)).

Denote respectively by sL and sR the functions from SA to SL and from SA to Z that act on underlying

manifolds as the projections ρL and ρR. The augmentation VS is the triple of maps

VS = (VSA,VSL,VZ ) with VSA (q1, q2) =
k1
2

(q1 − q2)2, VSL ≡ 0, and VZ ≡ 0.
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Define similarly the Riemannian span (Q,VQ), but with the Riemannian metric gQR on QR and the

augmentations VQA and VQR given by

gQR = m3g1, VQA (q2, q3) =
k2
2

(q2 − q3)2, and VQR ≡ 0.

Define by gQA the metric on R2 given for all v and w in T(q2,q3)R
2 by

gQA (v,w) = gZ (dρL (v), dρL (w)) + gQR (dρR (v), dρR (w)).

R3

R2 R2

RRR

Figure 6.3: Configuration Spaces for Three Point Masses

Denote by πL and πR the respective projections from SA ×Z QA to SA and to QA and by πM

the map sR ◦ πL , which is also the map qR ◦ πR. Denote by gSA×ZQA the Riemannian metric on

SA ×Z QA given by

gSA×ZQA = π
∗
L (gSA ) + π∗R (QA) − π∗Z (gZ ).

The augmentation VSA×ZQA is then given by

VSA×ZQA = π
∗
L (VSA ) + π∗R (VQA ) − π∗M (VZ ).

Let Φ be the diffeomorphism from SA ×Z QA to R3 given by

Φ(q1, q2, q2, q3, q̇1, q̇2, q̇2, q̇3) = (q1, q2, q3, q̇1, q̇2, q̇3).
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Denote by PA the Riemannian manifold R3, and by pL and pR the maps

pL = sL ◦ πL ◦ Φ−1 and pR = sR ◦ πR ◦ Φ−1.

Denote similarly by VPA the potential

VPA = VSA×ZQA ◦ Φ
−1.

Define a Riemannian metric gPA on PA by

gPA = (Φ−1)∗(gSA×ZQA ),

making Φ an isometry. The Lagrangian for the composite system is LPA where for every ν in T PA,

LPA (ν) =
1
2
gPA (ν, ν) − VPA

(
ρPA (ν)

)
.

The Lagrangian L of the system with configuration space given by R3 is given with respect to

coordinate system (q1, q2, q3) by

L(q1, q2, q3, q̇1, q̇2, q̇3) =
m1
2

(q̇1)2 +
m2
2

(q̇2)2 +
m2
2

(q̇2)2 +
m3
2

(q̇3)2 −
m2
2

(q̇2)2

−
k1
2

(q1 − q2)2 −
k1
2

(q2 − q3)2 + 0 (since VZ ≡ 0)

=
m1
2

(q̇1)2 +
m2
2

(q̇2)2 +
m3
2

(q̇3)2 −
k1
2

(q1 − q2)2 −
k1
2

(q2 − q3)2.

The Riemannian span (P, FP) is a representative of the Lagrangian system [S, FS] ◦ [Q, FQ]. The

Lagrangian L on PA is the Lagrangian for the given system of three masses and two springs with

configuration space equal to R3. We leave the determination of the Hamiltonian system to the reader

as it is a straightforward exercise given the previous discussion and the result of the next section.

In general, a description of a composite system requires a prior description of the subsystems.

The subsystems need not themselves have descriptions as composite systems and it remains an open
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problem to determine the simplest subsystems that are required to construct from them any other

system as a composite. If two subsystems that share a common component form a complicated

system, and if we know how to map the subsystems into two pieces, one of which is the common

component, then we can view the complicated system as a composite system in our formalism.
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