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ABSTRACT OF THE DISSERTATION

Bergman kernel asymptotics and exponential weights on phase space

by

Matthew Ian Stone

Doctor of Philosophy in Mathematics

University of California, Los Angeles, 2022

Professor Mikhail Khitrik, Chair

This dissertation has two parts. In the first part, we extend the direct approach

to the semiclassical Bergman kernel asymptotics, developed recently in [12] for real

analytic exponential weights, to the smooth case. Similar to [12], our approach avoids

the use of the Kuranishi trick and it allows us to construct the amplitude of the

asymptotic Bergman projection by means of an asymptotic inversion of an explicit

Fourier integral operator. In the second part, we carry out a construction of a globally

defined weight function on the phase space, associated to a class of non-self-adjoint

semiclassical pseudodifferential operators with double characteristics.
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Chapter 1

Introduction

1.1 Overview

The purpose of this dissertation is to address some problems of semiclassical analysis in

the complex domain. The new results established here are concerned with the following

two topics, discussed in Chapters 2 and 3 of the thesis, respectively:

• Semiclassical asymptotics for Bergman kernels with smooth weights

• Operators with double characteristics and exponential weights on phase space

While these works can be read independently of each other, there is a common thread

present throughout the thesis, namely that of pursuing microlocal analysis in exponen-

tially weighted spaces of holomorphic functions.

We shall now proceed to give some background and motivation for each of the two

works, providing also informal statements of the main results.
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1.2 Semiclassical asymptotics for Bergman kernels with

smooth weights

Let Ω ⊂ Cn be open pseudoconvex and let Φ ∈ C∞(Ω;R) be a strictly plurisubhar-

monic function, i∂∂Φ > 0. Associated to Φ is the exponentially weighted L2 space

L2
Φ(Ω) =

{
f : Ω → C;

∫
Ω

|f(x)|2 e−2Φ(x)/h L(dx) < ∞
}
, (1.2.1)

along with the subspace of holomorphic functions,

HΦ(Ω) = {f ∈ L2
Φ(Ω); ∂xj

f ≡ 0, j = 1, . . . , n}. (1.2.2)

Here L(dx) is the Lebesgue measure on Cn and 0 < h ≪ 1 is the semiclassical pa-

rameter. In the special case when Ω = Cn and Φ is quadratic, the space HΦ(Cn)

has been considered by V. Bargmann [1], as a natural setting for quantum mechan-

ics expressed directly in the phase space T ∗Rn ≃ Cn. More generally, a wealth of

problems in analysis, physics, and geometry leads to questions involving exponentially

weighted spaces of holomorphic functions of the form HΦ(Ω), from complex geometry

and Toeplitz quantization [2], [8], to analytic microlocal analysis and the theory of FBI

transforms [39], with applications to spectral theory [19] and inverse problems [32].

Since the subspace HΦ(Ω) ⊂ L2
Φ(Ω) is closed, an orthogonal projection onto it,

ΠΦ : L2
Φ(Ω) → HΦ(Ω), (1.2.3)

which we shall refer to as the Bergman projection, makes a natural appearance. Intro-
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ducing the Schwartz kernel of ΠΦ, let us write

ΠΦu(x) =

∫
K(x, y)u(y)e−2Φ(y)/h L(dy), (1.2.4)

where K(x, ỹ) ∈ Hol(Ω × Ω), Ω = {x ∈ Cn;x ∈ Ω}. The existence of a complete

asymptotic expansion for the Bergman kernel K(x, y) close to the diagonal in the

semiclassical limit h → 0+ has been established in [6], [42], in the context of high

powers of a holomorphic line bundle over a compact complex manifold. The original

proofs in [6], [42] rely on the fundamental work [5], which in turn depends, in partic-

ular, on the full fledged machinery of Fourier integral operators with complex phase

functions due to [35], and thus are not quite self-contained and explicit. A more explicit

direct approach to the Bergman kernel asymptotics has subsequently been developed

in [2], relying on a suitable change of variables, usually referred to as the Kuranishi

trick in microlocal analysis. Now there exist interesting and natural situations where

the Kuranishi trick becomes somewhat complicated to execute, e.g. when the Levi

form i∂∂Φ ≥ 0 develops some almost degenerate directions. Such nearly degenerate

weights occur naturally, in particular, in the work in progress [25], devoted to a heat

evolution approach to second microlocalization with respect to a real analytic hyper-

surface. Having an alternative direct approach to the semiclassical asymptotics for

Bergman projections, not relying upon any changes of variables, becomes then valu-

able and significant, and such an approach has been developed in [12] recently in the

non-degenerate case, assuming that the exponential weight Φ is real analytic. This

is not sufficient for many applications, however, where the weight may be merely C∞

or even of finite regularity. The principal achievement of our work in Chapter 2, see

also [26], consists precisely of developing a direct approach to the semiclassical asymp-

totics for the kernel of ΠΦ in (1.2.3), avoiding the use of the Kuranishi trick, for general

3



C∞ exponential weights.

Let us now state the main result established in Chapter 2.

Theorem 1.2.1. Let Ω ⊂ Cn be open and let Φ ∈ C∞(Ω;R) be strictly plurisub-

harmonic in Ω. Let x0 ∈ Ω. There exist a classical elliptic symbol a(x, ỹ;h) in a

neighborhood of (x0, x0) ∈ C2n of the form

a(x, ỹ;h) ∼
∞∑
j=0

hjaj(x, ỹ),

in C∞, with aj ∈ C∞(neigh((x0, x0),C2n)), holomorphic to ∞–order along the anti-

diagonal ỹ = x, satisfying

(Aa)(x, x;h) = 1 +O(h∞), x ∈ neigh(x0,Cn), (1.2.5)

where A is an explicit elliptic Fourier integral operator, and small open neighborhoods

U ⋐ V ⋐ Ω of x0, such that the operator

Π̃V u(x) =
1

hn

∫
V

e
2
h
Ψ(x,y)a(x, y;h)u(y)e−

2
h
Φ(y) dy dy (1.2.6)

satisfies

Π̃V − 1 = O(h∞) : HΦ(V ) → L2(U, e−2Φ/h L(dx)). (1.2.7)

Here in (1.2.6), the C∞ function Ψ is holomorphic to ∞–order along the anti-diagonal,

Ψ(x, x) = Φ(x), and L(dx) is the Lebesgue measure on Cn.

We would like to emphasize here that adapting the arguments of [12] from the real

analytic case to the smooth setting is far from routine, involving, in addition to the

subtle techniques of almost holomorphic extensions, some essential new ideas of the ∂
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method. It also seems that the approach to computing the coefficients in the ampli-

tude of the asymptotic Bergman projection, consisting of inverting the Fourier integral

operator A in (1.2.5) asymptotically, is quite efficient and direct.

1.3 Operators with double characteristics and expo-

nential weights on phase space

The study of (pseudo)differential operators with double characteristics has a long tradi-

tion in PDE [38], [4], and recent advances in our understanding of spectral asymptotics

for Kramers-Fokker-Planck operators in the semiclassical limit [19] have given new im-

petus to the subject. In Chapter 3 of this thesis we are concerned with the spectral

analysis for a broad class of semiclassical operators with double characteristics on Rn,

which is a natural generalization of that considered in [22], [23]. This class comprises, in

particular, some natural non-self-adjoint accretive semiclassical Schrödinger operators,

with discrete spectrum in a neighborhood of the imaginary axis.

Let P = P (x, ξ;h) ∈ S(1) in the sense that P (x, ξ;h) ∈ C∞(R2n) is such that ∂α
x,ξP ∈

L∞(R2n) for all α ∈ N2n, and assume that

P (x, ξ;h) ∼
∞∑
j=0

hjpj(x, ξ), (1.3.8)

as h → 0+, in the space of such functions. We assume that the semiclassical leading

symbol p0 of P satisfies Re p0 ≥ 0, as well as

Re p0(x, ξ) ≥
1

C
, |(x, ξ)| ≥ C, (1.3.9)
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for some C > 0. Associated to the symbol P is its semiclassical Weyl quantization,

Pw(x, hDx;h)u(x) =
1

(2πh)n

∫∫
R2n

ei
(x−y)·ξ

h P

(
x+ y

2
, ξ;h

)
u(y)dy dξ. (1.3.10)

Broadly speaking, our goal is to determine the eigenvalues of the operator Pw, modulo

O(h∞), in the semiclassical limit h → 0+, in an h–dependent region of the complex

spectral plane of the form {z ∈ C; Re z = O(h)}. This region is close to the boundary

of the range of the leading symbol p0, which we can roughly view as the "semiclassical

pseudospectrum" of Pw(x, hDx;h), and the eigenvalues in this region can therefore be

viewed as being physically the most relevant — indeed, the eigenvalues z such that

Re z ≫ h are too deep in the right half plane to have useful dynamical interpretation.

When carrying out the spectral analysis of Pw(x, hDx;h), we shall assume that the set

C := {X ∈ R2n; Re p0(X) = 0, HIm p0(X) = 0} (1.3.11)

is finite, C = {X1, . . . , XN}. Here HIm p0 = ∂ξIm p0 · ∂x − ∂xIm p0 · ∂ξ is the Hamilton

vector field of Im p0. Introducing the time averages

⟨Re p0⟩T,Im p0
(X) =

1

T

∫ T

0

Re p0 (exp (tHIm p0)(X)) dt, T > 0, (1.3.12)

of Re p0 along the HIm p0–trajectories, we can state our main hypotheses: first, we

assume that for each T > 0 fixed, the following dynamical condition holds for 1 ≤ j ≤

N ,

⟨Re p0⟩T,Im p0
(X) ≍ |X −Xj|2 , X ∈ neigh(Xj,R2n). (1.3.13)
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We furthermore assume that in any set of the form

|X| ≤ C, dist (X, C) ≥ 1

C
, (1.3.14)

we have for each T > 0 fixed,

⟨Re p0⟩T,p0(X) ≥ 1

C̃(C)
, C̃(C) > 0. (1.3.15)

The assumptions (1.3.11), (1.3.13), (1.3.15) are more general and natural than those

made in [22], [23], and apply to a broad class of semiclassical Schrödinger operators

with complex potentials, not covered by the analysis of those works. Roughly speaking,

in the context of Schrödinger operators, the principal novelty is to allow the real part

of the potential to vanish on a large open set, with the localization of the eigenvalues

in the O(h)–neighborhood of the imaginary axis being due to critical points of the

imaginary part of the potential.

Following the general ideas and techniques of [19], [22], [23], the spectral analysis of

the operator Pw(x, hDx;h) is to be carried out in a suitable microlocally exponen-

tially weighted L2-space, and Chapter 3 establishes the groundwork for this project,

by constructing a suitable globally defined exponential phase space weight. Roughly

speaking, given a suitable weight function G ∈ C∞
0 (R2n;R), one considers the formally

conjugated operator,

e−εGw(x,hDx)/h ◦ Pw(x, hDx;h) ◦ eεG
w(x,hDx)/h, (1.3.16)

acting on L2(Rn) — a rigorous definition is obtained by modifying an exponential

weight on the FBI-Bargmann transform side, see [19], [22], and the references given
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there. Here we view eεG
w(x,hDx)/h as a Fourier integral operator with the associ-

ated canonical transformation exp (iεHG), approximately equal to (x, ξ) 7→ (x, ξ) +

iεHG(x, ξ), since 0 < ε will be small. Indeed, following the general philosophy of

the method of "bounded exponential weights", we shall take ε = O(h). By Egorov’s

theorem we expect the conjugated operator in (1.3.16) to be an h-pseudodifferential

operator with the leading symbol

p0 (exp (iεHG(x, ξ))) ≈ p0 ((x, ξ) + iεHG(x, ξ)) ≈ p0(x, ξ)− iεHp0(G). (1.3.17)

For a suitable weight G, the new leading symbol in (1.3.17) will have an increased real

part, which is of crucial importance for the spectral analysis of Pw(x, hDx;h). The

following is the main result of Chapter 3.

Theorem 1.3.1. Let P (x, ξ;h) ∈ S(1) be such that the assumptions (1.3.9), (1.3.11),

(1.3.13), (1.3.15) hold, and let p̃0 ∈ C∞(C2n) be an almost holomorphic extension of

the semiclassical leading symbol p0 of P , supported in a tubular neighborhood of R2n,

bounded together with all derivatives. There exist constants C̃ > 1, 0 < δ0 ≤ 1,

0 < ε0 ≤ 1, and a function G̃ε ∈ C∞
0 (R2n;R) depending on the parameter 0 < ε ≤ ε0,

satisfying

∂αGε = O(ε1−
|α|
2 ), |α| ≤ 2,

uniformly, such that we have for all 0 < ε ≤ ε0, 0 < δ ≤ δ0,

Re (p̃0(X + iδHGε(X))) ≥ δ dist(X, C)2

C̃
, dist(X, C) ≤ ε1/2,

Re (p̃0(X + iδHGε(X))) ≥ δ ε

C̃
, dist(X, C) ≥ ε1/2.

A precise spectral analysis for the operator Pw(x, hDx;h), relying crucially on Theorem

8



1.3.1, remains to be carried out, and will be pursued after the completion of the Ph.D.

thesis.
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Chapter 2

Asymptotics for Bergman projections

with smooth weights: a direct

approach.

2.1 Introduction

Let Ω ⊂ Cn be an open pseudoconvex domain and let Φ ∈ C∞(Ω) be a strictly

plurisubharmonic function. Exponentially weighted spaces of holomorphic functions

of the form HΦ(Ω) = Hol(Ω) ∩ L2(Ω, e−2Φ/h) occur naturally in analytic microlocal

analysis [39], [17], [40], [36], [24], among other areas, when passing from the real to

the complex domain by means of an FBI transform [39], [40]. Associated to the space

HΦ(Ω) is the orthogonal (Bergman) projection

Π : L2(Ω, e−2Φ/h) → HΦ(Ω), (2.1.1)
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and complex microlocal techniques have long been known to be useful in the study

of the asymptotic behavior of Π in the semiclassical limit h → 0+. The existence of

a complete asymptotic expansion for the Schwartz kernel of Π close to the diagonal

has been established in the pioneering contributions [6], [42], in the context of high

powers of a holomorphic line bundle with positive curvature, over a complex compact

manifold. See also [7], [10], [27], [33], as well as [15], [16] for the case of domains in

Cn. The original proofs in [6], [42] relied on the description of singularities of the

Szegő kernel on the boundary of a strictly pseudoconvex smooth domain given by

the Boutet de Monvel – Sjöstrand parametrix in the seminal work [5], which in turn

depended, in particular, on the theory of Fourier integral operators with complex phase

functions developed in [35]. More self-contained explicit approaches to the Bergman

kernel asymptotics have subsequently been developed in [36, Section 3] and [2], with

the former work starting with the approximate projection property Π̃2 = Π̃ +O(h∞),

while the approach of [2] focuses more directly on the reproducing property of the

Bergman projection on the space HΦ(Ω).

To motivate a bit further, let us recall that the basic idea of the approach of [2] consists,

roughly speaking, of expressing the identity operator on HΦ(Ω) in such a way that it

automatically becomes the asymptotic Bergman projection, at least locally. This is

accomplished, essentially, by first representing the identity as an h–pseudodifferential

operator in the complex domain, and then passing to a non-standard phase via a suit-

able change of variables, usually referred to as the Kuranishi trick. See [39, Chapter

4], [2, Section 2.2], and also [18, Chapter 3] for the standard application of the Kuran-

ishi trick to changes of variables for pseudodifferential operators in the real domain.

Now the Kuranishi trick becomes somewhat complicated to execute in situations when

the Levi form i∂∂Φ ≥ 0 of the weight Φ becomes almost degenerate in some direc-

11



tions. Such nearly degenerate weights occur naturally, in particular, in the work in

progress [25], devoted to a heat evolution approach to second microlocalization with

respect to a real analytic hypersurface. A direct approach to the semiclassical asymp-

totics for Bergman projections, not relying upon any changes of variables, is therefore

desirable, and it has recently been developed in [12] in the non-degenerate case, assum-

ing that the weight Φ is real analytic. The approach of [12] has allowed, in particular,

to give a quick proof of a result of [11], [37], stating that in the analytic case, the am-

plitude of the asymptotic Bergman projection is given by a classical analytic symbol.

Our purpose here is to extend the approach of [12] to the case of weights that are

merely C∞ but not necessarily analytic. The following is the main result of this work.

Theorem 2.1.1. Let Ω ⊂ Cn be open and let Φ ∈ C∞(Ω;R) be strictly plurisub-

harmonic in Ω. Let x0 ∈ Ω. There exist a classical elliptic symbol a(x, ỹ;h) ∈

S0
cl(neigh((x0, x0),C2n)) of the form

a(x, ỹ;h) ∼
∞∑
j=0

hjaj(x, ỹ),

in C∞, with aj ∈ C∞(neigh((x0, x0),C2n)), holomorphic to ∞–order along the anti-

diagonal ỹ = x, satisfying

(Aa)(x, x;h) = 1 +O(h∞), x ∈ neigh(x0,Cn), (2.1.2)

where A is an elliptic Fourier integral operator, and small open neighborhoods U ⋐

V ⋐ Ω of x0, with C∞–boundaries, such that the operator

Π̃V u(x) =
1

hn

∫
V

e
2
h
Ψ(x,y)a(x, y;h)u(y)e−

2
h
Φ(y) dy dy (2.1.3)
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satisfies

Π̃V − 1 = O(h∞) : HΦ(V ) → L2(U, e−2Φ/h L(dx)), (2.1.4)

in the sense that the operator norm of Π̃V − 1 as a linear continuous map from HΦ(V )

to L2(U, e−2Φ/h L(dx)) is O(h∞). Here in (2.1.3), the C∞ function Ψ is holomorphic to

∞–order along the anti-diagonal, Ψ(x, x) = Φ(x), and L(dx) is the Lebesgue measure

on Cn.

When proving Theorem 2.1.1, we proceed largely along the general lines of [12], and the

essential new ingredient in the proofs is the use of the techniques of almost holomorphic

extensions [29], [34],[35]. The lack of holomorphy causes some of the estimates and

asymptotic constructions in the proofs to become a bit more explicit and refined,

demanding a greater technical investment overall. Compared to [12], we also have to

rely on the L2 estimates for the ∂ operator [28] even more, to account for the fact that

functions in the range of the operator Π̃V in (2.1.3) are not quite holomorphic. The

plan of the paper is as follows: In Section 2.2, we introduce an explicit elliptic Fourier

integral operator A in the complex domain, with the phase defined via an almost

holomorphic extension of the weight Φ, and obtain a C∞ symbol a, holomorphic to

∞–order along the anti-diagonal, as a solution of (2.1.2). Let us observe that while

the corresponding discussion in [12] in the analytic case makes use of the existence of

a microlocal inverse of the corresponding analytic Fourier integral operator, here the

asymptotic inversion of A, with O(h∞) errors, proceeds more directly by equipping

the operator A with a suitable explicit contour of integration and by considering the

stationary phase expansion for Aa. Section 2.3 is devoted to showing the approximate

reproducing property for the operator Π̃V in (2.1.3), on the level of scalar products,

(Π̃V u, v)L2
Φ(V ) = (u, v)HΦ(V ) +O(h∞), for u, v ∈ HΦ(V ), with v concentrated in a small

13



neighborhood of x0. Similar to [12], the proof depends on a resolution of the identity

and a contour deformation argument, with some additional care required due to the

lack of holomorphy in (2.1.3). The proof of Theorem 2.1.1 is then concluded in Section

2.4, making use of the ∂ techniques. Finally, in Section 2.5, we recall, following [2], the

link between the operator Π̃V in Theorem 2.1.1 and the orthogonal projection (2.1.1),

showing that the kernels of (2.1.1) and (2.1.3) are close pointwise, locally.

2.2 Asymptotic inversion of a Fourier integral opera-

tor

The discussion in this section can be viewed as a natural analog in the C∞–setting

of [12, Section 3], working systematically with almost holomorphic extensions of the

weights, [29], [35]. Let Ω ⊂ Cn be open, and let Φ ∈ C∞(Ω;R) be strictly plurisub-

harmonic in Ω,

n∑
j,k=1

∂2Φ

∂xj∂xk

(x)ξjξk ≥ c(x) |ξ|2 , x ∈ Ω, ξ ∈ Cn, (2.2.1)

where 0 < c ∈ C(Ω). Let x0 ∈ Ω. Identifying Cn
x with the anti-diagonal {(x, y) ∈

C2n; y = x}, we see that exists Ψ ∈ C∞(neigh((x0, x0),C2n
x,y)) such that

Ψ(x, x) = Φ(x), x ∈ neigh(x0,Cn), (2.2.2)

and for every N ,

(
∂xj

Ψ
)
(x, y) = ON(|y − x|N),

(
∂yjΨ

)
(x, y) = ON(|y − x|N), 1 ≤ j ≤ n, (2.2.3)

14



locally uniformly, see [29], [34], [35], [14, Chapter 8]. Here we work with the usual

operators,

∂xj
=

1

2

(
∂Rexj

+ i∂Imxj

)
, ∂yj =

1

2

(
∂Re yj + i∂Im yj

)
, 1 ≤ j ≤ n. (2.2.4)

∂xj
=

1

2

(
∂Rexj

− i∂Imxj

)
, ∂yj =

1

2

(
∂Re yj − i∂Im yj

)
, 1 ≤ j ≤ n. (2.2.5)

We notice that (2.2.3) and [41, Lemma X.2.2] imply that for all α, β, γ, δ ∈ Nn we

have

(
Dα

xD
β
xD

γ
yD

δ
y∂xj

Ψ
)
(x, y) = Oα,β,γ,δ,N(|y − x|N), 1 ≤ j ≤ n, (2.2.6)

(
Dα

xD
β
xD

γ
yD

δ
y∂yjΨ

)
(x, y) = Oα,β,γ,δ,N(|y − x|N), 1 ≤ j ≤ n, (2.2.7)

locally uniformly.

Our starting point is the following classical estimate, see for instance [2]. Since related

computations based on Taylor expansions will appear below, it will be natural to recall

the proof.

Proposition 2.2.1. We have

Φ(x) + Φ(y)− 2ReΨ(x, y) ≍ |x− y|2 , x, y ∈ neigh(x0,Cn). (2.2.8)

Proof: Using (2.2.2), (2.2.6), (2.2.7) we get

(∂xΨ)(x, x) = ∂xΦ(x), (∂yΨ)(x, x) = ∂xΦ(x), (2.2.9)

Ψ′′
xx(x, x) = Φ′′

xx(x), Ψ′′
xy(x, x) = Φ′′

xx(x), Ψ′′
yy(x, x) = Φ′′

xx(x). (2.2.10)
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By a Taylor expansion, we obtain then, using (2.2.2), (2.2.6), (2.2.7), (2.2.9), (2.2.10),

Ψ(x+ z, x+ w) = Φ(x) + ∂xΦ(x) · z + ∂xΦ(x) · w

+
1

2
(Φ′′

xx(x)z · z + 2Φ′′
xx(x)w · z + Φ′′

xx(x)w · w) +O(|(z, w)|3),

and therefore,

2ReΨ(x+ z, x+ w) = 2Φ(x) + ∂xΦ(x) · (z + w) + ∂xΦ(x) · (z + w)

+
1

2
(2Re (Φ′′

xx(x)z · z + Φ′′
xx(x)w · w) + 2Φ′′

xx(x)w · z + 2Φ′′
xx(x)w · z) +O(|(z, w)|3).

(2.2.11)

Here we have used that ∂xΦ(x) = ∂xΦ(x). Using also the Taylor expansions

Φ(x+ z) = Φ(x) + ∂xΦ(x) · z + ∂xΦ · z

+
1

2
(Φ′′

xx(x)z · z + 2Φ′′
xx(x)z · z + Φ′′

xx(x)z · z) +O(|z|3), (2.2.12)

Φ(x+ w) = Φ(x) + ∂xΦ(x) · w + ∂xΦ(x) · w

+
1

2
(Φ′′

xx(x)w · w + 2Φ′′
xx(x)w · w + Φ′′

xx(x)w · w) +O(|w|3), (2.2.13)

we get from (2.2.11), (2.2.12), and (2.2.13),

Φ(x+z)+Φ(x+w)−2ReΨ(x+z, x+w) = Φ′′
xx(x)(w−z)·(w−z)+O(|(z, w)|3). (2.2.14)

Hence we get for x, y ∈ neigh(x0,Cn),

Φ(x) + Φ(y)− 2ReΨ(x, y) = Φ′′
xx(x0)(y − x) · (y − x) +O(|y − x|3), (2.2.15)
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and using the strict plurisubharmonicity of Φ given in (2.2.1), we infer (2.2.8). □

Let us set, following [12, Section 3],

φ(y, x̃;x, ỹ) = Ψ(x, ỹ)−Ψ(x, x̃)−Ψ(y, ỹ) + Ψ(y, x̃). (2.2.16)

We have φ ∈ C∞(neigh((x0, x0;x0, x0),C4n)). Of particular interest for us here are

critical points of (x, ỹ) 7→ φ(y, x̃;x, ỹ).

Proposition 2.2.2. For each (y, x̃) ∈ neigh((x0, x0),C2n), the complex valued C∞ func-

tion

neigh((x0, x0),C2n) ∋ (x, ỹ) 7→ φ(y, x̃;x, ỹ)

has a unique critical point given by (x, ỹ) = (y, x̃). The corresponding critical value

is equal to 0, and when x̃ = y, the quadratic part of the Taylor expansion of the C∞

function C2n ∋ (z, w) 7→ φ(y, x̃; y + z, x̃ + w) at (z, w) = (0, 0) is the non-degenerate

holomorphic quadratic form on C2n given by (z, w) 7→ Φ′′
xx(y)w · z.

Proof: We shall consider the Taylor expansion of the C∞ function (z, w) 7→ φ(y, x̃; y+

z, x̃ + w) at (z, w) = (0, 0) ∈ C2n. Here (y, x̃) ∈ neigh((x0, x0),C2n). Let us write,

using Taylor’s formula and the almost holomorphy of Ψ along the anti-diagonal, as in

(2.2.3), (2.2.6), (2.2.7),

Ψ(y + z, x̃+ w) = Ψ(y, x̃) + Ψ′
x(y, x̃) · z +Ψ′

x(y, x̃) · z +Ψ′
y(y, x̃) · w +Ψ′

y(y, x̃) · w

+
1

2

(
Ψ′′

xx(y, x̃)z · z + 2Ψ′′
xy(y, x̃)w · z +Ψ′′

yy(y, x̃)w · w
)

+ON(|y − x̃|N)(|(z, w)|2) +O(|(z, w)|3), (2.2.17)
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Ψ(y, x̃+ w) = Ψ(y, x̃) + Ψ′
y(y, x̃) · w +Ψ′

y(y, x̃) · w

+
1

2
Ψ′′

yy(y, x̃)w · w +ON(|y − x̃|N) |w|2 +O(|w|3). (2.2.18)

Ψ(y + z, x̃) = Ψ(y, x̃) + Ψ′
x(y, x̃) · z +Ψ′

x(y, x̃) · z

+
1

2
Ψ′′

xx(y, x̃)z · z +ON(|y − x̃|N) |z|2 +O(|z|3). (2.2.19)

Here N ∈ N is arbitrary. We get, using (2.2.16), (2.2.17), (2.2.18), (2.2.19),

φ(y, x̃; y+ z, x̃+w) = Ψ′′
xy(y, x̃)w · z+ON(|y − x̃|N)(|(z, w)|2)+O(|(z, w)|3). (2.2.20)

This shows in particular that (z, w) = (0, 0) is a critical point of (z, w) 7→ φ(y, x̃; y +

z, x̃ + w), with the corresponding critical value being equal to 0. We notice also that

the matrix Ψ′′
xy(y, x̃) is invertible for (y, x̃) ∈ neigh((x0, x0),C2n). Restricting (y, x̃) in

(2.2.20) to the anti-diagonal in C2n, i.e. letting x̃ = y, and using (2.2.10), we get,

φ(y, y; y + z, y + w) = Φ′′
xx(y)w · z +O(|(z, w)|3). (2.2.21)

Here, in view of (2.2.1), the holomorphic quadratic form (z, w) 7→ Φ′′
xx(y)w · z is non-

degenerate on C2n
z,w, for y ∈ neigh(x0,Cn), and this completes the proof. □

It follows from the last observation in the proof of Proposition 2.2.2 that the pluri-

harmonic quadratic form q(z, w) := Re (Φ′′
xx(x0)w · z) is non-degenerate on C2n

z,w, and

hence necessarily of signature (2n, 2n). Explicitly, we have

q(z, z) = Re (Φ′′
xx(x0)z · z) ≍ |z|2 , z ∈ Cn, (2.2.22)
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and therefore

q(iz, iz) = −q(z, z) ≍ − |z|2 , z ∈ Cn. (2.2.23)

Using the continuity of Ψ′′
xy(y, x̃) we conclude that for all (y, x̃) ∈ C2n sufficiently close

to (x0, x0), we have

Re
(
Ψ′′

xy(y, x̃)z · z
)
≍ |z|2 , z ∈ Cn, (2.2.24)

Re
(
Ψ′′

xy(y, x̃)iz · iz
)
≍ − |z|2 , z ∈ Cn. (2.2.25)

Combining (2.2.20) with (2.2.24), (2.2.25), we get for all (y, x̃) ∈ neigh((x0, x0),C2n),

Reφ(y, x̃; y + z, x̃+ z) = Re
(
Ψ′′

xy(y, x̃)z · z
)
+ON(|y − x̃|N) |z|2 +O(|z|3)

≥ 1

C
|z|2 , z ∈ neigh(0,Cn), (2.2.26)

Reφ(y, x̃; y + iz, x̃+ iz) = Re
(
Ψ′′

xy(y, x̃)iz · iz
)
+ON(|y − x̃|N) |z|2 +O(|z|3)

≤ − 1

C
|z|2 , z ∈ neigh(0,Cn), (2.2.27)

It follows from (2.2.20), (2.2.26), (2.2.27) that for each (y, x̃) ∈ neigh((x0, x0),C2n),

the critical point (x, ỹ) = (y, x̃) of the real-valued C∞ function neigh((x0, x0),C2n) ∋

(x, ỹ) 7→ Reφ(y, x̃;x, ỹ) is non-degenerate of signature (2n, 2n).

Let Γ(y, x̃) ⊂ C2n
x,ỹ be a smooth 2n-dimensional contour of integration passing through

the critical point (x, ỹ) = (y, x̃) and depending smoothly on (y, x̃) ∈ neigh((x0, x0),C2n),

such that along Γ(y, x̃), we have

Reφ(y, x̃;x, ỹ) ≤ − 1

C
dist ((x, ỹ), (y, x̃))2 . (2.2.28)
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Following [39, Chapter 3], we shall say that Γ(y, x̃) is a good contour for the C∞ real-

valued function (x, ỹ) 7→ Reφ(y, x̃;x, ỹ). In particular, it follows from (2.2.27) that the

2n-dimensional affine contour

Γ(y, x̃) : neigh(0,Cn) ∋ z 7→ (y + z, x̃− z) ∈ C2n
x,ỹ (2.2.29)

is good.

Proceeding similarly to [12, Section 3], we shall now introduce a suitable Fourier integral

operator in the complex domain, with the function φ in (2.2.16) playing the role of

the phase function, with no fiber variables present. To this end, let us first specify a

suitable class of amplitudes. Let a ∈ S0
cl(neigh((x0, x0),C2n)),

a(x, ỹ;h) ∼
∞∑
j=0

aj(x, ỹ)h
j, h → 0+, (2.2.30)

be a classical C∞ symbol, with the asymptotic expansion (2.2.30) in the space of smooth

functions C∞(neigh((x0, x0),C2n)), such that aj ∈ C∞(neigh((x0, x0),C2n)) satisfy

(∂xaj) (x, ỹ) = O(|ỹ − x|∞),
(
∂ỹaj

)
(x, ỹ) = O(|ỹ − x|∞), j = 0, 1, 2, . . . .

(2.2.31)

Given a good contour Γ(y, x̃) ⊂ C2n
x,ỹ for the C∞ function (x, ỹ) 7→ Reφ(y, x̃;x, ỹ) and

an amplitude a(x, ỹ;h) satisfying (2.2.30), (2.2.31), we set

(AΓa)(y, x̃;h) =
1

hn

∫∫
Γ(y,x̃)

e
2
h
φ(y,x̃;x,ỹ)a(x, ỹ;h) dx dỹ. (2.2.32)

We have AΓa ∈ C∞(neigh((x0, x0),C2n), and let us first check that the definition of
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AΓa is essentially independent of the choice of a good contour, up to a rapidly vanishing

error as h → 0+, provided that (y, x̃) is confined to the anti-diagonal.

Proposition 2.2.3. There exists an open neighborhood V0 ⋐ Ω ⊂ Cn of x0 such that

for any two good contours Γ(y, y), Γ0(y, y) for the function (x, ỹ) 7→ Reφ(y, y;x, ỹ),

for y ∈ V0, and any amplitude a satisfying (2.2.30), (2.2.31), we have for y ∈ V0,

(AΓa)(y, y;h)− (AΓ0a)(y, y;h) = O(h∞), (2.2.33)

in the C∞(V0) sense.

Proof: Let us start by making some general remarks concerning good contours when

parameters are present, closely related to the discussion in [39, Chapter 3], [13, Chapter

1]. Let f(x, y), x ∈ Rn, y ∈ R2N , be a real-valued C∞ function in a neighborhood of

(0, 0) ∈ Rn
x × R2N

y . Assume that f ′
y(0, 0) = 0 and that f ′′

yy(0, 0) is non-degenerate of

signature (N,N). The implicit function theorem gives that the equation f ′
y(x, y) = 0

uniquely defines a C∞ function y = y(x) in a neighborhood of 0, with y(0) = 0, and

applying the Morse lemma with parameters [30, Appendix C], we obtain that there

exist new C∞ coordinates z = z(y) = z(x, y) for R2N
y near y = 0 when x ∈ Rn is small,

such that writing z = (t, s) with t, s ∈ RN , we have

f(x, y) = f(x, y(x)) +
1

2
(t2 − s2). (2.2.34)

We may also recall from [30, Appendix C] that the new coordinates, which also depend

on x, are centered at the critical point y(x) and are of the form

z = Q(x, y)(y − y(x)), (2.2.35)
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where the matrix Q(0, 0) is invertible. Assume next that Γ(x) ⊂ R2N
y is a good contour

for y 7→ f(x, y), depending smoothly on x, so that Γ(x) passes through y(x) and along

Γ(x), we have for all x ∈ Rn small enough,

f(x, y) ≤ f(x, y(x))− 1

C
|y − y(x)|2 , y ∈ Γ(x), (2.2.36)

for some C > 0. It follows from (2.2.34), (2.2.35), and (2.2.36) that along Γ(x), we

have
1

2
(t2 − s2) ≤ − 1

O(1)

(
t2 + s2

)
, (2.2.37)

and by the implicit function theorem, we obtain therefore that in the Morse coordinates

z = (t, s), the contour Γ(x) takes the form

t = g(s, x), s ∈ neigh(0,RN), (2.2.38)

where

|g(s, x)| ≤ α |s| , α < 1. (2.2.39)

See also [39, Chapter 3]. Throughout the discussion above, x ∈ Rn varies in a suffi-

ciently small neighborhood of the origin. Letting z 7→ y(z) be the inverse of the map

y 7→ z(y), well defined for x small, we obtain the following parametrization of the good

contour Γ(x),

neigh(0,RN) ∋ s 7→ y(g(s, x), s) ∈ R2N
y . (2.2.40)

A consequence of this discussion is that if Γ0(x) ⊂ R2N
y is another good contour for

y 7→ f(x, y), depending smoothly on x, then its representation in the Morse coordinates
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z = (t, s) takes the form

t = g0(s, x), s ∈ neigh(0,RN), (2.2.41)

|g0(s, x)| ≤ α |s| , α < 1, (2.2.42)

and the contours Γ(x), Γ0(x) are therefore homotopic via the deformation

neigh(0,RN)× [0, 1] ∋ (s, θ) 7→ y(θg(s, x) + (1− θ)g0(s, x), s), (2.2.43)

well defined for all x small enough, with the C∞ dependence on x. It follows also from

(2.2.34), (2.2.38), (2.2.39), (2.2.41), (2.2.42) that when θ ∈ [0, 1], the contour

Γθ(x) : neigh(0,RN) ∋ s 7→ y(θg(s, x) + (1− θ)g0(s, x), s), (2.2.44)

is good for y 7→ f(x, y), uniformly in θ ∈ [0, 1] (and x ∈ Rn small enough).

We shall now apply the discussion above to the C∞ function

neigh((x0, x0),C2n) ∋ (x, ỹ) 7→ Reφ(y, y;x, ỹ), (2.2.45)

with y ∈ neigh(x0,Cn) playing the role of the parameters. Let Γ = Γ(y), Γ0 =

Γ0(y) be two good contours for the function in (2.2.45), and let Γθ(y) ⊂ C2n
x,ỹ be the

"intermediate" contour defined as in (2.2.44), for θ ∈ [0, 1], where N = 2n. Letting

G[0,1](y) ⊂ C2n
x,ỹ be the (2n+1)–dimensional contour formed by the union of the contours

Γθ(y), for θ ∈ [0, 1], parametrized as in (2.2.43), we may write by an application of
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Stokes’ formula to the (2n, 0)–differential form ω = e
2
h
φ(y,y;x,ỹ)a(x, ỹ;h) dx ∧ dỹ,

∫∫
∂G[0,1](y)

ω =

∫∫∫
G[0,1](y)

dω =

∫∫∫
G[0,1](y)

d
(
e

2
h
φ(y,y;x,ỹ)a(x, ỹ;h)

)
∧ dx ∧ dỹ

=

∫∫∫
G[0,1](y)

∂x

(
e

2
h
φ(y,y;x,ỹ)a(x, ỹ;h)

)
∧ dx ∧ dỹ

+

∫∫∫
G[0,1](y)

∂ỹ

(
e

2
h
φ(y,y;x,ỹ)a(x, ỹ;h)

)
∧ dx ∧ dỹ. (2.2.46)

Using (2.2.16) we compute, for 1 ≤ j ≤ n,

∂xj

(
e

2
h
φ(y,y;x,ỹ)a(x, ỹ;h)

)
= e

2
h
φ(y,y;x,ỹ)

(
2

h
∂xj

φ(y, y;x, ỹ)a(x, ỹ;h) + ∂xj
a(x, ỹ;h)

)
= e

2
h
φ(y,y;x,ỹ)

(
2

h
∂xj

(Ψ(x, ỹ)−Ψ(x, y)) a(x, ỹ;h) + ∂xj
a(x, ỹ;h)

)
, (2.2.47)

and here we have in view of (2.2.3), for all N ,

∣∣∂xj
(Ψ(x, ỹ)−Ψ(x, y))

∣∣ ≤ ON(1)
(
|x− ỹ|N + |x− y|N

)
≤ ON(1)

(
|x− y|N + |y − ỹ|N + |x− y|N

)
≤ ON(1)

(
|y − ỹ|N + |x− y|N

)
≤ ON(1)dist ((x, ỹ), (y, y))

N . (2.2.48)

Furthermore, using (2.2.30) and (2.2.31) we get

∣∣∂xj
a(x, ỹ;h)

∣∣ ≤ ON(1)
(
|x− ỹ|N + hN

)
≤ ON(1)

(
dist ((x, ỹ), (y, y))N + hN

)
.

(2.2.49)
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We get therefore using (2.2.28), (2.2.47), (2.2.48), (2.2.49), uniformly along G[0,1](y),

∣∣∣∂xj

(
e

2
h
φ(y,y;x,ỹ)a(x, ỹ;h)

)∣∣∣ ≤ ON(1)e
2
h
Reφ(y,y;x,ỹ)

(
1

h
dist ((x, ỹ), (y, y))N + hN

)
ON(1)e

− 1
Ch

dist ((x,ỹ),(y,y))2
(
1

h
dist ((x, ỹ), (y, y))N + hN

)
. (2.2.50)

Using that

e−t2/ChtN ≤ ON(1)h
N/2, t ≥ 0, N = 1, 2, . . . ,

we conclude that we have uniformly along G[0,1](y), for all N ,

∣∣∣∂x (e 2
h
φ(y,y;x,ỹ)a(x, ỹ;h)

)∣∣∣ ≤ ON(1)h
N . (2.2.51)

This bound is uniform in y ∈ neigh(x0,Cn). Next, when considering

∂ỹ

(
e

2
h
φ(y,y;x,ỹ)a(x, ỹ;h)

)
= e

2
h
φ(y,y;x,ỹ)

(
2

h
∂ỹφ(y, y;x, ỹ)a(x, ỹ;h) + ∂ỹa(x, ỹ;h)

)
= e

2
h
φ(y,y;x,ỹ)

(
2

h
∂ỹ (Ψ(x, ỹ)−Ψ(y, ỹ)) a(x, ỹ;h) + ∂ỹa(x, ỹ;h)

)
, (2.2.52)

we write similarly to (2.2.48), for N = 1, 2, . . .,

∣∣∣∂ỹ (Ψ(x, ỹ)−Ψ(y, ỹ))
∣∣∣ ≤ ON(1)

(
|x− ỹ|N + |y − ỹ|N

)
≤ ON(1)

(
|x− y|N + |y − ỹ|N + |y − ỹ|N

)
≤ ON(1)

(
|x− y|N + |y − ỹ|N

)
≤ ON(1)dist ((x, ỹ), (y, y))

N . (2.2.53)
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Using also (2.2.30), (2.2.31), we conclude that

∣∣∣∂ỹ (e 2
h
φ(y,y;x,ỹ)a(x, ỹ;h)

)∣∣∣ ≤
ON(1)e

− 1
Ch

dist ((x,ỹ),(y,y))2
(
1

h
dist ((x, ỹ), (y, y))N + hN

)
, (2.2.54)

and therefore, similar to (2.2.51), we get uniformly along G[0,1](y), for all N ,

∣∣∣∂ỹ (e 2
h
φ(y,y;x,ỹ)a(x, ỹ;h)

)∣∣∣ ≤ ON(1)h
N . (2.2.55)

We get, combining (2.2.46), (2.2.51), and (2.2.55),

∫∫
∂G[0,1](y)

e
2
h
φ(y,y;x,ỹ)a(x, ỹ;h) dx ∧ dỹ = O(h∞), (2.2.56)

uniformly for y ∈ neigh(x0,Cn). Here we may write, with a suitable orientation,

∂G[0,1](y) = Γ(y)− Γ0(y) + Γ1(y),

where

Reφ(y, y;x, ỹ) ≤ − 1

C
, (x, ỹ) ∈ Γ1(y), (2.2.57)

for some C > 0, when y ∈ neigh(x0,Cn). It follows that

(AΓa)(y, y;h)− (AΓ0a)(y, y;h) = O(h∞), (2.2.58)

uniformly for y ∈ neigh(x0,Cn). Let us see, finally, that the relation (2.2.58) holds in

the C∞ sense, i.e. also for the derivatives of AΓa−AΓ0a. To this end, we observe first
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that for all α, β ∈ Nn there exists Mαβ ≥ 0 such that

∂α
y ∂

β
y (AΓa− (AΓ0a)) (y, y;h) = Oα(1)h

−Mαβ . (2.2.59)

Combining (2.2.58), (2.2.59) with the convexity estimates for the derivatives of a

smooth function [18, Chapter 1], we conclude that

∂α
y ∂

β
y (AΓa− (AΓ0a)) (y, y;h) = O(h∞), (2.2.60)

uniformly, after an arbitrarily small decrease of the neighborhood of x0 ∈ Cn where

(2.2.58) holds. The proof is complete. □

Remark. The proof of Proposition 2.2.3 shows that in order for the function

(AΓa)(y, x̃;h)

to be independent of the choice of a good contour Γ, up to O(h∞), it is essential that

(y, x̃) should be confined to the anti-diagonal, so that x̃ = y.

We shall next proceed to establish the existence of a complete asymptotic expansion

for (AΓa)(y, y;h), as h → 0+. When doing so, thanks to Proposition 2.2.3, it will

be convenient to work with the particular choice of the good contour Γ(y, y) given in

(2.2.29). Using the parametrization of Γ(y, y) given in (2.2.29) and (2.2.32), we get

AΓa(y, y;h) =
Cn

hn

∫
U

e
i
h
f(y,z)b(y, z;h)L(dz) (2.2.61)

Here f(y, z) = −2iφ(y, y; y + z, y − z), b(y, z;h) = a(y + z, y − z;h), and L(dz) is the

Lebesgue measure on Cn. Furthermore, the constant Cn ̸= 0 in (2.2.61) depends on
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the dimension n only and the region of integration U ⊂ Cn is a small neighborhood of

the origin. Using (2.2.21) we see that

f(y, z) = 2iΦ′′
xx(y)z · z +O(|z|3), (2.2.62)

so that in particular

Im f(y, z) ≥ 1

C
|z|2 , z ∈ U, (2.2.63)

for some C > 0 and all y ∈ Cn close enough to x0. For future reference, we shall

now proceed to compute det (∇2
zf(y, 0)/i), where the Hessian ∇2

z is taken in the real

sense of R2n ≃ Cn, so that ∇2
zf(y, 0)/i is a real symmetric 2n × 2n matrix. Writing

Cn ∋ z = t + is, t, s ∈ Rn, we see that the quadratic part of the Taylor expansion of

z 7→ f(y, z)/i at the origin, given in (2.2.62), is of the form

2Φ′′
xx(y)z · z = 2 (Φ′′

xx(y)t · t+ Φ′′
xx(y)s · s+ iΦ′′

xx(y)t · s− iΦ′′
xx(y)s · t)

= 2 (A1t · t+ A1s · s− 2A2t · s) . (2.2.64)

Here we have written Φ′′
xx(y) = A1 + iA2, with A1, A2 being n × n real matrices and

observed that since Φ′′
xx(y) is Hermitian, we have At

1 = A1, At
2 = −A2. We get

2Φ′′
xx(y)z · z = 2

 A1 A2

−A2 A1


 t

s

 ·

 t

s

 , (2.2.65)

and writing

Φ′′
xx(y)z · z =

1

2

Φ′′
xx(y) 0

0 Φ′′
xx(y)


 z

z

 ·

 z

z

 , (2.2.66)

28



 z

z

 =

 1 i

1 −i


 t

s

 ,

 z

z

 =

 1 −i

1 i


 t

s

 , (2.2.67)

we obtain the factorization

1

2

1 1

i −i


Φ′′

xx(y) 0

0 Φ′′
xx(y)


 1 −i

1 i

 =

 A1 A2

−A2 A1

 . (2.2.68)

It follows from (2.2.62), (2.2.65), and (2.2.68) that

det

(
∇2

zf(y, 0)

i

)
= 24ndet

 A1 A2

−A2 A1

 = 24n (det (Φ′′
xx(y)))

2
, (2.2.69)

which is a smooth strictly positive function near y = x0. For future reference, let us

also compute the quadratic form

(
∇2

zf(y, 0)
)−1

 t

s

 ·

 t

s

 =
1

22i

 A1 A2

−A2 A1


−1 t

s

 ·

 t

s

 , (2.2.70)

dual to ∇2
zf(y, 0). To this end, a simple computation using (2.2.68) shows that

 A1 A2

−A2 A1


−1

=

 i i

−1 1


(Φ′′

xx(y))
−1 0

0 (Φ′′
xx(y))

−1


−i −1

−i 1

 , (2.2.71)

and therefore we get

(
∇2

zf(y, 0)
)−1

 t

s

 ·

 t

s

 =
1

22i

(Φ′′
xx(y))

−1 0

0 (Φ′′
xx(y))

−1


 z

z

 ·

 z

z


=

1

2i
(Φ′′

xx(y))
−1

z · z. (2.2.72)
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Here the quadratic form in (2.2.72) can be regarded as the symbol of the second order

constant coefficient differential operator on Cn
z given by

2

i
(Φ′′

xx(y))
−1

Dz ·Dz = 2i (Φ′′
xx(y))

−1
∂z · ∂z, (2.2.73)

where Dz =
1

i
∂z =

1

2
(Dt − iDs), Dz =

1

i
∂z =

1

2
(Dt + iDs).

It follows from (2.2.62), (2.2.63), and (2.2.69) that we are in the position to apply

complex stationary phase in the form given in [30, Theorem 7.7.5] to derive a com-

plete asymptotic expansion for AΓa(y, y;h) given in (2.2.61), as h → 0+. We obtain

therefore that there exist differential operators Lj,y(D) in (t, s) of order 2j, which

are C∞ functions of y ∈ neigh(x0,Cn), such that for each N we have uniformly for

y ∈ neigh(x0,Cn),

(AΓa) (y, y;h) =
N−1∑
j=0

hj (Lj,y(D)b) (y, 0) +ON(h
N). (2.2.74)

Let us also recall from [30, Theorem 7.7.5], using also (2.2.73), the following explicit

expressions for the operators Lj,

(Lj,y(D)b)(y, 0) =
Cnπ

n

2ndet (Φ′′
xx(y))

∑
ν−µ=j

∑
2ν≥3µ

iν−j

µ!ν!

(
(Φ′′

xx(y))
−1

∂z · ∂z
)ν

(gµb) (y, 0)

(2.2.75)

where

g(y, z) = f(y, z)− 2iΦ′′
xx(y)z · z = O(|z|3).

In particular,

L0,y =
Cnπ

n

2ndet (Φ′′
xx(y))

(2.2.76)
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satisfies
1

C
≤ |L0,y| ≤ C, y ∈ neigh(x0,Cn). (2.2.77)

The expansion (2.2.74) can be differentiated any number of times with respect to y, y.

Following [12, Section 3], our purpose is now to show that there exists an amplitude

a(x, ỹ;h) ∈ S0
cl(neigh((x0, x0),C2n)) satisfying (2.2.30), (2.2.31) such that

(AΓa)(y, y;h) = 1 +O(h∞), (2.2.78)

for y ∈ neigh(x0,Cn). Looking for a in the form (2.2.30), we may write in view of

(2.2.74),

(AΓa) (y, y;h) ∼
∞∑
ℓ=0

hℓcℓ(y), cℓ(y) =
∑
j+k=ℓ

(Lk,y(D)bj) (y, 0), (2.2.79)

where bj(y, z) = aj(y + z, y − z). Using the expansion (2.2.79), we shall determine

successively a0, a1, . . . satisfying (2.2.31), so that

c0(y) = L0,ya0(y, y) = 1, (2.2.80)

cℓ(y) =
∑
j+k=ℓ

(Lk,y(D)bj)(y, 0) = 0, ℓ ≥ 1. (2.2.81)

First, (2.2.80) determines the C∞ function a0(y, y) uniquely, in view of (2.2.76), (2.2.77),

and taking an almost holomorphic extension from the anti-diagonal, we obtain

a0(x, ỹ) ∈ C∞(neigh((x0, x0),C2n)),

satisfying (2.2.31) for j = 0. Assume next that a0, a1, . . . , aM−1, satisfying (2.2.31),

have been determined so that (2.2.81) holds for ℓ ≤ M − 1. To determine aM , we
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consider the equation (2.2.81) with ℓ = M , writing

cM(y) = L0,yaM(y, y) +
∑

j+k=M
j<M

(Lk,y(D)bj)(y, 0) = 0. (2.2.82)

Here we may notice that the expression in the sum in (2.2.82) only depends on the

values of the aj’s along the anti-diagonal, for j ≤ M − 1. Indeed, for each α ∈ Nn, we

have in view of the almost holomorphy of aj = aj(x, ỹ) along the anti-diagonal given

in (2.2.31), for j ≤ M − 1,

(Dα
z bj)(y, 0) = Dα

z (aj(y + z, y − z)) |z=0 = (Dα
xaj) (y, y) = Dα

y (aj(y, y)) , (2.2.83)

(Dα
z bj)(y, 0) = Dα

z (aj(y + z, y − z)) |z=0 = (−1)α
(
Dα

ỹ aj
)
(y, y) = (−1)αDα

y (aj(y, y)) .

(2.2.84)

It follows that (2.2.82) has a unique C∞ solution aM(y, y), for y ∈ neigh(x0,Cn), and

we may then take an almost holomorphic extension. Modifying the choice of an almost

holomorphic extension of aM(y, y) will only affect (AΓa)(y, y;h) by a term which is

O(h∞).

The discussion above may be summarized in the following theorem, which is the main

result of this section.

Theorem 2.2.4. There exists an elliptic symbol a(x, ỹ;h) ∈ S0
cl(neigh((x0, x0),C2n)) of

the form

a(x, ỹ;h) ∼
∞∑
j=0

aj(x, ỹ)h
j, (2.2.85)
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in C∞, with aj ∈ C∞(neigh((x0, x0),C2n)) satisfying

(∂xaj) (x, ỹ) = O(|ỹ − x|∞),
(
∂ỹaj

)
(x, ỹ) = O(|ỹ − x|∞), j = 0, 1, 2, . . . ,

(2.2.86)

such that we have

(AΓa)(y, y;h) =
1

hn

∫∫
Γ(y,y)

e
2
h
φ(y,y;x,ỹ)a(x, ỹ;h) dx dỹ

= 1 +O(h∞), y ∈ neigh(x0,Cn), (2.2.87)

in the C∞ sense. Here Γ(y, y) is a good contour for the function (x, ỹ) 7→ Reφ(y, y;x, ỹ).

The restrictions of the aj’s to the anti-diagonal ỹ = x are uniquely determined, for

j ≥ 0, and we have

a0(x, x) = An det (Φ
′′
xx(x)), x ∈ neigh(x0,Cn), (2.2.88)

with An ̸= 0 depending on n only.

Remark. The elliptic symbol a(x, ỹ;h) constructed in Theorem 2.2.4 is unique in the

following sense: assume that b(x, ỹ;h) ∈ S0
cl(neigh((x0, x0),C2n)) of the form

b(x, ỹ;h) ∼
∞∑
j=0

bj(x, ỹ)h
j, (2.2.89)

such that

(∂xbj) (x, ỹ) = O(|ỹ − x|∞),
(
∂ỹbj

)
(x, ỹ) = O(|ỹ − x|∞), j = 0, 1, 2, . . . , (2.2.90)
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satisfies (AΓb)(y, y;h) = 1 +O(h∞), for a good contour Γ. We have then

a(x, ỹ;h)− b(x, ỹ;h) = O (|ỹ − x|∞ + h∞) . (2.2.91)

2.3 Approximate reproducing property in the weak

sense

Let V ⋐ Ω be a small open neighborhood of x0 ∈ Ω, with C∞–boundary. Let

Ψ ∈ C∞(neigh((x0, x0),C2n)) be an almost holomorphic extension of the C∞ strictly

plurisubharmonic weight function Φ, so that (2.2.2), (2.2.3) hold. We may assume that

Ψ, as well as the classical C∞ symbol a, introduced in Theorem 2.2.4 and satisfying

(2.2.87), are defined in a neighborhood of the closure of V × ρ(V ). Here ρ(x) = x is

the map of complex conjugation.

Let us set for u ∈ L2
Φ(V ) := L2(V, e−2Φ/hL(dx)),

Π̃V u(x) =
1

hn

∫
V

e
2
h
Ψ(x,y)a(x, y;h)u(y)e−

2
h
Φ(y) dy dy. (2.3.1)

It follows from Proposition 2.2.1 and the Schur test that

Π̃V = O(1) : L2
Φ(V ) → L2

Φ(V ). (2.3.2)

Furthermore, combining (2.2.3), (2.2.85), (2.2.86) with the Schur test, we obtain

∂ ◦ Π̃V = O(h∞) : L2
Φ(V ) → L2

Φ,(0,1)(V ). (2.3.3)

34



Here the target space is a space of (0, 1)–forms on V . Letting u ∈ L2
Φ(V ) be holo-

morphic, we can express Π̃V u in the polarized form, as a contour integral in C2n
y,ỹ of a

(2n, 0)–form,

Π̃V u(x) =
1

hn

∫∫
ΓV

e
2
h
(Ψ(x,ỹ)−Ψ(y,ỹ))a(x, ỹ;h)u(y) dy dỹ, u ∈ HΦ(V ) := Hol(V )∩L2

Φ(V ).

(2.3.4)

Here the contour of integration ΓV ⊂ V × ρ(V ) is given by

ΓV = {ỹ = y, y ∈ V }, (2.3.5)

and we observe that the restriction of the closed (2n, 0)–form dy ∧ dỹ on C2n
y,ỹ to the

anti-diagonal ỹ = y agrees with dy ∧ dy, a non-vanishing multiple of the Lebesgue

volume form on Cn
y .

The purpose of this section is to show that the operator Π̃V in (2.3.4) satisfies an

approximate reproducing property, in the weak formulation. Specifically, we shall

prove that for a suitable class of u, v ∈ HΦ(V ), the sesquilinear form

HΦ(V )×HΦ(V ) ∋ (u, v) 7→ (Π̃V u, v)L2
Φ(V ) (2.3.6)

agrees, up to an O(h∞)–error, with the scalar product (u, v)HΦ(V ). In [12], we have

observed that this result cannot be expected to hold if u, v are general elements of

HΦ(V ), and similar to [12], we shall demand that v should belong to an exponentially

weighted space of holomorphic functions of the form HΦ1(V ), where Φ1 ≤ Φ, with

strict inequality away from a small neighborhood of x0. The following theorem is the

main result of this section.

Theorem 2.3.1. There exists a small open neighborhood W ⋐ V of x0 with C∞–
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boundary such that for every Φ1 ∈ C(Ω;R), Φ1 ≤ Φ, with Φ1 < Φ on Ω\W , and every

N ∈ N there exists CN such that for all u ∈ HΦ(V ), v ∈ HΦ1(V ), we have

∣∣∣(Π̃V u, v)L2
Φ(V ) − (u, v)HΦ(V )

∣∣∣ ≤ CNh
N ||u ||HΦ(V )|| v ||HΦ1

(V ). (2.3.7)

Following [12, Section 4], the proof of Theorem 2.3.1 will proceed by a contour deforma-

tion argument. Compared with the analytic case treated in [12], here, when justifying

the contour deformation, we shall have to take into account the lack of holomorphy in

the integrand in (2.3.4), giving rise to an additional correction term, to be estimated.

Let W ⋐ V1 ⋐ V2 ⋐ V be open neighborhoods of x0 with C∞–boundaries, with W to

be chosen small enough, and let Φ1 ∈ C(Ω;R) be such that

Φ1 ≤ Φ in Ω, Φ1 < Φ on Ω\W. (2.3.8)

Arguing as in [12, Section 4], we find that the scalar product

(Π̃V u, v)L2
Φ(V ) =

∫
V

Π̃V u(x)v(x)e
−2Φ(x)/h L(dx), u ∈ HΦ(V ), v ∈ HΦ1(V ), (2.3.9)

takes the form

(Π̃V u, v)L2
Φ(V ) =

∫
V1

Π̃V2u(x)v(x)e
−2Φ(x)/h L(dx) +O(1)e−

1
Ch ||u ||HΦ(V )|| v ||HΦ1

(V ).

(2.3.10)

Here and below C > 0 is independent of u, v, and similar to (2.3.4), we have written

Π̃V2u(x) =
1

hn

∫∫
ΓV2

e
2
h
(Ψ(x,ỹ)−Ψ(y,ỹ))a(x, ỹ;h)u(y) dy dỹ. (2.3.11)
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Next, an application of [12, Proposition 2.2] gives that there exists η > 0 such that

v(x) =

∫
V

vz(x)dz dz +O(1)|| v ||HΦ(V )e
1
h
(Φ(x)−η), x ∈ V1. (2.3.12)

Here

vz(x) =
1

(2πh)n
e

i
h
(x−z)·θ(x,z)v(z)χ(z)det (∂zθ(x, z)) ∈ Hol(V ), (2.3.13)

and θ(x, z) depends holomorphically on x ∈ V with

− Im ((x− z) · θ(x, z)) + Φ(z) ≤ Φ(x)− δ |x− z|2 , x, z ∈ V, (2.3.14)

for some δ > 0. The function χ ∈ C∞
0 (V ; [0, 1]) in (2.3.13) satisfies χ = 1 in V2.

The resolution of the identity (2.3.12), (2.3.13), (2.3.14) is valid for an arbitrary element

of HΦ(V ), and restricting the attention to v ∈ HΦ1(V ), we get, letting W ⋐ W1 ⋐ V1,

v(x) =

∫
W1

vz(x) dz dz +O(1)|| v ||HΦ1
(V )e

1
h
(Φ(x)− 1

C
), x ∈ V1. (2.3.15)

We get, combining (2.3.10), (2.3.15), and (2.3.2),

(Π̃V u, v)L2
Φ(V )

=

∫
W1

∫
V1

Π̃V2u(x)vz(x)e
−2Φ(x)/h L(dx) dz dz +O(1)e−

1
Ch ||u ||HΦ(V )|| v ||HΦ1

(V )

=

∫
W1

(Π̃V2u, vz)L2
Φ(V1)dz dz +O(1)e−

1
Ch ||u ||HΦ(V )|| v ||HΦ1

(V ). (2.3.16)

Similar to [12], the advantage of the representation (2.3.16) lies in the good localization

properties of the holomorphic functions vz, for z ∈ W1, in view of (2.3.14).
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The following key observation is analogous to [12, Proposition 4.2].

Proposition 2.3.2. Let δ > 0 be small and let us set for z ∈ V , (x, x̃, y, ỹ) ∈ V ×ρ(V )×

V × ρ(V ) ⊂ C4n,

Gz(x, x̃, y, ỹ) = 2ReΨ(x, ỹ)− 2ReΨ(y, ỹ) + Φ(y) + Fz(x̃)− 2ReΨ(x, x̃)

= 2Reφ(y, x̃;x, ỹ)− 2ReΨ(y, x̃) + Φ(y) + Fz(x̃), (2.3.17)

where

Fz(x̃) = Φ(x̃)− δ |x̃− z|2 . (2.3.18)

The C∞ function Gz has a non-degenerate critical point at (z, z, z, z) of signature

(4n, 4n), with the critical value 0. The following submanifolds of C4n are good contours

for Gz in a neighbourhood of (z, z, z, z), i.e. they are both of dimension 4n, pass through

the critical point, and are such that the Hessian of Gz along the contours is negative

definite:

1. The product contour

ΓV × ΓV = {(x, x̃, y, ỹ); x̃ = x, ỹ = y, x ∈ V, y ∈ V }. (2.3.19)

2. The composed contour

{(x, x̃, y, ỹ); (y, x̃) ∈ ΓV , (x, ỹ) ∈ Γ(y, x̃)}. (2.3.20)

Here Γ(y, x̃) ⊂ C2n
x,ỹ is a good contour for the C∞ function (x, ỹ) 7→ Reφ(y, x̃;x, ỹ)

described in (2.2.28), see also Proposition 2.2.2.
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Proof: We have the Taylor expansions at (x, x̃, y, ỹ) = (z, z, z, z) ∈ C4n,

2ReΨ(x, ỹ)− 2ReΨ(y, ỹ) = 2Φ(z) + 2Re (Φ′
x(z) · (x− z) + Φ′

x(z) · (ỹ − z))

− 2Φ(z)− 2Re (Φ′
x(z) · (y − z) + Φ′

x(z) · (ỹ − z)) +O((x− z, ỹ − z, y − z)2)

= 2Re (Φ′
x(z) · (x− z)− Φ′

x(z) · (y − z)) +O((x− z, ỹ − z, y − z)2), (2.3.21)

Φ(y) + Fz(x̃) = 2Φ(z) + 2Re
(
Φ′

x(z) · (y − z) + Φ′
x(z) · (x̃− z)

)
+O((y − z, x̃− z)2),

(2.3.22)

2ReΨ(x, x̃) = 2Φ(z) + 2Re (Φ′
x(z) · (x− z) + Φ′

x(z) · (x̃− z)) +O((x− z, x̃− z)2).

(2.3.23)

Here we have also used the almost holomorphy of Ψ. We get, combining (2.3.21),

(2.3.22), (2.3.23) and using (2.3.17),

Gz(x, x̃, y, ỹ) = O
(
dist ((x, x̃, y, ỹ), (z, z, z, z))2

)
. (2.3.24)

The point (z, z, z, z) is therefore a critical point of Gz with the critical value 0. When

showing that it is non-degenerate of signature (4n, 4n), we observe that in view of

Proposition 2.2.1, we have, using the expression for Gz on the first line of (2.3.17),

Gz(x, x, y, y) ≤ − 1

C
|y − x|2 − δ |x− z|2 ≤ − 1

C
|x− z|2 − 1

C
|y − z|2 . (2.3.25)

The contour (2.3.19) is therefore good for Gz, and using also the fact that the quadratic

part of the Taylor expansion of Gz at the point (z, z, z, z) is a plurisubharmonic

quadratic form on C4n, we conclude that (z, z, z, z) is a non-degenerate critical point

of Gz, of signature (4n, 4n). The verification of the fact that the contour (2.3.20) is

also good for Gz is performed exactly as in the proof of Proposition 4.2 of [12], using
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the expression for Gz given on the second line of (2.3.17). The proof is complete. □

We can now carry out the contour deformation argument for the scalar product

(Π̃V2u, vz),

alluded to above.

Proposition 2.3.3. Let vz be of the form (2.3.13), (2.3.14). There exists an open neigh-

borhood W1 ⋐ V1 of x0 such that for all u ∈ HΦ(V ), we have,

(Π̃V2u, vz)L2
Φ(V1) = (u, vz)HΦ(V1) +O(h∞)||u ||HΦ(V ) |v(z)| e−Φ(z)/h, (2.3.26)

uniformly in z ∈ W1.

Proof: Writing the Lebesgue measure on Cn in the form L(dx) = Cndx dx, let us

express the scalar product in the space HΦ(V1) in the polarized form,

(f, g)HΦ(V1) =

∫
V1

f(x)g(x)e−
2Φ(x)

h L(dx) = Cn

∫∫
ΓV1

f(x)g∗(x̃)e−
2
h
Ψ(x,x̃) dx dx̃.

(2.3.27)

Here the contour ΓV1 is defined as in (2.3.5) and we have also set

g∗(x̃) = g(x̃) ∈ HΦ̂(ρ(V1)), Φ̂(x̃) = Φ(x̃). (2.3.28)
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In view of (2.3.11) and (2.3.27), we may write

(Π̃V2u, vz)L2
Φ(V1)

=
Cn

hn

∫∫
ΓV1

(∫∫
ΓV2

e
2
h
(Ψ(x,ỹ)−Ψ(y,ỹ))a(x, ỹ;h)u(y) dy dỹ

)
v∗z(x̃)e

− 2
h
Ψ(x,x̃) dx dx̃

=

∫∫∫∫
ΓV1

×ΓV2

ω. (2.3.29)

Here ω is the (4n, 0)–differential form on C4n of the form

ω = f(x, x̃, y, ỹ) dx ∧ dx̃ ∧ dy ∧ dỹ, (2.3.30)

where f ∈ C∞(V × ρ(V )× V × ρ(V )) is given by

f(x, x̃, y, ỹ) =
Cn

hn
e

2
h
(Ψ(x,ỹ)−Ψ(y,ỹ))a(x, ỹ;h)u(y)v∗z(x̃)e

− 2
h
Ψ(x,x̃). (2.3.31)

When estimating f , we notice first, in view of (2.3.13), (2.3.14),

|v∗z(x̃)| ≤
O(1)

hn
|v(z)| e−Φ(z)/heFz(x̃)/h, x̃ ∈ ρ(V1), (2.3.32)

where Fz is the strictly plurisubharmonic function in ρ(V1) given in (2.3.18). Combining

(2.3.32) with [12, Proposition 2.3], we get

|f(x, x̃, y, ỹ)| ≤ O(1)

h3n
||u ||HΦ(V ) |v(z)| e−Φ(z)/heGz(x,x̃,y,ỹ)/h, (2.3.33)

for (x, x̃, y, ỹ) ∈ V1×ρ(V1)×V2×ρ(V2), with Gz(x, x̃, y, ỹ) given in (2.3.17). Proposition

2.3.2 tells us that the contour Γ1 := ΓV1 × ΓV2 and the composed contour Γ2 defined

in (2.3.20) are both good for Gz, and as reviewed in the proof of Proposition 2.2.3,
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there exists therefore a C∞ homotopy between the contours Γ1, Γ2, well defined for all

z in a small neighborhood of x0, passing through good contours only, uniformly for z

close enough to x0. Let Σ ⊂ C4n be the (4n + 1)–dimensional contour of integration

naturally associated to the homotopy above. We have, with a suitable orientation,

∂Σ− (Γ1 − Γ2) ⊂
{
(x, x̃, y, ỹ); Gz(x, x̃, y, ỹ) ≤ − 1

O(1)

}
, (2.3.34)

uniformly for all z in a small neighborhood of x0. We may write therefore, using Stokes’

formula, (2.3.33), and (2.3.34), for all z in a small neighborhood of x0,

∫∫∫∫
Γ1

ω −
∫∫∫∫

Γ2

ω =

∫∫∫∫∫
Σ

dω +O(1)||u ||HΦ(V ) |v(z)| e−Φ(z)/he−1/Ch

=

∫∫∫∫∫
Σ

∂f ∧ dx ∧ dx̃ ∧ dy ∧ dỹ +O(1)||u ||HΦ(V ) |v(z)| e−Φ(z)/he−1/Ch. (2.3.35)

Using (2.3.31), we compute

∂xf(x, x̃, y, ỹ)

=
Cn

hn
e

2
h
(Ψ(x,ỹ)−Ψ(y,ỹ)−Ψ(x,x̃))u(y)v∗z(x̃)

(
2

h
(∂xΨ(x, ỹ)− ∂xΨ(x, x̃)) a+ ∂xa

)
, (2.3.36)

and recalling (2.2.3), (2.2.86), we infer for all N ∈ N,

|∂xf | ≤
ON(1)

h3n+1
||u ||HΦ(V ) |v(z)| e−Φ(z)/heGz(x,x̃,y,ỹ)/h

(
|x− ỹ|N + |x− x̃|N + hN

)
≤ ON(1)

h3n+1
||u ||HΦ(V ) |v(z)| e−

Φ(z)
h e−dist((x,x̃,y,ỹ),(z,z,z,z))2/Ch

(
|x− ỹ|N + |x− x̃|N + hN

)
.

(2.3.37)
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Here we write

|x− ỹ|N ≤ (|x− z|+ |ỹ − z|)N ≤ ON(1) (dist ((x, x̃, y, ỹ), (z, z, z, z))
N , (2.3.38)

and similarly,

|x− x̃|N ≤ ON(1) (dist ((x, x̃, y, ỹ), (z, z, z, z))
N . (2.3.39)

We get therefore, combining (2.3.37), (2.3.38), (2.3.39),

|∂xf(x, x̃, y, ỹ)| ≤ O(h∞)||u ||HΦ(V ) |v(z)| e−
Φ(z)
h . (2.3.40)

Similar computations and estimates show that the bound (2.3.40) is also valid for ∂x̃f ,

∂yf , and ∂ỹf . We conclude that there exists a small open neighborhood W1 ⋐ V1 of

x0 such that for all z ∈ W1, the right hand side of (2.3.35) is of the form

O(h∞)||u ||HΦ(V ) |v(z)| e−
Φ(z)
h . (2.3.41)

It follows therefore from (2.3.29), (2.3.35), and (2.3.41) that for all z ∈ W1, the scalar

product (Π̃V2u, vz)L2
Φ(V1) is equal to

Cn

∫∫
ΓV1

(
1

hn

∫∫
Γ(y,x̃)∩(V1×ρ(V1))

e
2
h
φ(y,x̃;x,ỹ)a(x, ỹ;h)dx dỹ

)
u(y)v∗z(x̃)e

− 2
h
Ψ(y,x̃)dy dx̃

+O(h∞)||u ||HΦ(V ) |v(z)| e−
Φ(z)
h . (2.3.42)

Here in the contour of integration in the inner integral we have (y, x̃) ∈ ΓV1 ⇐⇒ x̃ = y,

y ∈ V1, and by Theorem 2.2.4 we obtain therefore that the inner integral is equal to

1 +O(h∞), provided that the neighborhood V1 is small enough. The integral (2.3.42)
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is therefore equal to

(u, vz)HΦ(V1) +O(h∞)||u ||HΦ(V ) |v(z)| e−
Φ(z)
h , (2.3.43)

uniformly for z ∈ W1. The proof is complete. □

We can now finish the proof of Theorem 2.3.1 as in [12, Section 4], letting W ⋐ W1,

where W1 is as in Proposition 2.3.3. We get, in view of (2.3.16) and (2.3.26),

(Π̃V u, v)L2
Φ(V ) =

∫
W1

(u, vz)HΦ(V1) dz dz +O(h∞)||u ||HΦ(V )|| v ||HΦ1
(V ). (2.3.44)

Using (2.3.15), we can also write

(u, v)HΦ(V ) =

∫
W1

(u, vz)HΦ(V1) dz dz +O(1)e−
1

Ch ||u ||HΦ(V )|| v ||HΦ1
(V ). (2.3.45)

The proof of Theorem 2.3.1 is complete.

2.4 Completing the proof of Theorem 2.1.1

Let us first pass from the scalar products in Theorem 2.3.1 to weighted L2 norm esti-

mates. This will be done similarly to [12, Section 5], with appropriate modifications

to accommodate the fact that the operator Π̃V in (2.3.1) does not quite produce holo-

morphic functions. To this end, let 0 ≤ χ1 ∈ C∞(Ω;R) be such that χ1 > 0 on Ω\W ,

where W ⋐ V is as in Theorem 2.3.1, and let us set

Φ1(x) = Φ(x)− δχ1(x), (2.4.1)
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for δ > 0 small enough. In particular, Φ1 is strictly plurisubharmonic in V ,

n∑
j,k=1

∂2Φ1

∂xj∂xk

(x)ξjξk ≥
|ξ|2

O(1)
, x ∈ V, ξ ∈ Cn. (2.4.2)

In what follows, without loss of generality, we shall assume that the bounded open set

V is convex, and we may even take it to be an open ball centered at x0.

Using Proposition 2.2.1 together with the Schur test, we obtain

Π̃V = O(1) : L2
Φ1
(V ) → L2

Φ2
(V ). (2.4.3)

Here Φ2 = Φ− χ2, where 0 ≤ χ2 ∈ C(Ω;R) is given by

χ2(x) = inf
y∈V0

(
|x− y|2

2C
+ δχ1(y)

)
, (2.4.4)

with C > 0 and V0 being an open ball centered at x0 such that V ⋐ V0 ⋐ Ω. In

particular, we see that

Φ2 ≤ Φ in Ω, Φ2 < Φ on Ω \W, (2.4.5)

and

Φ1 ≤ Φ2 in V. (2.4.6)

Let us now take a closer look at the function χ2 in (2.4.4). When doing so, let us

observe first that the infimum in (2.4.4) is attained at a unique point in V0, in view

of the strict convexity of the function V0 ∋ y 7→ Fx(y) :=
|x− y|2

2C
+ δχ1(y), for δ > 0

small enough. On the other hand, when x ∈ V , the function Fx(y) has a unique critical

point yc(x) in V0, for δ > 0 small enough, which is a non-degenerate local minimum.
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Indeed, we have

F ′
x(y) = 0 ⇔ CF ′

0(y) = x,

and the map V0 ∋ y 7→ CF ′
0(y) = y+Cδχ′

1(y) is a C∞ diffeomorphism from V0 onto its

image, which contains the open ball V as a relatively compact subset, for δ > 0 small

enough. We have

yc(x) = x− Cδχ′
1(x) +O(δ2), x ∈ V, (2.4.7)

and we conclude therefore that

χ2(x) = Fx(yc(x)) = δχ1(x)−
C

2
δ2 |χ′

1(x)|
2
+O(δ3), x ∈ V. (2.4.8)

In particular, we have ||Φ−Φ2 ||C2(V ) = O(δ) is small enough, so that the function Φ2

is strictly plurisubharmonic in V ,

n∑
j,k=1

∂2Φ2

∂xj∂xk

(x)ξjξk ≥
|ξ|2

O(1)
, x ∈ V, ξ ∈ Cn. (2.4.9)

Next, we let

ΠΦ2 : L
2
Φ2
(V ) → HΦ2(V ) (2.4.10)

be the orthogonal projection. We shall make use of the following observation.

Proposition 2.4.1. We have

ΠΦ2Π̃V − Π̃V = O(h∞) : L2
Φ1
(V ) → L2

Φ2
(V ). (2.4.11)

Proof: Using (2.2.3), (2.2.30), (2.2.31), and Proposition 2.2.1 together with the Schur

46



test, we observe that

∂ ◦ Π̃V = O(h∞) : L2
Φ1
(V ) → L2

Φ2,(0,1)
(V ), (2.4.12)

where the target space in (2.4.12) is a space of (0, 1)–forms. Given f ∈ L2
Φ1
(V ), the

solution of the equation

∂u = ∂Π̃V f (2.4.13)

of the minimal L2
Φ2
(V )–norm is given by (1 − ΠΦ2)Π̃V f , and an application of Hör-

mander’s L2–estimates for the ∂–operator in the open convex set V and the strictly

plurisubharmonic weight Φ2, [31, Proposition 4.2.5], gives that

|| (1− ΠΦ2)Π̃V f ||L2
Φ2

(V ) ≤ O(h1/2)|| ∂Π̃V f ||L2
Φ2

(V ) ≤ O(h∞)|| f ||L2
Φ1

(V ). (2.4.14)

Here we have also used (2.4.12). The proof is complete. □

It is now easy to derive a suitable estimate for the operator Π̃V − 1, proceeding as

in [12]. Let u ∈ HΦ1(V ), where Φ1 ∈ C∞(Ω;R) is given by (2.4.1), and let us apply

Theorem 2.3.1, with

v = ΠΦ2

(
(Π̃V − 1)u

)
= ΠΦ2Π̃V u− u ∈ HΦ2(V ) (2.4.15)

and with Φ2 in place of Φ1. Here in the second equality in (2.4.15) we have also used

(2.4.6). We obtain, using also (2.4.3),

∣∣∣∣((Π̃V − 1)u,ΠΦ2

(
(Π̃V − 1)u

))
L2
Φ(V )

∣∣∣∣ ≤ O(h∞)||u ||HΦ(V )||ΠΦ2Π̃V u− u ||HΦ2
(V )

≤ O(h∞)||u ||2HΦ1
(V ). (2.4.16)
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Next, we write

ΠΦ2

(
(Π̃V − 1)u

)
= (Π̃V − 1)u+Ru, (2.4.17)

where R = ΠΦ2Π̃V − Π̃V . We get, combining (2.4.16), (2.4.17), and using that Φj ≤ Φ,

for j = 1, 2, together with (2.3.2),

|| (Π̃V − 1)u ||2L2
Φ(V ) ≤ O(h∞)||u ||2HΦ1

(V ) +O(1)||u ||HΦ(V )||Ru ||L2
Φ(V )

≤ O(h∞)||u ||2HΦ1
(V ) +O(1)||u ||HΦ(V )||Ru ||L2

Φ2
(V )

≤ O(h∞)||u ||2HΦ1
(V ) +O(h∞)||u ||HΦ(V )||u ||HΦ1

(V ) ≤ O(h∞)||u ||2HΦ1
(V ). (2.4.18)

Here in the penultimate inequality we have also used Proposition 2.4.1. We obtain

therefore that

|| (Π̃V − 1)u ||L2
Φ(V ) ≤ O(h∞)||u ||HΦ1

(V ), u ∈ HΦ1(V ), (2.4.19)

where Φ1 ∈ C∞(Ω;R) is of the form (2.4.1). The bound (2.4.19) is completely analo-

gous to the estimate (5.5) in [12, Section 5], and we may therefore conclude the proof

of Theorem 2.1.1 by repeating the arguments of [12, Section 5], which are based on the

∂–techniques, exactly as they stand. Letting U ⋐ W ⋐ V be an open neighborhood of

x0 with C∞–boundary, we get therefore,

|| (Π̃V − 1)u ||L2
Φ(U) ≤ O(h∞)||u ||HΦ(V ), u ∈ HΦ(V ). (2.4.20)

The proof of Theorem 2.1.1 is complete.
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2.5 From asymptotic local to global Bergman kernels

The purpose of this section is to establish a link between the operator Π̃V in (2.1.3),

enjoying the local approximate reproducing property (2.1.4), and the orthogonal pro-

jection

Π : L2(Ω, e−2Φ/hL(dx)) → HΦ(Ω). (2.5.1)

When doing so, we shall follow [2] closely, where the Bergman projection was considered

in the context of high powers of a holomorphic line bundle over a complex compact

manifold. The discussion below is therefore essentially well known, and is given here

mainly for the completeness and convenience of the reader. See also [15], [16].

We shall assume in what follows that the open set Ω ⊂ Cn is pseudoconvex. It will also

be convenient for us to choose a local polarization Ψ of Φ ∈ C∞(Ω) satisfying (2.2.2),

(2.2.3), such that the Hermitian property

Ψ(x, y) = Ψ(y, x), (x, y) ∈ neigh((x0, x0),C2n
x,y) (2.5.2)

holds. Indeed, if Ψ(x, y) satisfies (2.2.2), (2.2.3), then so does Ψ(y, x), and replacing

Ψ(x, y) by (Ψ(x, y) + Ψ(y, x))/2, we obtain (2.5.2).

Our starting point is the following well known result, allowing us to pass to pointwise

estimates from the weighted L2 estimates in Theorem 2.1.1.

Proposition 2.5.1. Let V1 ⋐ V2 ⋐ Ω be open. There exists C > 0 such that for all

f ∈ L2
Φ(V2) satisfying h∂f ∈ L∞(V2) and all h > 0 small enough, we have

|f(x)| ≤ C

(
sup
y∈V2

∣∣h∂f(y)∣∣ e−Φ(y)/h + h−n|| f ||L2
Φ(V2)

)
eΦ(x)/h, x ∈ V1. (2.5.3)
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Proof: Let h0 > 0 be such that B(x, h0) = {y ∈ Cn, |y − x| < h0} ⊂ V2, for all x ∈ V1.

An application of [30, Lemma 15.1.8] gives for all h ∈ (0, h0],

|f(x)| ≤ C

(
sup
B(x,h)

∣∣h∂f(y)∣∣+ h−n|| f ||L2(B(x,h))

)
, x ∈ V1. (2.5.4)

Using that

eΦ(y)/h ≤ O(1)eΦ(x)/h, y ∈ B(x, h),

for x ∈ V1, we obtain (2.5.3). □

We shall apply Proposition 2.5.1 to a function of the form

f = Π̃V u− u, u ∈ HΦ(V ), (2.5.5)

satisfying

|| f ||L2
Φ(U) ≤ O(h∞)||u ||HΦ(V ), (2.5.6)

in view of (2.1.4). As for the control of h∂f = h∂Π̃V u in L∞(U), we have in view of

(2.2.3), (2.2.85), (2.2.86), for N = 1, 2, . . . ,

∣∣h∂f(x)∣∣ ≤ ON(1)h
−n

∫
V

e
2
h
ReΨ(x,y) |x− y|N |u(y)| e−

2
h
Φ(y) L(dy)

≤ ON(1)e
Φ(x)/hh−n

∫
V

e−|x−y|2/Ch |x− y|N |u(y)| e−Φ(y)/h L(dy)

≤ O(h
N
2
−n)eΦ(x)/h||u ||HΦ(V ), x ∈ U. (2.5.7)

Here we have also used Proposition 2.2.1 and the Cauchy-Schwarz inequality. Letting

Ũ ⋐ U be an open neighborhood of x0, and combining Proposition 2.5.1 with (2.5.6),
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(2.5.7), we get

∣∣∣Π̃V u(x)− u(x)
∣∣∣ ≤ O(h∞) eΦ(x)/h||u ||HΦ(V ), x ∈ Ũ . (2.5.8)

We obtain therefore the following approximate local reproducing property,

u(x) =
1

hn

∫
V

e
2
h
Ψ(x,y)a(x, y;h)u(y)e−

2
h
Φ(y) L(dy) +O(h∞)e

Φ(x)
h ||u ||HΦ(V ), x ∈ Ũ ,

(2.5.9)

valid for all u ∈ HΦ(V ). In particular, we can apply (2.5.9) to u ∈ HΦ(Ω), and when

doing so, let us recall that

|u(x)| ≤ O(1)h−ne
Φ(x)
h ||u ||HΦ(Ω), x ∈ V, (2.5.10)

in view of [12, Proposition 2.3]. Let χ ∈ C∞
0 (V ; [0, 1]) be such that χ = 1 near U .

Using (2.5.10) and Proposition 2.2.1, we see that

∣∣∣∣ 1hn

∫
V

e
2
h
Ψ(x,y)(1− χ(y))a(x, y;h)u(y)e−

2
h
Φ(y) L(dy)

∣∣∣∣
≤ O(1)e−

1
Ch e

Φ(x)
h ||u ||HΦ(Ω), x ∈ Ũ . (2.5.11)

We get, combining (2.5.9) and (2.5.11), when u ∈ HΦ(Ω),

u(y) =

∫
Ω

K̃(y, z)χ(z)u(z)e−
2
h
Φ(z) L(dz) +O(h∞)e

Φ(y)
h ||u ||HΦ(Ω), y ∈ Ũ , (2.5.12)

where

K̃(y, z) =
1

hn
e

2
h
Ψ(y,z)a(y, z;h), (y, z) ∈ V × V. (2.5.13)
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Next, arguing as in [37, Section 5], [9, Appendix A], we see that the Schwartz kernel

of the orthogonal projection in (2.5.1) is of the form K(x, y)e−2Φ(y)/h, where K(x, z) ∈

Hol(Ω× Ω) satisfies

y 7→ K(x, y) ∈ HΦ(Ω), x 7→ K(x, y) ∈ HΦ(Ω). (2.5.14)

Here we have written Ω = {x ∈ Cn; x ∈ Ω}. Following [2] and applying (2.5.12) to the

function y 7→ K(y, x) ∈ HΦ(Ω), we get

K(y, x) =

∫
Ω

K̃(y, z)χ(z)K(z, x)e−
2
h
Φ(z) L(dz)

+O(h∞)e
Φ(y)
h ||K(·, x) ||HΦ(Ω), y ∈ Ũ . (2.5.15)

Here we have

||K(·, x) ||HΦ(Ω) ≤ O(1)h−n/2e
Φ(x)
h , x ∈ Ũ , (2.5.16)

see [3, Chapter 4], and combining (2.5.15) and (2.5.16), we infer that

K(y, x) =

∫
Ω

K̃(y, z)χ(z)K(z, x)e−
2
h
Φ(z) L(dz) +O(h∞)e

Φ(x)+Φ(y)
h , x, y ∈ Ũ . (2.5.17)

Taking the complex conjugates in (2.5.17) and using the Hermitian property K(x, y) =

K(y, x), we get

K(x, y) =

∫
Ω

K(x, z)χ(z)K̂(z, y)e−
2
h
Φ(z) L(dz) +O(h∞)e

Φ(x)+Φ(y)
h , x, y ∈ Ũ , (2.5.18)

where, in view of (2.5.13) and (2.5.2),

K̂(z, y) = K̃(y, z) =
1

hn
e

2
h
Ψ(z,y)b(z, y;h), b(z, y;h) = a(y, z;h). (2.5.19)
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Writing

Πu(x) =

∫
Ω

K(x, y)u(y)e−2Φ(y)/h L(dy), u ∈ L2(Ω, e−2Φ/hL(dx)), (2.5.20)

we may express (2.5.18) as follows,

K(x, y) = Π
(
K̂(·, y)χ

)
(x) +O(h∞)e

Φ(x)+Φ(y)
h , x, y ∈ Ũ . (2.5.21)

Here we would like to show that Π
(
K̂(·, y)χ

)
(x) is close to K̂(x, y)χ(x) = K̂(x, y) for

x ∈ Ũ , and to this end we follow an argument in [2], see also Proposition 2.4.1. The

function

Ω ∋ x 7→ uy(x) = K̂(x, y)χ(x)− Π
(
K̂(·, y)χ

)
(x) (2.5.22)

is the solution of the ∂–equation

∂uy = ∂
(
K̂(·, y)χ

)
= K̂(·, y)∂χ+ χ∂K̂(·, y), (2.5.23)

in Ω of the minimal L2(Ω, e−2Φ/hL(dx)) norm, and therefore, by Hörmander’s L2–

estimates for the ∂ operator, see [31, Proposition 4.2.5]), we get for any y ∈ Ũ ,

∫
Ω

|uy(x)|2 e−2Φ(x)/h L(dx) ≤ O(h)

∫
Ω

1

c(x)

∣∣∣∂x

(
K̂(x, y)χ(x)

)∣∣∣2 e−2Φ(x)/h L(dx)

≤ O(h)

(∫
Ω

|∇χ(x)|2
∣∣∣K̂(x, y)

∣∣∣2 e−2Φ(x)/h L(dx) +

∫
Ω

χ(x)
∣∣∣∂xK̂(x, y)

∣∣∣2 e−2Φ(x)/h L(dx)

)
(2.5.24)
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Here we get, in view of (2.5.19) and Proposition 2.2.1,

∫
Ω

|∇χ(x)|2
∣∣∣K̂(x, y)

∣∣∣2 e−2Φ(x)/h L(dx) ≤ O(1)

∫
V \U

∣∣∣K̂(x, y)
∣∣∣2 e−2Φ(x)/h L(dx)

= O(1) e2Φ(y)/he−1/Ch, y ∈ Ũ . (2.5.25)

Due to the almost holomorphy of Ψ and the symbol b(x, ỹ;h) in (2.5.19) near the

anti-diagonal,

∣∣∣∂xK̂(x, y)
∣∣∣ ≤ ON(1)

hn+1
e

2
h
ReΨ(x,y) |x− y|N , N = 1, 2, . . . , (2.5.26)

and therefore, by another application of Proposition 2.2.1,

∫
Ω

χ(x)
∣∣∣∂xK̂(x, y)

∣∣∣2 e−2Φ(x)/h L(dx) ≤ O(h∞) e2Φ(y)/h, y ∈ Ũ . (2.5.27)

Combining (2.5.24), (2.5.25), and (2.5.27), we get

||uy ||L2
Φ(Ω) ≤ O(h∞)eΦ(y)/h, y ∈ Ũ . (2.5.28)

It finally remains for us to pass from the weighted L2–bound (2.5.28) on uy to a

pointwise estimate. To this end, we shall apply Proposition 2.5.1 to uy, with V2 = U ,

V1 = Ũ . Recalling (2.5.22) and using that χ = 1 on U , we see that we only have to

estimate h∂zuy(z) = h∂zK̂(z, y) for z ∈ U , y ∈ Ũ . Using (2.5.26) and Proposition

2.2.1, we obtain that

∣∣h∂uy(z)
∣∣ ≤ O(h∞)e(Φ(z)+Φ(y))/h, y ∈ Ũ , z ∈ U. (2.5.29)
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Combining (2.5.3), (2.5.28), and (2.5.29), we get

|uy(x)| ≤ O(h∞) e(Φ(x)+Φ(y))/h, x, y ∈ Ũ , (2.5.30)

and therefore, using (2.5.21), (2.5.22), and (2.5.30), we infer that

K(x, y) = K̂(x, y) +O(h∞)e(Φ(x)+Φ(y))/h, x, y ∈ Ũ . (2.5.31)

Recalling also (2.5.19), we obtain

K(x, y) = K̃(y, x) +O(h∞)e(Φ(x)+Φ(y))/h, x, y ∈ Ũ , (2.5.32)

and taking the complex conjugates and using the Hermitian symmetry of K, we get

K(y, x) = K̃(y, x) +O(h∞)e(Φ(x)+Φ(y))/h, (2.5.33)

uniformly for x, y ∈ Ũ . Switching the variables x and y in (2.5.33), we may therefore

summarize the discussion in this section in the following well known result, see [42],

[6], [7], [10], [16], [2], [27].

Proposition 2.5.2. Let Ω ⊂ Cn be open pseudoconvex, let Φ ∈ C∞(Ω) be strictly

plurisubharmonic so that (2.2.1) holds, and let K(x, y)e−2Φ(y)/h be the Schwartz kernel

of the orthogonal projection (2.5.1). Let x0 ∈ Ω and let Ũ ⋐ U ⋐ V ⋐ Ω be small

open neighborhoods of x0, where U , V are as in Theorem 2.1.1. We have

e−Φ(x)/h

(
K(x, y)− 1

hn
e

2
h
Ψ(x,y)a(x, y;h)

)
e−Φ(y))/h = O(h∞), (2.5.34)

uniformly for x, y ∈ Ũ . Here Ψ ∈ C∞(neigh((x0, x0),C2n)) is a polarization of Φ and
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the classical symbol a ∈ S0
cl(neigh((x0, x0),C2n)) has been introduced in (2.1.2).
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Chapter 3

Operators with double characteristics

and bounded exponential weights on

phase space

3.1 Introduction and statement of results

Let us introduce the following standard symbol class of C∞ functions on R2n, that are

bounded together with all of their derivatives,

S(1) = {a ∈ C∞(R2n); ∂αa ∈ L∞(R2n), ∀α ∈ N2n}. (3.1.1)
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Let P (x, ξ;h) ∈ S(1) and assume that P (x, ξ;h) has a complete asymptotic expansion

in the symbol space S(1),

P (x, ξ;h) ∼
∞∑
j=0

hjpj(x, ξ), (3.1.2)

for some pj ∈ S(1), j ∈ N, as h → 0+. We assume that the semiclassical principal

symbol p0 of P satisfies

Re p0(x, ξ) ≥ 0, (x, ξ) ∈ R2n, (3.1.3)

and we make an important ellipticity assumption near infinity,

Re p0(x, ξ) ≥
1

C
, |(x, ξ)| ≥ C, (3.1.4)

for some C > 1. It follows that the semiclassical Weyl quantization of P ,

P = Pw(x, hDx;h) (3.1.5)

given by

Pw(x, hDx;h)u(x) =
1

(2πh)n

∫∫
R2n

ei
(x−y)·ξ

h P

(
x+ y

2
, ξ;h

)
u(y)dy dξ (3.1.6)

is bounded on L2(Rn), uniformly as h → 0+, and the analytic family of operators

P − z : L2(Rn) → L2(Rn) (3.1.7)
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is Fredholm of index 0, for all h > 0 small enough, provided that the spectral parameter

z ∈ C is confined to a region of the form

Re z ≤ 1

O(1)
. (3.1.8)

Furthermore, an application of the sharp Gårding inequality allows us to conclude that

Re (Pu, u)L2 ≥ −C0h||u ||2L2 , u ∈ L2(Rn), (3.1.9)

for some C0 > 0, and we get for z ∈ C such that Re z < −C0h,

||u ||L2 ≤ 1

(−Re z − C0h)
|| (P − z)u ||L2 . (3.1.10)

It is therefore clear, in view of the analytic Fredholm theory, that the spectrum of P

in a region of the form (3.1.8) is discrete for all h > 0 small enough, consisting of

eigenvalues of finite algebraic multiplicity.

We shall make the basic assumption that the set

C := {X ∈ R2n; Re p0(X) = 0, HIm p0(X) = 0} (3.1.11)

is finite, C = {X1, . . . , XN}. Here HIm p0 = ∂ξIm p0 · ∂x − ∂xIm p0 · ∂ξ is the Hamilton

vector field of Im p0. It follows from (3.1.3) that we have

dp(Xj) = 0, 1 ≤ j ≤ N,
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and we may write therefore, Taylor expanding at the critical point Xj,

p0(Xj + Y ) = p0(Xj) + qj(Y ) +O(Y 3), Y → 0. (3.1.12)

Here p0(Xj) ∈ iR and qj is quadratic such that Re qj ≥ 0. Let us introduce the time

averages

⟨Re p0⟩T,Im p0
(X) =

1

T

∫ T

0

Re p0 (exp (tHIm p0)(X)) dt, T > 0, (3.1.13)

of Re p0 along the HIm p0–trajectories. We shall assume that for each T > 0 fixed, the

following dynamical condition holds for 1 ≤ j ≤ N ,

⟨Re p0⟩T,Im p0
(X) ≍ |X −Xj|2 , X ∈ neigh(Xj,R2n). (3.1.14)

We may recall from [22], [23] that the assumption (3.1.14) is equivalent to the assump-

tion that the quadratic form qj in (3.1.12) satisfies

{X ∈ R2n;Hk
Im qj

Re qj(X) = 0, ∀k ∈ N} = {0}, 1 ≤ j ≤ N, (3.1.15)

see also Proposition 3.2.1 below. We shall furthermore assume that in any set of the

form

|X| ≤ C, dist (X, C) ≥ 1

C
, (3.1.16)

we have for each T > 0 fixed,

⟨Re p0⟩T,p0(X) ≥ 1

C̃(C)
, C̃(C) > 0. (3.1.17)
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Our purpose in this preliminary work is to carry out a construction of a suitable globally

defined compactly supported weight function, assuming that the assumptions (3.1.3),

(3.1.4), (3.1.14), (3.1.17) hold. The main result of this work is stated in Theorem 3.2.2

below. Working in the corresponding exponentially weighted space of holomorphic

functions on the FBI-Bargmann transform side should then lead to some precise results

concerning the eigenvalues and resolvent estimates for P in a region of the form {z ∈

C; Re z ≤ O(h)}, and this analysis will be pursued after the completion of the Ph.D.

thesis.

3.2 Bounded weight function

Our starting point is the following proposition, which is a natural analog of [22, Propo-

sition 2].

Proposition 3.2.1. For each fixed T > 0 and each j, 1 ≤ j ≤ N , we have

⟨Re p0⟩T,Imp0(X) = ⟨Re qj⟩T,Im qj(X −Xj) +O(|X −Xj|3), X → Xj, (3.2.1)

where

⟨Re qj⟩T,Im qj(Y ) =
1

T

∫ T

0

Re qj
(
exp (tHIm qj)(Y )

)
dt.

Proof: We begin by noticing that there exists C > 0 such that for all X ∈ R2n and all

1 ≤ j ≤ N , we have, since p0 ∈ S(1) and HIm p0(Xj) = 0,

|HIm p0(X)| ≤ C |X −Xj| ,
∣∣HIm qj(X)

∣∣ ≤ C |X| . (3.2.2)
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Writing

exp (tHIm p0)(X) = X +

∫ t

0

HIm p0(exp (sHIm p0X)) ds, (3.2.3)

we infer that, using (3.2.2),

|exp (tHIm p0)(X)−Xj| ≤ |exp (tHIm p0)(X)−X|+ |X −Xj|

≤ |X −Xj|+ C

∫ t

0

|exp (sHIm p0)(X)−Xj| ds, (3.2.4)

and therefore by Gronwall’s Lemma,

|exp (tHIm p0)(X)−Xj| ≤ eCt |X −Xj| , t ≥ 0, X ∈ R2n. (3.2.5)

Then by using (3.2.2), (3.2.3), and (3.2.5), we obtain

|exp (tHIm p0)(X)−X| ≤
∫ t

0

CeCs |X −Xj| ds = (eCt − 1) |X −Xj| .

In particular, for each fixed T > 0, there exists c > 0 such that for all 0 ≤ t ≤ T and

X ∈ R2n, we have

|exp (tHIm p0)(X)−X| ≤ ct |X −Xj| . (3.2.6)

Similar arguments applied to the quadratic form qj give

∣∣exp (tHIm qj)X −X
∣∣ ≤ ct |X| . (3.2.7)

Then it directly follows from (3.1.12) and (3.2.5) that

⟨Re p0⟩T,Im p0(X) =
1

T

∫ T

0

Re qj(exp (tHIm p0)X −Xj) dt+O(|X −Xj|3). (3.2.8)
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Let us now make the following observation,

∣∣(exp (tHIm p0)X −Xj)− exp (tHIm qj)(X −Xj)
∣∣ ≤ c̃t |X −Xj|2 , 0 ≤ t ≤ T,

(3.2.9)

for some c̃ > 0. When verifying (3.2.9), let us set r(X) = Im p0(X) − Im qj(X − Xj)

and note that Hr(X) = O(1) |X −Xj|2 uniformly on R2n. Write next

(etHIm p0X −Xj)− etHIm qj (X −Xj)

=

∫ t

0

[
HIm p0(e

sHIm p0X)−HIm qj(e
sHIm qj (X −Xj))

]
ds

=

∫ t

0

Hr(e
sHIm p0X) ds+

∫ t

0

HIm qj(e
sHIm p0X −Xj)−HIm qj(e

sHIm qj (X −Xj)) ds

=

∫ t

0

Hr(e
sHIm p0X) ds+

∫ t

0

HIm qj((e
sHIm p0X −Xj)− esHIm qj (X −Xj)) ds.

(3.2.10)

Here we have used the fact that HIm q is a linear map. Setting

f(t) = (etHIm p0X −Xj)− etHIm qj (X −Xj),

we may rewrite (3.2.10) as follows,

f(t) =

∫ t

0

Hr(e
sHIm p0X) ds+

∫ t

0

HIm qj(f(s)) ds, (3.2.11)

which combined with (3.2.2), (3.2.5), and the fact that Hr(X) = O(|X −Xj|2), gives

|f(t)| ≤ O(1)t |X −Xj|2 + C

∫ t

0

|f(s)| ds, 0 ≤ t ≤ T. (3.2.12)

63



Then, by Gronwall’s Lemma, we get

∫ t

0

|f(s)| ds ≤ O(1)t2 |X −Xj|2 , (3.2.13)

and combining (3.2.13) with (3.2.12), we conclude the verification of the observation

(3.2.9),

|f(t)| ≤ O(1)t|X −Xj|2, 0 ≤ t ≤ T. (3.2.14)

It is now easy to complete the proof of the proposition. Using the fact that qj is

quadratic together with (3.2.9) we get that

Re qj(e
tHIm p0X −Xj) = Re qj(e

tHIm qj (X −Xj)) +O(1) |X −Xj|3 , 0 ≤ t ≤ T.

(3.2.15)

This together with (3.2.8) gives

⟨Re p0⟩T,Im p0
(X) =

1

T

∫ T

0

Re qj(e
tHIm qj (X −Xj)) dt+O(1) |X −Xj|3 , (3.2.16)

which concludes the proof of Proposition 3.2.1. □

For the sake of convenience, we define q̃j(X) = ⟨Re qj⟩T,Im qj(X − Xj), thus giving in

view of (3.2.1),

⟨Re p0⟩T,Im p0
(X) = q̃j(X) +O(|X −Xj|3). (3.2.17)

Note that the assumption (3.1.14) is equivalent to the statement that X 7→ q̃j(X+Xj)

is a positive definite quadratic form on R2n, 1 ≤ j ≤ N .

We shall now proceed to construct a suitable bounded weight function on R2n. When

doing so, we shall rely on some ideas and techniques of [20], [22]. Let g ∈ C∞([0,∞); [0, 1])
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be decreasing such that

g(t) = 1, t ∈ [0, 1], and g(t) = t−1, t ≥ 2. (3.2.18)

It follows that for each k ∈ N, we have

g(k)(t) = O(⟨t⟩−1−k), (3.2.19)

as t → +∞, where ⟨t⟩ = (1 + t2)1/2. Let Ωj ⊂ R2n be small open sets, 1 ≤ j ≤ N ,

such that Xj ∈ Ωj and Ωj ∩ Ωk = ∅, for j ̸= k. Letting χj ∈ C∞
0 (Ωj; [0, 1]) be such

that χj = 1 near Xj, we set for 0 < ε ≤ 1 small enough,

(Re p0)ε(X) =
N∑
j=1

χj(X)g

(
|X −Xj|2

ε

)
Re p0(X) + ε

(
1−

N∑
j=1

χj(X)

)
Re p0(X).

(3.2.20)

In that way, for each X ∈ R2n, we have: either X /∈
⋃N

j=1Ωj, and thus (Re p0)ε(X) =

εRe p0(X), or X ∈ Ωj for some unique j, and in this case we have,

(Re p0)ε(X) = χj(X)g

(
|X −Xj|2

ε

)
Re p0(X) + ε (1− χj(X)) Re p0(X).

In particular we obtain that

(Re p0)ε(X) = Re p0(X), for |X −Xj| ≤ ε1/2, (3.2.21)

(Re p0)ε(X) ≍ εRe p0(X)

|X −Xj|2
, for ε1/2 ≤ |X −Xj| ≤

1

O(1)
. (3.2.22)
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(Re p0)ε(X) = χj(X)
ε

|X −Xj|2
Re p0(X) + ε (1− χj(X)) Re p0(X)

≥ εRe p0(X)

O(1)
, |X −Xj| ≥

1

O(1)
, X ∈ Ωj. (3.2.23)

Recalling also (3.1.12) we conclude that

(Re p0)ε(X) = O(ε), (3.2.24)

uniformly on R2n. Straightforward estimates and computations making use of (3.1.12)

and (3.2.19) show also that

∂α
X(Re p0)ε(X) = O(ε1−

α
2 ), |α| ≤ 2, (3.2.25)

uniformly on R2n.

We shall now introduce our bounded weight function. Let T > 0, and let us set

Gε(X) = −
∫

J

(
− t

T

)
(Re p0)ε(exp (tHIm p0X)) dt. (3.2.26)

Here J is a real valued compactly supported piecewise affine function on R such that

J ′(t) = δ(t)− 1[−1,0](t),

with 1[−1,0] being the characteristic function of the interval [−1, 0]. Arguing as in [22],

using an integration by parts, we see that

HIm p0Gε = ⟨(Re p0)ε⟩T,Im,p0 − (Re p0)ε, (3.2.27)
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where similarly to (3.1.13), we have

⟨(Re p0)ε⟩T,Im p0(X) :=
1

T

∫ T

0

(Re p0)ε(exp (tHIm p0)X) dt.

It follows from (3.2.25) and (3.2.26) that the function G ∈ C∞(R2n;R) satisfies

∂α
XGε(X) = O(ε1−

α
2 ), |α| ≤ 2, (3.2.28)

uniformly on R2n.

Using (3.2.5), (3.2.20), and (3.2.26) we infer that

Gε(X) = −
∫

J

(
− t

T

)
Re p0(exp (tHIm p0)X) dt, |X −Xj|2 ≤

ε

2
, (3.2.29)

provided that T > 0 is small enough fixed, independent of ε. We have therefore in this

region,

HIm p0Gε(X) = ⟨Re p0⟩T,Im p0(X)− Re p0(X). (3.2.30)

Recalling (3.1.14), we conclude in particular that

⟨(Re p0)ε⟩T,Im,p0(X) ≍ |X −Xj|2 , |X −Xj|2 ≤
ε

2
, (3.2.31)

for all 1 ≤ j ≤ N , or in other words,

⟨(Re p0)ε⟩T,Im,p0(X) ≍ dist(X, C)2, dist(X, C)2 ≤ ε

2
. (3.2.32)

Remark. It follows from the proof of Proposition 3.2.1 and (3.2.29) that we have for
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1 ≤ j ≤ N ,

Gε(X) = G0
j(X −Xj) +O(|X −Xj|3), |X −Xj|2 ≤

ε

2
, (3.2.33)

where

G0
j(X) = −

∫
J

(
− t

T

)
Re qj(e

tHIm qjX) dt (3.2.34)

is quadratic.

Let p̃0 ∈ C∞(C2n) be an almost holomorphic extension of p0, supported in a fixed

tubular neighborhood of R2n, such that ∂αp̃0 ∈ L∞(C2n) for each α. With 0 < δ ≤ 1

to be chosen small enough, we get by a Taylor expansion that

p̃0 (X + iδHGε(X)) = p0(X) + iδHGεp0(X) +O(δ2 |∇Gε(X)|2), X ∈ R2n. (3.2.35)

It follows that

Re (p̃0(X + iδHGϵ(X))) = Re p0(X) + δHIm p0Gε(X) +O(δ2 |∇Gε(X)|2), X ∈ R2n.

(3.2.36)

We would like to get some improved positivity estimates for Re (p̃0(X + iδHGϵ(X))),

and to this end we shall first consider the region where |X −Xj|2 ≤ ε

2
, for some

1 ≤ j ≤ N . We get, using (3.2.17), (3.2.30),

Re (p̃0(X + iδHGε(X))) = Re p0 + δ(⟨Re p0⟩T,Im p0(X)−Re p0(X)) +O(δ2 |X −Xj|2)

= (1− δ)Re p0(X) + δq̃j(X) +O(1)
(
δ |X −Xj|3 + δ2 |X −Xj|2

)
. (3.2.37)
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Here we have also used the estimate

∇Gε(X) = O(|X −Xj|), |X −Xj|2 ≤
ε

2
, (3.2.38)

which follows from (3.2.33), (3.2.34). Using that (1 − δ)Re p0(X) ≥ 0 for δ ∈ (0, 1],

together with the fact that

q̃j(X) ≍ |X −Xj|2 , X ∈ R2n, (3.2.39)

we get from (3.2.37) that there exists a constant Ĉ > 0 such that

Re (p̃0(X + iδHGε(X))) ≥ δ|X −Xj|2

Ĉ
−O

(
δ|X −Xj|3

)
−O

(
δ2|X −Xj|2

)
≥ δ|X −Xj|2

2Ĉ
, |X −Xj|2 ≤

ε

2
, (3.2.40)

provided that δ > 0, ε > 0 are chosen sufficiently small.

We shall next consider the region of the phase space where 8ε ≤ |X −Xj|2 ≤ 1

O(1)
,

for some 1 ≤ j ≤ N , where the implicit constant is large enough so that χj = 1 here.

It follows from (3.2.36), (3.2.27), (3.2.20), and (3.2.28), that we have in this region,

Re (p̃0(X+ iδHGε(X))) = Re p0(X)+ δ (⟨(Re p0)ε⟩T,Im,p0(X)− (Re p0)ε(X))+O(δ2ε)

= Re p0(X)− δ(Re p0)ε(X) +
δε

T

∫ T

0

Re p0(exp (tHIm p0)(X))

|exp (tHIm p0)(X)−Xj|2
dt+O(δ2ε), (3.2.41)

provided that T > 0 is chosen sufficiently small. To understand the right hand side of
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(3.2.41), we infer from the proof of Proposition 3.2.1 that

1

T

∫ T

0

Re p0(exp (tHIm p0)(X))

|exp (tHIm p0)(X)−Xj|2
dt

=
1

T

∫ T

0

Re qj(exp (tHIm qj)(X −Xj))

|exp (tHIm p0)(X)−Xj|2
dt+O(|X −Xj|). (3.2.42)

Furthermore, using (3.2.6), (3.2.7), and (3.2.9) we see that

1

|exp (tHIm p0)(X)−Xj|2
− 1∣∣exp (tHIm qj)(X −Xj)

∣∣2 = O

(
t |X −Xj|3

|X −Xj|4

)

and we get therefore

1

T

∫ T

0

Re p0(exp (tHIm p0)(X))

|exp (tHIm p0)(X)−Xj|2
dt = fj(X −Xj) +O(|X −Xj|), (3.2.43)

where

fj(Y ) =
1

T

∫ T

0

Re qj(exp (tHIm qj)(Y ))∣∣exp (tHIm qj)(Y )
∣∣2 dt. (3.2.44)

The assumption (3.1.14) implies that the non-negative homogeneous of degree 0 func-

tion fj satisfies

fj(Y ) ≥ 1

C
, Y ̸= 0, (3.2.45)

for some constantcC > 0. We get, combining (3.2.41), (3.2.43), and (3.2.45) that

Re (p̃0(X + iδHGε(X))) = Re p0(X)− δ(Re p0)ε(X)

+ δεfj(X −Xj) +O(δ2ε+ δε |X −Xj|)

≥ δε

C
−O(δ2ε)−O(δε |X −Xj|). (3.2.46)

Here we have also used that Re p0 − δ(Re p0)ε ≥ 0, for 0 < δ ≤ 1. We conclude
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that there exist some positive constants 0 < δ0 ≤ 1, C > 1, C̃ > 1 such that for all

0 < δ ≤ δ0 and all 0 < ε ≤ ε0, we have

Re (p̃0(X + iδHGε(X))) ≥ δε

C̃
, 8ε ≤ |X −Xj|2 ≤ 1/C. (3.2.47)

Combining (3.2.40) and (3.2.47), we see that in order to cover a sufficiently small but

fixed neighborhood of the critical set C, it suffices to consider the intermediate region

where ε/2 ≤ |X −Xj|2 ≤ 8ε, for some j. Here we can write, similarly to (3.2.41),

Re (p̃0(X+ iδHGε(X))) = Re p0(X)+ δ (⟨(Re p0)ε⟩T,Im,p0(X)− (Re p0)ε(X))+O(δ2ε)

= Re p0(X)− δ(Re p0)ε(X)

+
δ

T

∫ T

0

g

(
|exp (tHIm p0)(X)−Xj|2

ε

)
Re p0(exp (tHIm p0)(X)) dt+O(δ2ε). (3.2.48)

In this region we have

g

(
|exp (tHIm p0)(X)−Xj|2

ε

)
≍ 1,

uniformly with respect to the parameters 0 < ε ≤ ε0 and t ∈ [0, T ], provided that the

positive constant T is chosen sufficiently small. It is clear therefore that we get the

lower bound

Re (p̃0(X + iδHGε(X))) ≥ δϵ

O(1)
, (3.2.49)

also in the region where ε/2 ≤ |X −Xj|2 ≤ 8ε.

To summarize the discussion so far, we have shown that there exist positive constants

C > 1, C̃ > 1, 0 < ε0 ≤ 1, 0 < δ0 ≤ 1, such that the weight function Gε ∈ C∞(R2n;R)
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introduced in (3.2.26), satisfies for all 0 < ε ≤ ε0, 0 < δ ≤ δ0,

Re (p̃0(X + iδHGε(X))) ≥ δ dist(X, C)2

C̃
, dist(X, C) ≤ ε1/2, (3.2.50)

Re (p̃0(X + iδHGε(X))) ≥ δ ε

C̃
, ε1/2 ≤ dist(X, C) ≤ 1

C
. (3.2.51)

It remains finally to consider the region where dist(X, C) ≥ 1

C
, and here, in view of

(3.1.4), we may restrict the attention to the closed ball |X| ≤ C. Observing that

(Re p0)ε(X) = χj(X)
ε

|X −Xj|2
Re p0(X) + ε (1− χj(X)) Re p0(X)

≥ 1

O(1)
εRe p0(X), X ∈ Ωj, dist(X, C) ≥ 1

C
(3.2.52)

and recalling that (Re p0)ε(X) = εRe p0(X) for X /∈
⋃N

j=1Ωj, we obtain in view of

(3.1.17), by repeating the arguments above,

Re (p̃0(X + iδHGε(X))) ≥ δ ε

C̃
, dist(X, C) ≥ 1

C
. (3.2.53)

Let χ ∈ C∞
0 (R2n; [0, 1]) be such that χ = 1 on a large compact set, and let us set

G̃ε = χGε ∈ C∞
0 (R2n;R). (3.2.54)

We may then observe that the estimates (3.2.50), (3.2.51), (3.2.53) are still valid with

Gε replaced by G̃ε, since the support of ∇χ is confined to the elliptic region, in view

of (3.1.4). The discussion in this section can therefore be summarized in the following

result, which is a natural extension of [22, Proposition 3], see also [20].
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Theorem 3.2.2. Let P (x, ξ;h) ∈ S(1) be such that the assumptions (3.1.2), (3.1.3),

(3.1.4), (3.1.11), (3.1.14), (3.1.17) hold, and let p̃0 ∈ C∞(C2n) be an almost holo-

morphic extension of the semiclassical leading symbol p0 of P , supported in a tubular

neighborhood of R2n, bounded together with all derivatives. There exist constants

C̃ > 1, 0 < δ0 ≤ 1, 0 < ε0 ≤ 1, and a function G̃ε ∈ C∞
0 (R2n;R) depending on the

parameter 0 < ε ≤ ε0, satisfying

∂αGε = O(ε1−
|α|
2 ), |α| ≤ 2,

uniformly, such that we have for all 0 < ε ≤ ε0, 0 < δ ≤ δ0,

Re (p̃0(X + iδHGε(X))) ≥ δ dist(X, C)2

C̃
, dist(X, C) ≤ ε1/2,

Re (p̃0(X + iδHGε(X))) ≥ δ ε

C̃
, dist(X, C) ≥ ε1/2.
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