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ABSTRACT OF THE THESIS

Graphbased Recommender System

using Reinforcement Learning

by

Diana L Zhang

Master of Science in Statistics

University of California, Los Angeles, 2021

Professor Mark S. Handcock, Chair

Traditional recommender systems, such as collaborative filtering, contentbased filtering, and hy

brid approaches, are limited by challenges including data sparsity and cold start. In order to alleviate

these issues, graphbased systems have been increasingly developed for serving recommendations.

We build on these existing graphbased approaches and further increase recommendation quality

by reflecting the dynamically changing and sequential nature of the recommendation problem and

by training prediction models using reinforcement learning (RL). We implement this system using

the widely known Netflix Prize data set and build a movie recommender system as a case study.

We present results and challenges and discuss how these recommendations can be easily adapted

for other useritem interactions as well.
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CHAPTER 1

Introduction

We interact with recommender (or recommendation) systems on a frequent basis. They are a subset

of artificial intelligence (AI) algorithms that make predictions about what we may like. For digital

services and apps, including Amazon, Facebook, and Netflix, to name a few giants, recommenda

tion engines have become necessary due to the explosive growth of available content. Personalized

recommendations are key to user engagement and retention. [8]

Historically, recommender systems have generally been classified on the basis of “rating” esti

mation technique. A rating models the extent to which a user is interested in an item. Traditional

recommender systems are matrix factorizationbased collaborative filtering processes, content

based processes, or hybrid processes. [3] Collaborative filtering approaches model a user’s social

environment and attempt to predict utility of items based on items previously rated by other sim

ilar users. Contentbased approaches rely on modeling characteristics of items and predict utility

based on items previously rated by the same user. Hybrid approaches combine both collaborative

and contentbased methods in order to boost prediction accuracy. However, these systems run into

limitations with overspecification, sparsity, and cold start of new users and new items. They are

also often implemented “offline” because of long training times and fail to update inmoment user

interactions. [7] Alternatively, graphbased recommender systems can model complex relation

ships, provide explanations for recommended content, and produce relevant and novel predictions

in realtime. [10]

Graphbased systems continue to be an emerging research trend, increasingly adopted by in

dustrial platforms. [16, 19] These approaches, including PageRank [1] and Stochastic Approach

for LinkStructure Analysis (SALSA) [2] algorithms, focus on various random walks to harness

the graph structure for recommendation. Link prediction approaches from network modeling have

also played a role in extending these algorithms. [4] These systems are semantically rich represen
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tations of interactions and, unlike traditional matrix factorizationbased approaches, do not need

to infer data connections. Relationship information between users and items can be updated and

accessed naturally by design of graphbased systems. However, a limitation to these systems is that

the recommendation algorithms are static and fail to adapt to dynamic and changing user interests.

We attempt to further improve these systems by using reinforcement learning to train our predic

tionmodels. Reinforcement learning is a computational approach focused on goaldirected learning

from interaction. Serving recommendations includes trialanderror search and delayed rewards,

which are both important characteristics of RL. In addition, user interactions with recommender

systems have fundamental temporal order [9]. Accordingly, this makes RL a good match for the

recommendation problem. We formulate it as a Markov decision process (MDP), a formaliza

tion of sequential decision making, and explore a reinforcement learning based solution that can

continuously evaluate user acceptance and rejection of recommended items and shape increased

recommendation quality.
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CHAPTER 2

Related Work

Recommender systems are a large and diverse research field. We divide the related work into two

sections and focus on current graphbased systems aswell as reinforcement learning basedmethods.

2.1 Graphbased Recommender Systems

The usefulness of graphbased recommendations has been studied broadly. [24] Compared to tra

ditional matrix factorizationbased techniques, the graph structure more accurately captures the

relationships between and preferences of users. [21] Existing graphbased recommender systems

generally harness the graph structure by focusing only on random walks and other Monte Carlo

approaches to provide recommendations. Embeddingbased methods use the information from

the graph to learn lowdimensional vector representations for users and items in order to augment

latent factor models for common matrix factorizationbased algorithms such as collaborative filter

ing, and pathbased methods generate recommendations based on searching for reasonable paths

between users and items. However, these systems are static and limited in their ability to handle

the dynamic and sequential nature of user interactions. [6] Instead, the recommendation problem

is better formulated as an MDP and solved using reinforcement learning.

2.2 Reinforcement Learning

In recent years, various techniques applying reinforcement learning to recommender systems have

been developed. Afsar et al. [26] provide a comprehensive survey of current algorithms that use RL

for the recommendation problem. In general, these systems can be distinctly classified based on the

specific algorithm used to optimize recommendations, including traditional and deep reinforcement

learning methods.
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The closest to our work here is the system proposed by Xian et al. [23], utilizing reinforce

ment learning over graphs to deliver explainable recommendations. In particular, there is a focus

on reasoning about and selecting paths between users and candidate items. Beyond a graphbased

framework based on reinforcement learning for the recommender task, our systems differ in prob

lem formulation and implementation. In contrast, we attempt to learn a global representation of the

graph in order to model the complete and complex interactions between users and items and from

there, use reinforcement learning methods to evaluate recommendations.
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CHAPTER 3

Data

Recommender systems received a great deal of attention after the announcement of the Netflix

Prize in 2006. From 2006 to 2009, Netflix set to crowdsource a recommendation algorithm 10%

more accurate, measured in rootmeansquare error (RMSE), than the company’s existing system

at the time. We focus on the Netflix Prize data for a few reasons. First, it is an open data set,

publicly available. [5] Second, Netflix is social. Graphbased models can capture in useful detail

the complex relationships between users and the content they watch. Finally, the Netflix Prize data

set has the reflection of sequential decision making (timestamps) necessary for a reinforcement

learning problem.

The format of the Netflix Prize data is a set of four movie rating text file lists of

Movie ID:

User ID, Rating, Date

Combined, these files containmore than 100million ratings from 480,189 randomly chosen, anony

mous Netflix users over 17,770 movie titles. The data were collected between November 1999 and

December 2005, and the ratings are on a scale from 1 to 5 (integral) stars. The movie ID values

range from 1 to 17,770 sequentially, while the user ID values range from 1 to 2,649,429 with gaps.

Dates have the format YYYYMMDD.

The distribution of the number of movies rated by any particular user is heavily rightskewed.

Mean SD Min 25% 50% 75% Max
209.25 302.34 1 39 96 259 17,653

Table 1: Summary of user ratings

As shown in Table 1, the average number of ratings per user is approximately 209, while the

median number is 96, and the number of movies rated by a single user ranges between 1 and 17,653.

5



Figure 1: Distribution of ratings by users

The distribution of the number of users who rated any particular movie is also heavily right

skewed.

Mean SD Min 25% 50% 75% Max
5,654.50 16,909.67 3 192 561 2,667.75 232,944

Table 2: Summary of movie ratings

As shown in Table 2, the average number of ratings per movie is approximately 5,654, while

the median number is 561, and the number of users who rated a single movie ranges between 3 and

232,944.

Figure 2: Distribution of ratings of movies
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The distribution of ratings by year is shown in Figure 3. The exponential trend can likely be

attributed to the growth of Netflix users over the span of the seven years.

Figure 3: Distribution of ratings by year

We also look at the spread of ratings and see that ratings tend to be relatively positive (greater

than 3).

Figure 4: Distribution of ratings

For the network representation of the Netflix Prize data, we build an undirected bipartite graph

with two disjoint and independent vertex sets consisting of users and movies. Rating data is in
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cluded in the network as weighted edges.

U1

M1 M2

M3 M4

U2

M5

U3

U4

M7 M8

U5

M6

5 2

3 1 4 3 1

3

5 4

2

1

Figure 5: Network structure of Netflix Prize data

Figure 5 presents a visual example of the bipartite graph structure. User vertices are represented

with a “U” prefix, while movie vertices are represented with an “M” prefix. Every edge connects a

vertex in the user set to one in the movie set and the graph does not contain any oddlength cycles.
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CHAPTER 4

Data Preprocessing

The Netflix Prize data is publicly available as a set of four text files, each containing a distinct

subset of the complete data set. We first parse each movie list of user ratings and then combine the

user, movie, rating, and date values into a single comprehensive data frame. Because the movie ID

values range from 1 to 17,770 sequentially and the user ID values range from 1 to 2,649,429 with

gaps, there is a subset of user ID values that overlap with movie ID values. To address this issue

and allow for two disjoint and independent vertex sets for our bipartite graph, we remove duplicate

movie ID and user ID values by offsetting user ID so that the minimum value is strictly greater than

the maximum movie ID value.

In order to improve the quality of the data and reduce the size of the massive data set for our

recommender system implementation, we keep only the 45% to 55% quantile of rating counts over

movies and over users. We drop users who have rated too few movies (not very active) and movies

with too few ratings (not very popular) and additionally drop users who have rated too manymovies

and movies with too many ratings (not representative of user behavior). This results in keeping

users who have rated a minimum of 80 movies and a maximum of 117 movies and keeping movies

with a minimum of 439 ratings and a maximum of 754 ratings. The reduced subset of data includes

49,530 ratings from 20,814 users over 1,788 movies. The resulting distributions of ratings by users

and of movies are shown in Figure 6 and Figure 7, respectively, below.
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Figure 6: Distributions of ratings by users, reduced data

Figure 7: Distributions of ratings of movies, reduced data

From Figure 6 and Figure 7, we see that the distribution of ratings by users in the reduced data

set is similar to the complete data set and that the distribution of ratings of movies is much less

skewed. We also look at both the distribution of ratings by year (Figure 8) and the distribution of

ratings overall (Figure 9) in the reduced data set.
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Figure 8: Distribution of ratings by years, reduced data

Figure 9: Distribution of ratings, reduced data

Figures 8 and 9 above show similar distributions to the complete data set. We do not lose

significant information by limiting the full Netflix Prize data set to the 45% to 55% quantile of

activity.
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CHAPTER 5

Reinforcement Learning Specification

Reinforcement learning is a computational approach to learning from interactions between an active

decisionmaking agent (the learner) and its environment (everything outside the learner). Formally,

we can frame the RL problem as an MDP shown in Figure 10 below from Sutton and Barto’s

Reinforcement Learning: An Introduction.

Figure 10: Agentenvironment interaction in an MDP

MDPs are a formalization of sequential decision making, involving delayed rewards and the

need to balance immediate and future gains. At each time step t, the agent receives some repre

sentation of the environment’s state St from the set of all possible states, which is the state space.

Based on the state, the agent selects an action At from the set of all possible actions, which is

the action space. One time step later (as a consequence of its action and the environment), the

agent receives a numerical reward Rt+1 and finds itself in a new state St+1. The trajectory is

{S0, A0, R1, S1, A1, R2, S2, A2, . . . , RT , ST , AT}where the time of termination T is a random vari

able defined to be the final time step of a learning task. The goal is for the agent to model good

policies for sequential decision problems by maximizing the cumulative reward in the long run

through its choice of actions. [18] These policies map states of the environment to actions and

define an agent’s behavior at any time t.

12



In general, the agent attempts to maximize expected discounted return

max E

[
T∑
t=0

γtRt

]
(1)

where 0 ≤ γ ≤ 1 is a parameter called the discount rate that determines the tradeoff between

immediate and future rewards. From the reward signals Rt, the agent learns the values of states in

the state space, the long run amount of reward an agent expects to accumulate starting from a given

state.

Many algorithms have been proposed to solve the RL problem and can generally be divided into

tabular solution methods and approximate solution methods. Tabular solution methods can often

find exact optimal policies and value functions because the state and action spaces are small enough

to be represented as tables. In contrast, approximate solution methods can find only approximate

solutions but can be applied to arbitrarily large state and action spaces.

Here, we specify the RL problem for a movie recommender system using the Netflix Prize data.

User interactions with recommendations are iterative and have temporal order, and the sequential

nature of the decision problem translates well to be modeled as anMDP and solved by RLmethods.

The recommender system is the agent, and its environment consists of Netflix users (and their

behaviors) as well as the scope of available movies. We define the time of termination T of a

trajectory to be the last movie a given Netflix user watches. The state space, action space, transition

function, and reward function are defined as follows.

5.1 State Space

The state space is all possible graphs of user rating data. Recommender systems take information

about users and their preferences and output predictions of what they might like. In the graphbased

system, users are connected to the movies that they have watched (and rated), and are therefore

also connected to other users who have done the same. These relations can capture complex user

behaviors and provide good representations of the environment for the agent.

For a given graph, we use node2vec [15] to learn continuous vector feature representations for

13



the user and movie nodes. The state at a particular time St is the learned vector in the current graph

of the user receiving a recommendation.

5.2 Action Space

The action space is the set of all possible movies, which is the collection of movies available on

Netflix. In the case of the Netflix Prize data, it is the collection of 17,770 movies in the full data

and 1,788 movies in the reduced data. The action at a given time At of the agent (recommender

system) is the tth movie served to a user.

5.3 Transition Function

The transition function records the probability of transitioning from state S to state S ′ after taking

action A while obtaining a scalar rewardR. We use a modelfree (trialanderror learning) training

method for offpolicy approximation detailed in Chapter 5.5 and so do not define explicit transition

probabilities. More generally, state S ′ is the learned vector representation of a given user in the

graph after the agent takes action A, which is serving a movie recommendation. The state S ′ is

identical to state S if the user rejects the recommendation. If the user accepts the recommendation

and provides a rating, an edge between the user and movie vertices is added to the graph, and vector

representations for each node are recalculated.

5.4 Reward Function

Clickthrough rate (CTR) is a common metric of success for digital recommender systems. For

Netflix, it can be defined as the total number of views from all users divided by the total number

of recommendations served. However, for the RL problem, we want to maximize lifetime value

(LTV). [13] LTV is the total number of views from all users divided by the total number of users.

We want to maximize the total number of times any given user will view over multiple sessions of

watching, instead of the greedy approach that maximizes CTR and assumes that views on Netflix

14



are independent and identically distributed (iid). We explore the effects of a few different reward

functions defined below.

5.4.1 Fixed Reward

We first investigate a fixed reward. We defineRt to be a numerical reward at time t, which is +100

if the user enjoys the (temporally relevant) movie recommendation and gives it a generally positive

rating of 3 or greater, 100 if the user rates the movie poorly (a rating of 1 or 2), and 1 otherwise.

In the case that the scalar reward is 1, a small penalty, a recommendation is served but ignored by

the user, taking into account the user’s implicit feedback.

5.4.2 Linear Reward

Next, we explore a linear reward function. In order to further encourage the agent to continu

ously provide good, sequential recommendations, we define Rt to be a function of a user’s rating

of a given movie recommendation as well as the agent’s ability to consistently produce a quality

recommendation. At time t,

Rt = Cx (2)

whereC is the fixed numerical reward defined in Chapter 5.4.1 and x is the current count of consec

utive and positively rated movies the agent has recommended. If the agent recommends a poorly

rated or rejected movie, x resets to 1.

5.4.3 Quadratic Reward

Finally, we examine a quadratic reward function, similar to the linear reward function, where the

reward at time t is

Rt = Cx2 (3)

C and x are defined and discussed in Chapter 5.4.2.

15



5.5 Offpolicy Approximation

To solve the sequential decision problem of movie recommendations over time, we learn estimates

for the optimal value of each movie recommended (action), defined as the expected sum of future

rewards when recommending that movie and following the optimal sequence of movies recom

mendations (policy) thereafter. The expected sum of future rewards is the expected value users

derive from enjoying, or not enjoying, Netflix over the duration of their subscriptions to the service

(LTV). Under a given policy π, the true value of an action A in a state S is

Qπ(S,A) := E(R1 + γR2 + . . . |S0 = S,A0 = A, π) (4)

The optimal value is Q∗(S,A) = maxπ Qπ(S,A), and the optimal policy follows as the highest

valued action in each state. Because the state and action spaces in our recommender system are too

large for tabular solution methods, we use Double DQN (deep Qlearning), an offpolicy approxi

mate solution method, to learn these estimates and train the RL agent. [14]
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CHAPTER 6

Recommender System Implementation

We choose an inmemory graph processing engine with no partitioning in order to avoid the over

head of distributed graph stores and to enable our realtime design. [11]We useNetworkX, a Python

package for the creation, manipulation, and study of the structure, dynamics, and functions of com

plex networks. This allows for the simplicity and flexibility of Python for initial development of

the recommendation algorithm. We choose a bipartite graph to store the Netflix userratingmovie

data with user and movie nodes connected by integer rating weighted edges.

Using the reduced data set, we load an initial graph containing user movie ratings prior to a

date threshold set by a given user’s first rating and predict on future recommendations and ratings

to reflect the sequential decision making needed for the RL problem. To train the RL agent, we

implement Double DQN with experience replay using PyTorch libraries. [22]

6.1 Double DQN

We use an approximate solution method for training our recommender system because the state

space and action space are arbitrarily large. It is the combination of deep learning with traditional

reinforcement learning methods that enables these solutions. We choose Double DQN to mitigate

action value overestimation [14] and implement experience replay to improve the performance of

the algorithm. [12] Pseudocode is provide below.

17



Algorithm 1 Double DQN with experience replay
1: Initialize primary network Qθ, target network Qθ′ , replay buffer D, τ << 1
2: for each iteration do
3: for each environment step do
4: Observe state St and select At ∼ π(At, St)
5: Execute At and observe next state St+1 and reward Rt = R(St, At)
6: Store (St, At, Rt, St+1) in replay buffer D
7: end for
8: for each update step do
9: sample et = (St, At, Rt, St+1) ∼ D
10: Compute target Q value: Q∗(St, At) ≈ Rt + γQθ(St+1, argmaxA′ Qθ′(St+1, A

′))
11: Perform gradient descent step on (Q∗(St, At)−Qθ(St, At))

2

12: Update target network parameters: θ′ ← τ ∗ θ + (1− τ) ∗ θ′
13: end for
14: end for

6.2 Training the Recommender System

The complete set of vector representations are calculated using node2vec for the initially loaded

graph with embeddings of size 128. We set the walk length for learning these embeddings to 25

(we use an oddvalued walk length to accommodate the structure of the bipartite graph) and use

the integer rating values as edge weights. At each time point t, and based on the current state

of the graph, the agent makes a recommendation prediction for a given user. We compare that

recommendation to the next movie watched and rated by the same user, updating the environment

based on the feedback loop defined in Chapter 5. We train over a sample of 100 users and 500

episodes for our reinforcement learning task.
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CHAPTER 7

Analysis and Results

We implement the graphbased Netflix movie recommender system trained using reinforcement

learning and present the results here.

7.1 Exploring Reward Functions

In Chapter 5.4, we defined three distinct reward functions, signals passed from the environment to

the agent that formalize the goal of the reinforcement learning task. For each reward definition, we

show a time series of scores for a single run as well as over an average of 20 runs, followed by a

discussion below.

7.1.1 Fixed Reward

Figure 11: Time series of scores for a single run
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Figure 12: Time series of scores over an average of 20 runs

7.1.2 Linear Reward

Figure 13: Time series of scores for a single run
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Figure 14: Time series of scores over an average of 20 runs

7.1.3 Quadratic Reward

Figure 15: Time series of scores for a single run
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Figure 16: Time series of scores over an average of 20 runs

7.2 Summary

At each time step t, the reward Rt is a numerical value that defines the objective of the agent. The

agent’s goal is to maximize the total reward it receives over the long run. For our recommender

system, the rewards signal user behavior and preferences, and the “long run” is the duration of a

user’s subscription to Netflix. The agent recommends to a given user a movie from the collection

available and generally receives a large positive reward for highly rated recommendations, a large

negative reward for poorly rated recommendations, and a small negative reward for rejected rec

ommendations. We consider several different reward functions in order to explore the effects of

the reward signal on recommendation quality and convergence.

With the fixed reward function, the agent receives a predetermined, fixed value based on a

user’s response to a provided recommendation. For the linear and quadratic reward functions, the

agent receives a signal based on a user’s response as well as how many consecutive, highly rated

movies the agent is able to recommend at each time step. The motivation behind this is to further

encourage the agent to continuously serve good recommendations.

For each reward definition, the agent is able to consistently learn the next best movie to rec

ommend based on the current state of the graph and given a particular user. However, the agent
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more quickly converges on the optimal sequence with the fixed reward signal compared to both the

linear and quadratic reward signals. In the linear and quadratic returns, there are a larger range of

possible scores, depending on the trajectory of the agentenvironment interaction. This increases

the complexity of the recommendation task, and the agent requires a greater number episodes to

approximate the optimal policy.

In each case, the system continuously improves the recommendation policy by making adjust

ments in response to user feedback, which are explicitly the ratings provided and implicitly the

rejections of previous recommendations. The vector representation of the useritem interaction

graph preserves complex properties, including structure and information, and conveys to the agent

the state of user preferences at a particular time. Based on the estimated values of actions (movies),

the agent makes recommendations. From Figures 1116, we see that the agent is able to learn the

sequential nature of user behavior and user interaction with a recommender system. Despite the ex

tensive size of the state space and the many available Netflix movies that make up the action space,

our system is able to find a good approximate solution and provide quality recommendations under

the constraint of limited computational resources.
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CHAPTER 8

Discussion

Formulating the recommendation problem as an MDP and solving using reinforcement learning

allows us to capture the sequential nature of useritem interactions. We store these relationships in

a graph and model a global representation of the complex connections to learn quality recommen

dations for users. The vectorized feature representations for the nodes provide useful state space

information which can then be used to determine the next item to recommend.

We trained our system on a small subset of the publicly available Netflix Prize data set, keeping

users who were actively providing ratings and movies that were actively being rated within the 45%

to 55% quantile. While the initial implementation of our recommender system shows encouraging

results, there are many future research directions we outline here.

8.1 Future Work

A limitation of the Netflix Prize data set, is that while we can reflect sequential decision making by

taking advantage of the timestamped movie ratings, we do not have the continuity and feedback of

a complete advertising campaign. A complete advertising campaign would reduce the number of

falsely rejected recommendations we currently model and likely improve the reward signal for the

reinforcement learning agent.

There are also a number of future directions related to the RL problem. One direction is to im

plement and evaluate other RL methods such as policy gradient methods, including REINFORCE,

that learn a parameterized policy instead of the actionvalue function learned by deep Qnetworks.

Additionally, with a larger data set, the domain becomes too extensive to be exhaustively explored.

To address this, we can further study the effects of reward shaping [17] (beyond the several reward

functions we explored) as a technique to provide localized feedback and guide the learning process

for more efficient convergence. For our proposed reinforcement learning algorithms, there is also
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the complex and challenging task of hyperparameter optimization. The size of the learned vector

embeddings that model the state, the number of hidden layers and their dimensions in the neural

network, learning rates, etc. all require more investigation.

In the current implementation of our graphbased system for recommendations, we use node2vec

to learn the continuous feature vector representations for the nodes that compose the state space.

The node2vec framework is wellstudied and flexible, but an interesting alternative could be to

instead use BiNE [20]. It is a representation learning method specifically for bipartite graphs and

could potentially lead to embeddings that are more reflective of the graph structure that models

useritem relationships.

Another innovation is to incorporate supplementary graphs, such as distinct user and item

graphs, that can augment the state representations. Users and items can be semantically connected

based on common tags that can also be learned through labeling tasks. These additional graphs can

provide greater context for the recommender system and be used to define a more complete state

space.

Beyond the algorithmic and implementation details, we also discuss future performance consid

erations related to various graph analysis libraries. NetworkX is widely used and wellsupported,

but the package has many performance limitations due to its Python based implementation. Other

C or C++ based alternatives, including Stanford Network Analysis Platform (SNAP), graphtool,

and igraph, to name a few, provide much faster computation over large graphs. [25]

8.2 Additional Recommendation Tasks

Beyond movie recommendations, our system can easily be adapted for other content discovery ap

plications as well, including product recommendations for ecommerce platforms and content and

news recommendations for media platforms. The formal implementation changes only in the data

stored in the bipartite graph and can be used across many domains for personalized recommenda

tions.
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CHAPTER 9

Conclusion

Recommender systems are extensively used to deliver personalized content to users. In this paper,

we proposed a new algorithm attempting to bridge various advancements in the field, including

graphbasedmethods and reinforcement learningmethods. We implemented using the Netflix Prize

data set and showed that quality and continuous recommendations can be learned through this

process. It is a dynamic system that improves the static nature of traditional recommender systems,

and it is a flexible approach that can also be extended to many other applications that model and

predict relationships between users and items.
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