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method with 0.25 Å spacing between the adjacent windows. . . . . . . . . . 60

vi



3.9 Specification of the QM region in the channel open state. All the atoms
included in the QM region are shown as licorice (amino acid residue side
chains) and filled spheres (waters). Amino acid residue side chains are colored
by type (basic, blue; acidic, red; polar noncharged, green). Water molecules
are colored by atom (O, red; H, white). Each box (either solid or dashed lines)
represents one QM subregion that will be used in a set of US simulations.
These regions are devised to overlap by about 2-3 Å, which will provide a
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Atomic level understanding of the interactions between the prevalent organic compounds

and indoor surfaces is essential to study the potential impacts of these compounds on public

health. Computer simulation methods provide an accurate means to explore physiochemic-

cal processes with atomistic detail. In this study molecular simulation methods are applied

to elucidate the type and strength of interactions occurring between the indoor surfaces and

organic compounds. Moreover, the energetics and structural information provided by the

molecular simulations exhibited in this work are used to justify the experimental observa-

tions. Furthermore, hybrid quantum mechanics/molecular mechanics simulation protocol is

used to explore the proton transport in the Hv1 protein. Specifically, the role of polar side

chains located at the pore region of Hv1 channel in the proton translocation is explored.
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Chapter 1

Background

According to the laws/postulates of statistical mechanics,[6] a macroscopic thermodynamic

property relates to the average of its microscopic counterpart according to:

Oobs =
1

τ

∫ t0+τ

t0

dt O(~p(t), ~q(t), t) = 〈O(~p(t)~q(t), t)〉 =

∫
d~p d~q f(~p(t), ~q(t), t) O(~p(t), ~q(t), t)

(1.1)

where ~p(t) and ~q(t) are 3N dimensional time dependent vectors corresponding to the positions

and momenta that are accessible to the system, phase space. Hamiltonian of the system

provides the time evolution of ~p(t) and ~q(t):

 q̇i = ∂H
∂pi

ṗi = −∂H
∂qi

1



f(~p(t), ~q(t), t) is the probability density that a given volume in the phase space is occupied.

Due to the complexity of f(~p(t), ~q(t), t) and dimensionality of most problems, calculating

thermodynamic observables directly from Equation 1.1 is not feasible. Molecular dynamics

(MD) provide an approximation to the phase space average, ensemble average, through

sampling the phase space by evolving the ~p(t) and ~q(t) in time. The ergodic hypothesis

allows for estimating the thermodynamic properties from a trajectory obtained from MD

simulation. According to the ergodic hypothesis a set of trajectories that are evolved in

time based on the Hamiltonian equation of motions are representative of the probability

distribution of the phase space. Therefore, the time averaged properties obtained from MD

simulation are equivalent to the quantities estimated from the ensemble averages.

According to the Liouville’s theorem and postulate of statistical mechanics f(~p(t), ~q(t), t) =

f(~p(t0), ~q(t0)), i.e. d
dt
f = ∂

∂t
f = 0. Therefore, the invariance of f during the evolution of the

system suggests that f(~p, ~q) = f [H(~q, ~p)],[7] where H is the Hamiltonian of the system. It

can be shown that for a system in thermal equilibrium with the surrounding the distribution

function becomes:

f [H(~q, ~p)] = C
e−βH(~q,~p)∫

e−βH(~q,~p)d~p d~q
; β =

1

kBT
(1.2)

The denominator of this equation is the partition function for the canonical ensemble,

Q(N, V, T ). A variety of thermodynamic quantities can be obtained from the partition

function. For instance, Helmholtz free energy A = − 1
β

lnQ(N, V, T ).

Considering the level of atomistic details incorporated in the simulations, three types of

molecular simulations are utilized in this study:

a) classical molecular dynamics MD.
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b) ab initio molecular dynamics (AIMD).

c) quantum mechanics/molecular mechanics (QM/MM).

The technical aspects of each of these methods are briefly discussed in the following sections.

1.1 Classical MD

In the classical MD simulations, nuclei are propagated in time using the Newtonian mechan-

ics. The forces underlying the dynamics of the system are empirically parametrized such that

they entail the physical property of the system under study. In the CHARMM force field,

atomic motions corresponding to the bond and angle degrees of freedom are approximated

by the harmonic potential. The rotational motion of two bonds with respect to each other,

dihedral motion, is assumed to have trigonometric form. A partial charge is assigned to each

particle and the non-bonded electrostatic interactions, between the particles separated by

at least three bonds, are calculated using the Coulomb potential. London dispersion inter-

actions are considered with the Lennard-Jones potential. Therefore, the overall functional

form of the potential energy in CHARMM force field is

U =
∑
bonds

Kb(r − r0)2 +
∑
angles

Kθ(θ − θ0)2 +
∑

dihedral

Kχ[1 + cos(nχ− σ)]

+
∑

nonbonded
pairs

(
εij

[(
Rmin,ij

rij

)12

− 2

(
Rmin,ij

rij

)6
]

+
qiqj
εrij

)
. (1.3)

The first three terms in the this potential are the bonded interactions corresponding to bond

and angle vibrations, and dihedral potential. The bond and angle vibrations are modeled

with harmonic potential with the force constants of Kb and Kθ, that are centered at the

3



equilibrium bond length and bond angle of r0 and θ0 , respectively. The torsion of two four

atoms connected by three bonds is regulated by a periodic potential with the periodicity

n around the angle χ with the sift σ. The last two terms in the CHARMM force field

account for the non-bonded interaction between particles, i.e. van der Waals (VDW) and

electrostatic interactions. The Lennard-Jones potential (LJ) represents the with the VDW

interaction. The parameters Rmin,ij and εij represent the location of the minimum in the

LJ potential. Lastly, Coulombic potential between two partial charges qi and qj form the

electrostatic interaction.

Parameters such as point charges, bonds/angle force constants, and the location and depth

of the Lennard-Jones function are obtained for the basic molecules, such as amino acids, so

that the bulk properties of these molecules are in agreement with the experiment.

These interactions guide the positions and momenta in time while thermodynamic conditions,

including temperature and pressure, are maintained by an external regulatory schemes such

as thermostats and barostats . The desired structural and energetic properties are collected

during the simulation and their time averages are reasonable estimates of the thermodynam-

ics of the system.

1.2 AIMD Simulation

Despite the great success of the classical MD methods in simulating a variety of molecular

events, such as biological and atmospheric processes, they are not applicable to the chemical

processes where the electronic interactions dominate the overall process. To describe these

events, the electronic interactions need to be incorporated during the dynamics of the system.

In the AIMD simulation methods, electronic interactions are calculated from the electronic

structure methods and nuclei are usually treated classically. All the bonded and non-bonded

4



interactions in molecules naturally emerge from the electronic interactions and the empiri-

cal force fields are no longer required. However, due to the complexity in the physics and

formalism of quantum mechanics, the scale that these methods can be utilized is limited to

few hundred atoms. Forces applied to the nuclei are calculated, using Born-Oppenheimer

approximation, after every electronic structure calculation and nuclei positions are updated

according to Newton’s equations of motion. Although in principle any method under the

framework of quantum mechanics can be employed to calculate the electronic interactions,

methods based on density functional theory (DFT) are usually chosen in the AIMD simu-

lations. This is due to the efficiency and accuracy of the DFT methods compared to the

traditional wave function based theories. The Hohenberg-Kohn theorem is the foundation of

all the DFT methods. According to this theorem,[8] two systems with different Hamiltonian

operators, i. e. H1 −H2 6= C , where C is a constant, will have different electronic densities

and vice versa. Therefore, a one-to-one mapping between the electron density and the energy

of the system exists.

Kohn-Sham scheme provides the means to obtain the energy of the system from the electron

density.[9] This is achieved by connecting the density of the interacting system to the density

of a noninteracting system under certain external potential vs. In the Kohn-Sham DFT (KS

DFT), the energy of the system is defined as:

E[n(r)] = T [n(r)] + EH [n(r)] + EXC [n(r)] + Eext(r) (1.4)

where n(r) is a unique electron density of the molecular system.
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n(r) = 2

N/2∑
α

|φα(r)|2

and {φα} construct the corresponding N -particle ground state wave function |Φ0〉 in the

form of the Slater determinant:

|Φ0〉 =
1√
N !



φ1(r1 σ1) ... φN(r1 σ1)

. .

. .

. .

φ1(rN σN) ... φN(rN σN)



Each of the energy terms in Equation 1.4 are universal functional of electron density. How-

ever, the explicit dependence of these energies to density is only known for T [n] and EH [n].

EH [n] =

∫
d3r

∫
d3r

n(r)n(r′)

|r − r′|

T [n] = −
∑
i

∫
d3r′φ∗i (r)∇2φi(r)

Eext is the external potential, such as electron-nuclein interaction, and EXC contains all the

quantum effects associated with the many electron system. The functional form of EXC
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can be defined through obtaining accurate energy for the simple model systems, such as

uniform electron gas. Upon self consistently solving the following equation the energy of the

molecular system is obtained.[10]

[
−∇2 + Vext(r) + VH [n](r) + Vxc[n](r)

]
φi(r) = εiφ(r) (1.5)

where VH [n](r) = δEH [n]
δn(r)

and VXC [n](r) = δEXC [n]
δn(r)

In the hybrid Gaussian and plane wave (GPW) formulation of KS DFT,[11, 12] which is

primarily employed in this study, n(r) is expanded in terms of Gaussian basis functions.

Subsequently, plane waves are used to represent the electron density in the reciprocal space

ñ(G). This transformation is performed such that

n(r) ≈ 1

Ω

∑
G

ñ(G)eiG.r

In this representation EH is calculated in the reciprocal space while the T [n] and EXC [n] are

accounted for in the real space . The advantage of this scheme is that it is convenient to apply

this formalism to the system under the periodic boundary conditions (PBCs) where EH can

be computed very efficiently through mapping the density on a 3D-grid and utilizing the

Ewald summation methods, with the Fast Fourier Transform algorithm (FFT), to calculate

the Coulombic interactions. Furthermore, GPW DFT does not suffer from the basis set

superposition error as the plane wave functions are naturally delocalized.
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1.3 QM/MM methods

As mentioned before, application of AIMD simulation is restricted to relatively small sys-

tems. However, the need for application of AIMD to larger systems, such as enzyme-

catalyzed reactions, led to the development of hybrid Quantum Mechanics/Molecular Me-

chanics (QM/MM) methods.[13] In the QM/MM scheme, the full system is partitioned in

two (or more) subsystems. The smaller part of the system where the chemical reaction occurs

is treated with the electronic structure calculations while the rest of the system is described

with the classical MD methods. Subsequently, the subsystems are coupled through the non-

bonded, or bonded in the case of bonds extending across different regions, interactions.[13]

The QM/MM methods have been very successful in providing very accurate description of

molecular processes that occur in enzymes and other complex macromolecules.[14] In this

study the QM/MM simulation methods are employed to elucidate the proton permeation

mechanism in the human proton channel (Hv1).

1.4 Free Energy Methods

In this section the basics of the free energy calculation methods that are employed in this

study are briefly explained. In these methods the process under study is mapped on to

a function that depends on the coordinates of the system, reaction coordinate. In order

to calculate the free energy, the entire phase space along the reaction coordinate needs to

be adequately sampled. Therefore, regions of space associated with barrier in free energy

would be rarely visited during the free/unbiased dynamics. Variety of free energy calculation

methods are devised to overcome this sampling issue. In these methods usually the system

evolve under biasing restraint, constraint, or energy corresponding to umbrella sampling,

blue moon ensemble, and metadynamics, respectively.
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1.4.1 Umbrella Sampling

In the umbrella sampling (US),[15] simulation along the reaction coordinate is evenly di-

vided into smaller regions, free energy windows. Subsequently, the evolution of the reaction

coordinate in each window is harmonically restrained to the center of the window. Hence the

system is enforced to explore the high energy regions of phase space. The effect of biasing

force on the energetics and dynamics of the system can be corrected based on the relation-

ship between the unbiased and biased probability distributions at each free energy window

〈 ρ(ξ) 〉i and 〈 ρ̃(ξ) 〉i,[16] respectively,:

 〈 ρ(ξ) 〉i = e
β
2
(ξ−ξi)2〈 ρ̃(ξ) 〉i e−βFi

e−βFi =
∫
dξ e

−β
2

(ξ−ξi)2〈 ρ(ξ) 〉
(1.6)

Because of the relationship between the formulas in Equation 1.6, this Equation is solved

self consistently. To obtain the free energy along the entire reaction coordinate the proba-

bilities/free energies of all windows are combined. The weighted histogram analysis method

(WHAM) achieves this through the minimization of the error associated with the binning

the data from the umbrella sampling simulation.[17]

1.4.2 Blue Moon Ensemble

In the blue moon ensemble technique, a similar windowing scheme as US is devised. and

free energy of a rare event is estimated by fixing the value of the reaction coordinate in

each window.[18] The system is free to evolve as long as the value of reaction coordinate in

the specific window remains constant, that is d
dt
~q 6= 0. The values of reaction coordinate

in each window are fixed using the SHAKE or RATTLE algorithms applied in the space of
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generalized coordinates, qα = ξ(~q). Subsequently, The free energy in the Blue Moon scheme

is calculated from:[19]

A(ξ) = A(ξ0) +

∫ ξ

ξ0
dξ′
〈z −1

2 (r) [λ+ kBTG]〉ξ′
〈z −1

2 (r)〉ξ′

where

 z =
∑

i
1
mi

(
∂ξ(r)
∂ri

)2
G = 1

z2(r)

∑
i,j

1
mimj

∂ξ(r)
∂ri

. ∂
2ξ(r)
∂ri∂rj

.∂ξ(r)
∂rj

(1.7)

and λ is the Lagrange multiplier obtained from the SHAKE algorithm. For instance, if a

certain process can be described with a distance between the reactants and products, the

free energy in the Blue Moon scheme at window i is reduced to the 〈λ〉i.

1.4.3 Metadynamics

Many free energy calculation techniques require reducing the process under study into a

single collective variable followed by biasing the dynamics and statistics of the system. The

restriction in the number of simultaneous reaction coordinates and prior knowledge of reac-

tion mechanism limit the application of these methods.

The metadynamics technique for the calculation of free energy enhances sampling of the

phase space by intermittently adding a Gaussian shaped potential to the system. These

added potentials frustrate the potential wells in the reaction coordinate and the system is

encouraged to overcome the free energy barriers and explore the phase space. [20]
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The total amount of added potential to the system at time t is:

Vg(ξ(~q), t) = w
∑
t′

e−
(ξ(~q,t)−ξ(~q,t′))2

2δs2 (1.8)

where w is the width of the Gaussian potentials added to the system and ξ(~q, t) is the value

of the reaction coordinate at time t.

If the width and height of the deposited potentials are comparable to the exterma on the

free energy surface, at the correct frequency:

lim
t→∞

Vg(ξ(~q), t) ≈ A(ξ) (1.9)

Therefore, by collecting the evolution of the reaction coordinate and knowledge of the shape

of the Gaussian potentials, one can calculate the free energy of the corresponding process.

The power of the metadynamics scheme is in its very simplistic formalism and the possibility

of sampling several reaction coordinates simultaneously.

To improve the sampling efficiency in metadynamics, a Lagrangian based extension to the

original formalism was proposed. In the extended-metadynamics a mass is assigned to the

collective variable and its motion is coupled to a thermostat.[21] Subsequently, through

coupling the motion of the collective variable to the motion of the system further sampling

of the potential surface is achieved.
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Chapter 2

Characterizing the Interaction of

Organic Compounds with the Indoor

Surfaces

2.1 Introduction

The importance of understanding atmospheric chemistry and its implication in public health

is indisputable. However, a significant portion of our daily lives is spent indoor where we are

exposed to a broad range of organic compounds that are released in the air and subsequently

accumulate on the accessible surfaces. For instance, the film formation of short and long

length chlorinated paraffins, important components of variety of household products, on the

glass surface has be reported.[22] The environmental and health risks associated with these

compounds led the US[23] and European[24] Environmental Protection Agencies to limit

the use of chlorinated paraffins. Ozone finds its way indoor from the outdoor atmosphere.

Terpene molecules that are released indoor can be easily oxidized with ozone into potentially
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more harmful compounds.[25, 26] It has been demonstrated[27] that indoor surfaces, such as

glass and wall, can further enhance the reactivity of these compounds. All these processes

lead to formation of volatile organic compounds (VOCs) indoor. Previous measurements

have observed that the concentration of VOCs indoor is higher than outdoor.[28, 29]

Therefore, understanding the nature of interactions formed between the indoor related com-

pounds, such as terpenes and surfaces, such as glass, is essential to explain the kinetics and

mechanisms of these processes. Computer simulation methods provide us with the tools

that can be employed to investigate these interactions on the atomistic scale. In this study,

structures and energetics of the interactions formed between the terpineols and terpenes

with the amorphous silica, rutile, and gypsum surfaces are reported. The simulation re-

sults in accordance with IR experiments shed light on the kinetics and mechanisms of film

formation.[5] Combination of classical MD and AIMD simulation tools is utilized to study

the surface adsorption of a variety of organic compounds. Amorphous silica structure is used

to represent the glass surface. Adsorption free energy and vibrational spectra are used to

characterize the strength of interaction between the adsorbent species and the silica surface.

Furthermore, structural identification of conformations of organic compounds on silica and

contacts formed between silica and adsorbed species is provided.

2.2 Simulation Protocols

2.2.1 Classical Molecular Dynamics Simulations

The amorphous silica structure was generated applying an annealing procedure.[30] Initially,

an alpha-quartz supercell composed of 11 × 11 × 8 unit cells was built. To accommodate

periodic boundary conditions, bonds were introduced between the atoms located at the

borders of the crystal with their bonding partners located at the opposite surface. Upon
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completion of the annealing process a 24 × 52 × 50 Å3 slab was selected from the annealed

bulk structure. To ensure that all Si atoms located at the surface in the X direction (normal

to the SiO2 surface) satisfied tetrahedral coordination, a few oxygen atoms were added to the

system. In the simulations involving the silica slab, a 40 Å thick region of vacuum was added

to both sides of the slab in the X direction. The hydroxylated silica surface was generated by

hydrogenating the surface oxygen atoms that had only one Si–O bond, resulting in a silanol

surface density of 6.7 nm-2.

All of the molecular dynamics (MD) simulations were performed using the LAMPPS package.[31]

The equations of motion were integrated using the velocity–Verlet algorithm with a 1 fs

time step. Electrostatic interactions were evaluated with the particle–particle particle–mesh

solver[32] with a 14 Å cutoff distance for the short–ranged nonbonded interactions. The

simulation temperature was maintained at 295 K using the Nosè – Hoover thermostat with

a relaxation time of 100 fs. CHARMM-compatible bonded and nonbonded force field pa-

rameters optimized for the SiO2 were employed, and the CHARMM CGenFF force field[33]

parameters were used for limonene. Subsequently, a D–limonene molecule was introduced

in the vacuum region adjacent to the slab and a 0.5 µs MD trajectory was generated at

constant volume and a constant temperature of 295 K.

Umbrella sampling[15] was employed to calculate the potential of mean force (PMF) or

free energy profile for the desorption of limonene from the silica surface. The distance of

the center of mass of limonene from the surfaces was chosen as the reaction coordinate,

and the desorption process was divided into 31 windows at 0.5 Å increments. A harmonic

restraining potential with a force constant of 20.9 kJ mol−1Å−2 was applied in each window.

The free energy profile was generated from 10 ns long biased trajectories for each PMF

window using the WHAM scheme.[16] The limonene desorption enthalpy was estimated by

energy minimization as a function of the separation between the limonene center of mass and

the silica surface. This procedure was repeated for 100 different initial structures extracted
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from the 0.5 µs MD simulation. The activation energies for the transitions from the C* up

to the C* down and the C*down to C∗up configurations were estimated from the relative

energies of the C* up, C* down, and vertical orientations of the limonene ring with respect

to the silica surface. The energies were calculated at the M06–2X/6–311++G(d,p) level[34]

using structures of silica and limonene optimized at the M06–2X/6–311G(d) level. The

energies reported in Table 2.1 were corrected for basis set superposition error.[35] The initial

structures for these calculations were obtained from the force field-based MD simulation.

The size of the silica cluster used in the electronic structure calculations, 112 atoms, was

chosen such that it can fully contain the different orientations of the limonene molecule. All

of the electronic energy calculations were performed using the GAUSSIAN16 package.[36]

2.2.2 AIMD Simulation

AIMD simulations were utilized to elucidate the origin of the change in the vibrational

frequency of SiO2 upon adsorption of organic compounds. AIMD simulations of systems

composed of limonene, cyclohexene, benzene, and cyclohexane adsorbed on a cluster of

hydroxylated SiO2 were carried out using the CP2K program.[11] The SiO2 cluster was

obtained from a force field-based MD simulation of amorphous SiO2. The size of the sil-

ica cluster with Si23O66H40 composition was chosen such that it can fully accommodate

the adsorption of the organic compounds. For each system 40 ps of AIMD simulation at

295 K with time step of 0.5 fs was performed. The BLYP–D3 exchange–correlation func-

tional with the DZVP–MOLOPT–SR–GTH basis set[37] and the GTH pseudopotentials[38]

in the QUICKSTEP module of CP2K package were employed.[12] A SCF convergence cri-

terion of 10−8 (a. u.) with the orbital transformation[39] scheme was applied during the

simulation. Each system was placed in an orthorhombic box of 20× 21 × 22 Å3 under

periodic boundary conditions in the Y and Z dimensions (the X direction is along the nor-

mal to the SiO2 surface). The simulation temperature was maintained at 295 K using a
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Nosè–Hoover thermostat[40] with a relaxation time of 100 fs. The binding energy of organic

compounds to SiO2 was calculated using the Gaussian 16 package.[36] Optimized structures

of organic compounds and SiO2 cluster in the isolated and complex forms were obtained

with M06–2X/6–311G(d).[34] Subsequently, counterpoise corrected binding energies were es-

timated by M06–2X/6–311++G(d,p). Vibrational power spectra calculated from the AIMD

simulation were utilized to shed light on the interaction of organic compound with the SiO2.

IR and Power spectra are computed from the autocorrelation function of velocity or dipole

moment [41, 42]:

p(ω) = m

∫
〈 v(0)v(t) 〉τ e−iωtdt

A(ω) ∝
∫
〈 µ̇(0)µ̇(t) 〉τ e−iωtdt

where v(t) and µ̇ are the velocity and time derivative of dipole moment of the selected atoms

with mass m at time t and ω is the frequency. The brackets represent an average over

atoms and time origins in the trajectory. The dipole moment of each molecule is obtained

from the Wannier orbital localization scheme.[43] Wannier orbitals are obtained through

a unitary transformation of the wave function in the plane wave representation such that

the transformed orbitals have minimum spread. Subsequently, the dipole moment of each

molecule is computed according to:

µ = −2
∑
e

re + e
∑
N

ZNRN

where the ZN is the effective nuclear charge located at RN and re is the center of the Wannier
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orbital that contains 2 electrons.

2.3 Limonene Adsorption on the Silica Surface

Structural Characterization of Limonene on the SiO2 Surface During a 0.5 µs of

classical MD simulation, we observed that limonene has two predominant configurations, in

which the six-membered ring is in contact with and parallel to the SiO2 surface. The limonene

molecule stays in the more stable half-chair conformation with the propenyl group in the

equatorial position[44] during the entire trajectory. The two predominant configurations of

the limonene molecule on the SiO2 surface are related by a roughly 180◦ rotation about the

long axis and can be classified by the position of the chiral carbon atom, which we label

C∗. In one configuration, which we refer to as “C∗ up”, the C∗ atom is further from the

SiO2 surface than in the other configuration, which we refer to as “C∗ down”. Additionally,

the populations of the C∗ up and C∗ down conformations are 43% and 35%, respectively.

In the C∗ up configuration, the limonene molecule forms a more favorable interaction with

the surface, namely, closer contact between the propenyl group and the SiO2 surface, which

results in the C∗ up orientation being the more probable conformation.

The free energy profile for the reorientation of the limonene molecule on the surface, i.e., the

transition from the C∗ up configuration to the C∗ down configuration, was calculated from

the probability distribution of the angle, θ, between normal vectors in the limonene ring and

the SiO2 surface (defined in Figure 2.1) according to:

F (θ) = −kBT ln p(θ)
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Figure 2.1: (a) Limonene reorientation free energy profile on the silica surface computed
from a 0.5 µs of classical MD simulation. (b) Probability distribution of the O–Csp2 distance
and C–H...O angle for the nearest hydrogen atoms of the silica to the sp2 carbon atoms.
The probabilities are computed by dividing the count in each bin by the number of steps
in the trajectory. (c–d) Snapshots of the limonene molecule in the C∗ up (c) and C∗ down
(d) orientations. The chrial carbon atoms are colored green, the sp2 carbon atoms blue, the
sp3 atoms cyan, the sulfur atoms yellow, the oxygen atoms red, and the hydrogen atoms
white. (e–f) Snapshots of structures corresponding to the one (e) and two (f) hydrogen-
bonding interactions between the limonene and silica surface. The dashed line depicts the
hydrogen-bonding interaction.
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limonene orientation relative energy (kJ mol−1)

C∗ up 0.0
C∗ down 4.7
vertical 29.3

Table 2.1: Relative energies of limonene–silica complex for different orientations of limonene
molecule on the silica surface. Energies are reported relative to the lowest energy C∗ up
configuration.The optimized structures were obtained using M06-2X/6311-G(d) DFT calcu-
lations.

Here p(θ) is the probability distribution of θ acquired from the 0.5 µs MD simulation, kB is

Boltzmann’s constant, and T is the temperature (295 K). The zero of the free energy profile

was taken to be that of the most probable C∗ up configuration (θ=165◦). According to the

resulting free energy profile plotted in Figure 2a, the free energy barrier to the transition

from the C∗ down configuration to the C∗ up configuration is 4.0 kJ mol−1, and the barrier

to the transition from the C∗ up configuration to the C∗ down configuration is 4.6 kJ mol−1.

The enthalpic barrier for the transition between the C∗ down and C∗ up configurations was

estimated using the relative energies of the limonene–silica complex in the C∗ down, C∗

up, and vertical configurations of limonene with respect to the silica cluster. The ener-

gies were calculated with M06–2X/6–311++G(d,p)//M06–2X/6–311G(d) electronic struc-

ture method.[34] Results are summarized in Table 2.1 after correcting for basis set super-

position error (BSSE).[35] According to these calculations, the enthalpic barrier for passing

from the C∗ down to the C∗ up configuration is 29.3 kJ mol−1.

The radial distribution functions (RDFs) between the hydrogen atoms of the SiO2 surface

and the sp3 and sp2 carbon atoms of limonene are presented in Figure 2.2. The value of rHC

at the first peak in the RDF is the distance at which preferred interactions occur. For the

sp3 carbon atoms, the first peak in the RDF is at 3.5 Å, whereas for the sp2 atoms it is at

2.5 Å. The latter is indicative of a π–H bonding interaction between the hydrogen atoms of

the SiO2 surface and the double bonds of the limonene molecule. The height and location of

the first peak in the RDFs for the C∗ up and C∗ down configurations are the same, indicating
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Figure 2.2: H(silica)–C radial distribution functions computed for the distances between the
sp3 and sp2 carbon atoms of limonene and the H atoms of the silica surface calculated for
the full trajectory and separately for structures corresponding to the C∗ up and C∗ down
conformations.

that the strength of π–H bonding in the two configurations is similar.

The histogram of the O–Csp2 distance and OH....Csp2 angle plotted in Figure 2.1(b) demon-

strates that the most probable O–Csp2 distance and O–H...Csp2 angle occur at 3.2 Å and

155◦, respectively, as expected for a hydrogen-bonding interaction. Based on Figure 2.1(b),

we defined the criterion for π−H bonding as the O–Csp2 distance < 3.4 Å and the O–H...Csp2

angle between 135◦ and 165◦. According to this criterion, the probability of limonene en-

gaging in one and two hydrogen bonds with the SiO2 surface is reported in the Table 2.2.

Snapshots depicting the one and two hydrogen-bonding interactions between limonene and

the SiO2 surface are depicted in Figure 2.1(e–f)

According to the results provided in Table 2.2, in the C∗ up configuration the probability

of formation of two hydrogen-bonds between the limonene molecule and SiO2 increases by

0.5 %, while the number of one hydrogen-bonding interactions decreases by 1.0% relative

to the C∗ down configuration. As the propenyl group possesses more rotational flexibility
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Configuration no HB 1 HB 2 HB

C* down 0.679 0.299 0.022
C* up 0.684 0.289 0.027

Table 2.2: The probability of formation of no, one, and two hydrogen-bonding interactions
between the limonene molecule and silica surface for the C∗ down, C∗up configurations.

Figure 2.3: Desorption enthalpy and free energy computed from MD simulation. The error
bars are based on the standard deviation of the energy computed for the 100 initial structures.

compared to the rest of molecule, the probability of the sp2 C atoms in the propenyl group

being involved in the hydrogen–bonding interaction with the surface is 8% lower than the

sp2 carbon atoms located in the ring. For instance, 58% of 1 HB structures in the C∗ up

configuration originate from the contacts between the double bond on the ring and surface.

Energetics of the Desorption Process From the PMF for limonene desorption from the

SiO2 surface plotted in Figure 2.3 (right panel), we estimate that the desorption free energy

is 30 kJ mol−1. We note that this value is a population–weighted average of both the C∗

down and C∗ up configurations. Using energy minimization, we estimated the enthalpy as a

function of the distance between the limonene molecule and the SiO2 surface, separately for

the two predominant limonene configurations, obtaining a desorption enthalpy of 57 ± 8.9
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Figure 2.4: Snapshots from the AIMD simulations of the cyclic molecules adsorbed on the
SiO2 surface. The sp2 carbon, chiral carbon, oxygen, hydrogen, and silicon atoms are colored
blue, pink, red, white, and yellow, respectively. (b) Radial distribution functions calculated
between the hydroxyl hydrogen atoms and sp2 carbon atoms of limonene and cyclohexene,
center of mass of benzene, and carbon atoms in cyclohexane

kJ mol−1 for the C∗ up configuration and 53 ± 7.6 kJ mol−1 for the C∗ down configuration

(Figure 2.3). However, considering the large error bars, the difference between the adsorption

enthalpies of the two configurations is not statistically significant.

2.4 Adsorption of 6-member Ring Analogues of Limonene

on Silica Surface

In order to characterize the role of hydrogen-bonding and London dispersion interaction in

the close contacts formed between limonene and the silica surface we further studied other

cyclic compounds, including cyclohexane, cyclohexene, and benzene.

Within 40 ps of AIMD simulation, we observed that the cyclic part of all of the organic

22



adsorbed cyclic location of
organic compound the peak(Å)

limonene (C∗ up) 2.3
limonene (C∗ down) 2.2
benzene 2.3
cyclohexene 2.2
cyclohexane 4.4

Table 2.3: Locations of the first feak in the RDFs (Figure 2.4 b) Depicting the interactions of
organic compounds with the H atoms of the SiO2 surface. adsorbed cyclic organic compound
location of the first peak (Å)

adsorbed cyclic hydrocarbon 6–311G(d) 6–311++G(d,p)

limonene (C∗ up) -42.19 -46.26
limonene (C∗ down) -43.89 -41.57
benzene -28.33 -27.50
cyclohexene -28.05 -29.15
cyclohexane -20.04 -24.26

Table 2.4: binding energies (kJ/mol) calculated using the M06–2X method. The reported
values are corrected for the basis set superposition error. The 6–311++G(d,p) binding
energies were determined from single–point energy evaluation of the M06–2X/6-311G(d)-
optimized structures.

compounds considered predominantly stays parallel to the SiO2 cluster, allowing more fa-

vorable contacts and/or interactions with the SiO2 surface as shown in Figure 2.4a. The

radial distribution function (RDF) is used to assess the interaction of organic compounds

with the surface. The RDF is calculated between the SiO2 hydroxyl hydrogen atoms and

sp2 carbon atoms of limonene and cyclohexene, the center of mass of benzene, and carbon

atoms of cyclohexane. The positions of the peaks in RDF correspond to the most probable

distance of hydrogen atoms of hydroxyl groups near the selected carbon atoms. The location

of the first peak for each system is summarized in Table 2.3. As shown in Figure 2.4b and

Table 2.3, compounds with C=C bonds (limonene, benzene, and cyclohexene) localize closer

to the surface hydroxyl group than the saturated cyclohexane.

The hydroxyl H atoms stay within 2.2–2.3 Å of the unsaturated carbon bonds. This close

contact is associated with the π−hydrogen bonding interaction between the SiO2 and the

23



Figure 2.5: Radial distribution function calculated between the hydroxyl hydrogen atoms
and sp2 carbon atoms located at the ring and propenyl group of limonene in the C∗ up and
C∗ down conformations. The RDF is calculated from AIMD simulation

unsaturated cyclic hydrocarbons. Although the first peak for the C∗ up configuration is 0.1

Å farther from the SiO2 H atoms than that of the C∗ down configuration, the sp2 carbon

atoms located at the propenyl group form a significantly closer contact with hydroxyl groups

in the C∗ up conformation than in the C∗ down conformation, as illustrated in Figure 2.5.

The position of the first peak in the RDF for cyclohexane (Figure 2.4b) is indicative of a weak

interaction with the SiO2 surface, dominated by dispersion interactions. The higher RDF

peak of benzene is linked to the rigidity and more delocalized electron density of benzene

(Figure 2.4b) compared to the other cyclic compounds.

Binding energies between the organic molecules and SiO2 cluster quantify the strength of the

interaction between SiO2 and the cyclic compounds. The M06–2X/6 –311G(d)[34] density

functional theory method was employed to obtain the optimized structure and energy of

the individual fragments (organic molecule and SiO2 cluster) and complex (organic molecule

adsorbed on the SiO2 cluster). The binding energies, calculated as the difference between the

energy of the complex and that of the individual fragments, were corrected for basis set su-
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perposition error (BSSE).[35] Subsequently, single-point energy calculations were performed

to calculate the binding energies with the 6–311++G(d,p) basis set using the geometries

optimized with the 6–311G(d) basis set. According to these calculations (Table 2.4), and

consistent with the Fourier transform infrared (FTIR) data (Figure 2.6), the interaction

between limonene and SiO2 is significantly stronger than those of the other compounds ex-

plored in this study. This is due presumably to the larger size of limonene (more dispersion

interaction) and the existence of two unsaturated bonds that can participate in π−hydrogen

bonding interactions. Although limonene has fewer unsaturated bonds than benzene, its

more flexible structure leads to stronger interaction between the C=C moieties and hydroxyl

groups, in addition to enhanced dispersion interactions, compared to benzene.

Vibrational Spectra: An additional property that can be used to characterize the strength

of interaction between the adsorbate and surface is the vibrational frequencies of the silanol

group. One signature of the formation of a HB interaction is the red shift in the vibra-

tional frequencies of groups involved in the HB. In fact, experimentally IR measurements

are utilized to study the surface adsorption.

Experimental IR measurments Because we are most interested here in understanding

the molecular level interaction of limonene adsorbed on hydroxylated SiO2, we focus on

the O–H stretching region and the hydrogen bonding interactions. Experimental FTIR

measurements reveal that the negative peak at 3742 cm−1 for adsorbed limonene (Figure

2.6d) is attributed to the loss of isolated surface silanol groups due to the SiO2 surface

interaction with limonene that results in the broad band near 3504 cm−1 that is assigned to

the hydrogen bond between Si–OH groups and limonene. The intensity of the 3742 cm−1

peak decreases with an increase in gaseous limonene pressure and an increase in the surface

coverage of limonene. These data show that limonene interacts with the SiO2 surface through

a hydrogen bonding interaction with surface hydroxyl groups. This interaction is reversible;
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Figure 2.6: FTIR spectra of: (a) cyclohexane (3000 to 4000 cm−1, 1 Torr); (b) cyclohex-
ene (3080 to 4000 cm−1, 500 mTorr); and (c) benzene (3200 to 4000 cm−1, 1 Torr). (d)
Absorbance spectra of limonene adsorbed on SiO2 under dry conditions (RH < 1 %) as a
function of limonene pressure (1, 5, 10, 25, 50, 100, 200, 500 and 1000 mTorr) in the 1280
4000 cm−1 spectral regions. Note that SiO2 is opaque below 1280 cm−1 due to lattice vibra-
tions. Gas phase limonene has been subtracted from these spectra. The surface spectrum
following overnight evacuation is shown as a dashed line.(reproduced by premission from Ref
[1])
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the intensity of absorption bands due to adsorbed limonene decreases upon evacuation, while

the negative peak attributed to isolated hydroxyl groups (at 3742 cm−1) reappears. Thus,

limonene reversibly adsorbs on hydroxylated SiO2.

Other cyclic compounds also form hydrogen bonds with the surface hydroxyl groups present

on the SiO2 surface as suggested by the negative peak centered at 3745 cm−1 in panels a–c

of Figure 2.6, which is attributed to the loss of isolated surface hydroxyl groups. Adsorbed

surface species appear at very low intensities for these three cyclic compounds in comparison

to limonene. Figure 2.6d shows the normalized loss of the peak intensity of surface hydroxyl

groups at 3745 cm−1 as a function of pressure for each cyclic compound. Limonene has a

significantly stronger surface interaction in comparison to those of other cyclic compounds

because there is a much larger loss of isolated surface hydroxyl groups in the presence of

limonene than is observed for these other cyclic hydrocarbons. Among the three compounds,

the loss of surface hydroxyl groups is smallest when cyclohexane is introduced, indicating

that cyclohexane is weakly adsorbed on the SiO2 surface. Benzene results in a much larger

loss of surface hydroxyl groups, reaching a plateau at pressures of > 100 mTorr. Meanwhile,

cyclohexene adsorption results in a larger loss of isolated surface O–H groups compared

with cyclohexane, suggesting that more cyclohexene is adsorbed than cyclohexane. The

interaction strength of the three cyclic compounds at pressures of <1 Torr decreases in the

following order: benzene > cyclohexene > cyclohexane. At 1 Torr, cyclohexene adsorption

becomes more comparable to that of benzene.

In this study, IR and power spectra are used to identify the strength of interaction. Further-

more, this will allow the simulation results to be more comparable to the experiments. As

Figure 2.7 shows, the experimental and calculated vibrational spectra for limonene(g) are

in good agreement with each other. Therefore, calculated spectra for the surface adsorbed

organic compounds can be also compared to the experiment.

Frequency distributions amenable for qualitative comparison with the experimental FTIR

27



Figure 2.7: Comparison between the power and IR spectra obtained from AIMD simulation
for a limonene molecule in gas phase (left panel). Comparison between the experimental
IR spectra and calculated power spectra for limonene(g) (right panel). The experimental
spectrum is collected in the Grassian lab at UCSD and reprinted with permission.

28



Figure 2.8: Power spectra calculated for the hydroxyl group in the vicinity of the organic
compounds. The dashed line marks 3650 cm−1.

spectra were calculated as Fourier transforms of the velocity autocorrelation functions of

selected atoms. Subsequently, a 900 fs wide Gaussian windowing function is applied to the

correlation function. The power spectra were obtained by discrete Fourier transformation of

the smoothed correlation functions. The velocity autocorrelation function computed for all

atoms present in each system was used to obtain the power spectra spanning the full range

of frequency (Figure 2.20). In Figure 2.8 only the hydroxyl H atoms in the vicinity of sp2

carbon atoms included in the calculation of the power spectra.

Note that only the positions and not the intensities of the peaks in the power spectra are

comparable to the experimental data. Consistent with the experimental data, the calculated

power spectra presented in Figure 2.8 for the H atoms of the hydroxylated SiO2 surface

display a red shift in the hydroxyl frequency upon the addition of the cyclic organic com-

pounds. Figure 2.20 shows the power spectra for all atoms over the complete vibrational

frequency range. The shifts in the vibrational frequency in the presence of the organic com-

pounds versus bare SiO2 are attributed to the hydrogen bonding interaction between the
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SiO2 surface and sp2 carbon atoms of the organic compounds. The trend in the shifts in

O–H stretching frequency is in agreement with the binding energies (Table 2.4) and peak

locations in the radial distribution functions (Figure 2.4b). As is evident in Figure 2.8, the

C∗ up conformation of the limonene molecule induces the largest frequency shift, followed

by the C∗ down conformation of limonene.

Interestingly, cyclohexane also alters the O–H vibrations by 50 cm−1, which might be a

signature of hydrogen bonding interactions, due to the intermolecular charge transfer between

the C–H and O–H groups.[45, 46] However, the role of dispersion forces in these types of

interactions cannot be neglected. The first peak of the RDF calculated between the SiO2

O and the H atoms of cyclohexane occurs at 2.85 Å, which is significantly greater than the

peak locations for the other compounds listed in Table 2.3. Thus, we do not characterize the

interaction between cyclohexane and the SiO2 surface as a hydrogen bonding interaction.
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Figure 2.9: A snapshot of 50% and 100% covered surface used to compute the free energy
profile in the presence of humidity. TIP3P model was used for the water molecules.

2.5 Limonene Adsorption on Silica in the Presence of

Humidity

We explored the free energy of adsorption of limonene on the silica surface in the presence

of humidity. Two water coverage states corresponding to 50% and 100% surface coverage,

i.e. 159 and 318 water molecules, respectively, were added to the silica surface (Figure 2.9).

Lower OH surface density for silica was considered, compared to the results presented for the

dry silica slab, so that the surface is a better representative of the glass surface (silanol suface

density=4.7 OH/nm2). TIP3P water model[2] was used to model the water molecules. Upon

equilibration a limonene molecule was introduced to the system. Subsequently, Umbrella

Sampling simulations, with the similar protocols to the dry silica, were carried out. First, it

should be noted that the desorption free energy of limonene from the dry silica surface has

decreased by 4 kJ/mol upon decreasing the silanol surface density from 6.5 to 4.7 OH/nm2

(as it is exhibited in Figure 2.10). Furthermore, the free energy in the presence of humidity

is approximately similar to the dry surface. Lastly, the locations of minima of the free energy

profile of the wet surface have shifted towards higher value in the presence of water. This
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Figure 2.10: The free energy profile of desorption of limonene from wet silica surface. Two
different water coverage are considered. A fully covered surface and half exposed surface,
corresponding to 318 and 159 h2O molecules, respectively. Water molecules are represented
by the TIP3P water model.[2]

indicates that limonene interaction with the silica surface is not sufficient to part the water

molecules that are adsorbed on the surface.

2.6 Adsorption of Limonene Isomers on Silica Surface

As presented before, limonene participates in hydrogen bonding interaction with the silanol

groups on the silica surface through its unsaturated bonds. To establish how the separation

between the C=C groups affect the H-bonding interaction with silica surface, we investigated

three isomers of limonene, including terpinolene, α-terpinene, and γ-terpinene. In addition

to their similarity to limonene, these compounds are also the main scent component of a

variety of cleaning products. Using classical MD simulations we estimated the adsorption

free energy and surface mass accommodation coefficient in a similar manner as described

for limonene. The CGenFF force field[33] parameters were adopted for these compounds.
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Figure 2.11: The free energy profiles calculated for three isomers of limonene. Umbrella
sampling calculations were performed using the hydoxylated silica slab with the dimension
and force field parameters as described before. The silanol surface density of 4.7 OH/nm2

was used to prepare the surface. The CGenFF parameters were assigned to the organic
compounds.

Similar to limonene, the surface mass accommodation coefficient for these compounds is close

to one. The adsorption free energy profiles are presented in Figure 2.11. The adsorption free

energy of these four isomers varies between 22–28 kJ/mol with α-terpinene and terpinolene

being the weakest and strongest of the four, respectively.

Furthermore, The O–Csp2 and O–H...Csp2 distance-angle distribution for these molecules are

calculated from the AIMD simulations (Figure 2.12). According to this analysis, both C=C

moieties in limonene have high propensity to form close contacts with surface. Whereas, in

terpinolene one of the C=C groups (C=C2) is predominantly interacting with the surface

and the probability of the contacts formed by this group is higher than the contacts formed

in limonene. The most probable O–C distance for compounds other than γ-terpinene is

located at 2.9–3.0 Å. This distance for γ-terpinene is 0.1 Å shorter than other isomers.

The power spectra calculated for the O–H groups on silica located in the vicinity of each
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Figure 2.12: The HB donor–acceptor distance angle distribution calculated for limonene,
α-terpinene, γ-terpinene, and terpinolene. The analysis was performed on the trajectories
obtained from 40 ps of AIMD simulation.
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Figure 2.13: The power spectra of silica O–H groups in the vicinity of the organic compounds
(limonene isomers).

compound is presented in Figure 2.13. As is evident in this Figure, all the isomers signifi-

cantly alter the O–H vibrations upon HB formation. The vibrational frequency of H atoms

in HB with terpenes span 3200–3400 cm−1 frequency range. The extent of this effect is

similar for all of these compounds. The IR spectra for the entire silica cluster and terpene

molecules are presented in Figure 2.21 , 2.22. IR spectra are obtained using the maximally

localized Wannier orbitals and the TRAVIS code[3] is used to generate these spectra.
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Figure 2.14: Desorption free energy of 4-terpineol, α-terpineol, linalool, propylene glycol, and
dihydromercenol. The umbrella sampling calculations were performed using the hydoxylated
silica slab with the dimension and force field parameters as described before. The silanol
surface density of 4.7 OH/nm2 was used to prepare the surface. The CGenFF parameters
were assigned to the organic compounds

2.7 Adsorption of Hydrophilic Terpenoids on Silica

We also explored the the interaction of hydrophilic terpenes, e.g. terpenoids, that are preva-

lent in household and cosmetic products. To complete the analysis of prevalent organic

compounds with the silica surface, we included two terpineol isomers, i.e. 4-terpineol and

α-terpineol, as well as linalool, dihydromercenol, and propylene glycol. These compounds

are extensively used in perfumes and deodorants. Therefore, it is important to explore their

interaction with the silica surface.

The simulation of surface mass accommodation from 100 scattering trajectories (classical

MD), suggest that similar to limonene and other terpenes, all the hydroxylated compounds

have propensity to accumulate on the silica surface. The surface mass accommodation

coefficient is near one for all of these compounds. The free energy of adsorption profiles

are computed using a similar strategy as described for limonene. The force field parameters

36



for these molecules were adopted from CGenFF force field.[33] The desorption free energy

profiles are exhibited in Figure 2.14. As these results suggest, organic compounds with OH

groups form stronger interactions with the silica surface compared to ordinary terpenes. The

desorption free energies of these compounds are approximately twice those of the terpene

molecules (Figure 2.11). In this class of molecules, larger compounds, e.g. linalool and

dihydromyrcenol, form stronger interactions with the silica surface. Although propylene

glycol is smallest in this group, it actively participates in two HB with silica through its two

OH groups.

The HB donor–acceptor distance-angle distribution and power spectra calculations provide

more insight into the interaction of these compounds with silica. As Figure 2.15 exhibits,

in the case α-terpineol and 4-terpineol, HB formation through donating their hydroxyl H

to the oxygen atoms on silica is the most probable form of HB interaction. Moreover, the

donor–acceptor distance where these contacts occur (2.5–2.6 Å) are significantly closer than

the other possible HB forms, i.e. H acceptor site at O and C=C. The HB formation beween

O–H....C=C in 4-terpineol is similar to terpenes presented before. Whereas, α-terpineol does

not participates in HB interaction through the C=C group with surface.

The power spectra of the silanol groups near terpineol compounds are presented in Figure

2.16. The peak locations in the vibrational spectra of silanol groups interacting with 4-

terpineol and α-terpineol are similar to each other (3300 cm−1). Compared to other terpene

compounds (Figure 2.13), these spectra are broader and have considerable intensity at ω <

3200 cm−1. This is indicative of stronger HB formation due between the OH groups of these

compounds and silica compared to the hydrophobic terpenes.
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Figure 2.15: HB donor-acceptor distance-angle distribution calculated for α-terpineol and
4-terpineol from 40 ps of AIMD simulation. These compounds have 3 possible HB sites;
C=C bond, and HB acceptor from O atom and HB donor from hydroxyl H atom.
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Figure 2.16: Power spectra calculated for the silanol hydrogen atoms of the silica cluster
located in the proximity of the terpineol compounds and the OH groups in these compounds
during 40 ps of AIMD simulation. The power spectra calculations were performed using the
TRAVIS code.[3]

The analysis of interactions formed between possible HB sites on propylene glycol, linalool,

and dihydromyrcenol and silanol groups (Figures 2.17 and 2.18) suggests that in these

molecules HB formation from C=C and OH sites are equally probable. They involve both

HB donors and HB acceptors from the hydroxyl groups. The donor-acceptor distance at

which these HB interactions are formed is 2.6 Å similar to terpineol compounds. Linalool

and dihydromyrcenol also form significant HB interactions at their C=C sites. Similar to

the terpenes, in both of these compoundss the most probable C=C....O distance is located

at 2.9–3.0 Å.

The vibrational frequency of silanol OH groups located near these compounds display broader

redshifts compared to the hydrophobic compounds (Figure 2.19). This is in agreement with

the closer contacts formed between the HB sites of these compounds and silanol groups

compared to limonene isomers. The IR spectra for the entire silica cluster and hydrophilic

compounds are exhibited in Figure 2.23 and 2.24. IR spectra are obtained using the maxi-
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Figure 2.17: Density plots of the distance-angle distribution of the HB donor-acceptor in
propylene glycol and linalool obtained from 40 ps of AIMD simulation.
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Figure 2.18: Density plots of the distance-angle distribution of the HB donor-acceptors in
dihydromyrcenol obtained from 40 ps of AIMD simulation.
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Figure 2.19: The power spectra calculated for the OH groups of silanol near adsorbents
and OH groups in the adsorbents calculated from 40 ps of AIMD simulation using TRAVIS
program.[3]

mally localized Wannier orbitals. And the TRAVIS code[3] is used to generate these spectra.

2.8 Conclusions

Using combination of classical MD and AIMD simulations we investigated the interaction

between the prevalent terpenes and terpenoids with the hydroxylated silica surface. Our re-

sults suggest that even hydrophobic terpenes, such as limonene and terpinolene, form strong

intermolecular interactions with the silica surface. Based on the distribution of C=C...O dis-

tance and C...H–O angle we identify these intermolecular interactions as π-hydrogen bond-

ing interaction. Three limonene isomers involve in similar HB interactions with silica and

they significantly alter silanol O–H virational frequency. Hydrophilic terpenoids, such as

α-terpineol and linalool, participate in stronger intermolecular interaction with the silica

surface compared to limonene isomers and their desorption free energies are approximately

twice thos of the limonene isomers. Furtheremore, the hydroxyl groups in these compounds
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form closer HB interactions with silanol groups compared to the C=C moieties. The stronger

HB interaction of these compounds with silica is evident in the broad redshifted vibrational

spectra of the silanol groups in the vicinity of these terpenoids.
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2.9 Supplementary Information
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Figure 2.20: Power spectra calculated for the complete range of frequency for all the atoms
in each system. Dashed line marks the 3500 cm−1 vibration.
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Figure 2.21: IR spectra of the silica cluster exposed to the terpene molecules. The identity
of the adsorbate molecule in each panel is provided in parenthesis.
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Figure 2.22: IR sectra of terpene molecules adsorbed on the silica cluster.
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Figure 2.23: IR spectra of the silica cluster interacting with hydrophilic compounds. The
identity of the adsorbate molecule in each panel is provided in parenthesis.
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Figure 2.24: IR spectra of hydrophilic compounds adsorbed on the silica cluster.
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Chapter 3

QM/MM Silumation of H+

Permeation in Hv1

3.1 Introduction

H+ ions are essential to variety of cellular activities. They are either product or reactant of

several important biological processes, such as ATP generation and NADPH function.[47, 48]

Furthermore, pH regulates processes that are vital to cell life, such as cell growth[49] and

neurotransmitters.[50] Nevertheless, H+ cannot readily pass through the cell membranes.

Proton channels and transporters are the active pathways that move H+ ions in and out of

the cell. Human proton channel (Hv1) is an ion channel that translocates H+ ions out of

the cell. Similar to other voltage-dependent ion channels, Hv1 possesses a voltage sensing

domain (VSD)[51] that is rich in basic amino acids, namely three arginines R205, R208,

and R211. This motif induces a conformational change in the structure of Hv1 in response

to the changes in transmembrane voltage which results in the channel opening. Hv1 is

composed of four helices (S1–S4) and Hv1 dimers are connected through the S4 and transport
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Figure 3.1: Comparison between H+ and K+ channels. Reprinted with permission from Ref.
[4]

H+ cooperatively.[52] Unlike most of other voltage-sensitive ion channels, every Hv1 unit

contains a pore that transports H+ ions. Moreover, the super-selectivity of Hv1 to protons is

unique.[53] This becomes more impressive considering that cellular concentrations of other

cations, such as Na+, are several orders of magnitude higher than H+.[54] The extraordinary

selectivity of Hv1 to H+ ions is associated to the D112–R211 selectivity filter.[53] However,

the exact mechanism of proton permeation is not clear. The structure for the open state

of the Hv1 channel is unknown and there is not a consensus whether the proton permeates

through the water wire, i.e. Grotthuss mechanism, or acidic/basic side chains also participate

in proton permeation.[55, 56]

In this study a QM/MM simulation method is employed to shed light on the role of titratable

side chains located in the pore region in the proton permeation. The atomistic model of

Geragotelis et al.[57] for the open state of Hv1 is used as the initial structure for the QM/MM

simulations presented in this Chapter.
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Figure 3.2: A snapshot of the HB network near the SF of the Hv1 channel.

3.2 Deprotonation of D112 in Hv1

Since the role of D112 in the selectivity of Hv1 is demonstrated and it resides in the pore

region, it is a plausible assumption that the D112 side chain transitions between the pro-

tonated and deprotonated states during the proton translocation. The free energy profile

for the deprotonation reaction of D112 side chain can characterize the role of D112 in the

proton translocation.

We utilized a QM/MM simulation protocol to obtain the free energy of deprotonation of

D112 in the open and closed conformations of the Hv1 channel. The QM region contains the

D112 and R211 side chains along with the water molecules in the vicinity of these residues

(Figure 3.3). All the QM/MM simulations of Hv1 are carried out using the QUICKSTEP

module of the CP2K package.[12] The D3-dispersion[58] corrected BLYP functional, with the

TZV2P-MOLOPT-GTH basis set,[37] for the valence electrons, and GTH pseudopotentials,

for the core electrons, with the orbital transformation scheme and the SCF convergence of

5.0×10−8, are used. The plane wave cutoff is 300 Ry. The IMOMM scheme[59] is applied
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(a) open state

(b) closed state

Figure 3.3: A snapshot of the QM region of the open and closed state of Hv1 protein. D112
and R211/R205 side chains + water molecules in the vicinity of these side chains are included
in the QM region.

to link the MM and QM, the Cα–Cβ atoms of the side chains, for the residues included in

the QM system. Periodic boundary conditions (PBCs) are applied to both QM and MM

regions. The electrostatic interactions between the QM and MM parts are included with

the Gaussian expansion of electrostatic potential (GEEP) technique with the QM decou-

pling scheme.[60, 61] The vdW interactions between the QM and MM particles are included

with the CHARMM36 Lennard-Jones parameters. The MM region is composed of 174

dipalmitoyl-phosphatidylcholine (POPC) lipids that form the membrane bilayer (88 in the

upper leaflet and 86 in the lower leaflet). 10788 water molecules are added to solvate the

system. 34 Na+ and 36 Cl− ions are evenly added to either side of the membrane bilayer to

to form the ionic concentration and neutralize the entire system. The MM region is modeled

with the CHARMM36 force fields for proteins [62] and lipids,[63] and the TIP3P model[2]

is used for for water. The nuclei are propagated with a 0.5 fs time step. A Nosè-Hoover

thermostat[40] with 0.1 ps relaxation time is employed to maintain the temperature of the

system near 300 K.
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Figure 3.4: Derotonation free energy surfaces calculated using distance as reaction coordinate
under the Blue Moon Ensemble scheme.

The distance between the proton and a carboxylate oxygen atom in the D112 side chain was

used to describe the reaction. The free energy calculations under the Blue Moon Ensemble

were performed for the water auto-dissociation, Asp(aq), and D112 side chain in the two stats

of Hv1 channel. The deprotonation reaction is divided into 15 windows spanning 0.8–1.6 Å.

As Figure 3.4 and Table 3.1 show, the deprotonation free energy profile of the D112 side

chain in the closed state has larger barrier (twice) compared to the open state and Asp(aq).

According to these free energy profiles, an aspartic acid in solution has a much smaller barrier

to dissociate than the aspartic acide side chain in the Hv1 protein. This can be due to the

limited hydration in the Hv1 channel compared to the bulk solution and the presence of a

positively charge arginine residue near D112 that resists the formation of hydronium ion.

These free energy profiles can be utilized to estimate the relative pKa of various side chains

in water and protein environment.[64, 65]
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system deprotonation barrier deprotonation free energy
(kcal/mol) (kcal/mol)

auto-dissociation (water) 13 13
Asp(aq) 6 6
D112 (open) 8 4
D112 (closed) 16 10

Table 3.1: The deprotonation barrier and free energy calculated based on the distance be-
tween a carbolxyl oxygen and hydrogen from QM/MM simulation in the Blue Moon ensemble
scheme.

Kd(Asp)

Kd(H2O)
=

∫ Rc
0
exp (−βwH2O(r)) r2 dr∫ Rc

0
exp (−βwAsp(r)) r2 dr

where Rc is the cutoff distance (≈ 1.4 Å ) used to integrate the free energy profile. Moreover,

this result suggests that the D112 side chain in the closed state of Hv1 has larger pKa than

in the open state. Therefore, one can argue that D112 behaves as a proton trap in the closed

state.

Although these results seem promising, there is a problem with using a distance as the re-

action coordinate. As illustrated in Figure 3.5, the separated proton can bind to the other

carboxylate oxygen in the aspartate side chain and the side chain thus remains protonated.

Therefore, using a single distance is insufficient to describe the deprotonation reaction in-

volving carboxylate moieties.[64]

To overcome this issue the coordination number (C.N.) is introduced to model the deproto-

nation reaction. The C.N. reaction coordinate is defined by:

ξC.N.(r) =
1

ND

ND∑
D

NH∑
H

1−
(
rDH
1.6

)6
1−

(
rDH
1.6

)12
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(a) ξ=0.8 (Å) (b) ξ=1.8 Å

Figure 3.5: A representation of the problem with using single distance as reaction coordinate.
In both states the aspartic acid side chain remains protonated. The water molecules in the
coodination shell of aspartic acid are represented in blue.

where the summation is over all of the hydrogen atoms in the QM region that can possibly

form covalent bonds with O atoms, and rDH is the distance between the corresponding O

and H atoms. As such, C.N. = 1 and C.N.= 0 correspond to a protonated and deprotonated

side chain, respectively.

We employed the extended Lagrangian version of the metadynamics scheme[21] to compute

the deprotonation free energy based on the C.N. The free energy profiles after 50 ps of

QM/MM simulation are shown in Fig. 3.6. Modeling the deprotonation reaction with the

C.N. yields same trends as using the distance to represent the deprotonation reaction, namely,

larger free energy barrier for deprotonation of D112 in the closed state compared to the open

state of Hv1 and aqueous aspartic acid. However, the free energy values are different from

the results reported in Table 3.1.
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Figure 3.6: Deprotonation free energy calculated based on the coordination number using
extended metadynamics technique. The free energies are obtained during 50 ps QM/MM
simulation at 300 K.

3.3 Free Energy Profile of Proton Transport through

Hv1

Although the deprotonation free energy of D112 is illuminating, it is highly localize to the

SF region and it does not indicate which species are proton carriers near that region. To

find the proton carriers across the entire channel and the free energy associated with the

proton translocation, a reaction coordinate is required that is not biased to a specific species

and identifies the proton carrier as the proton moves across the entire channel. The Center

of excess charge (CEC) collective variable achieves both of these objectives.[66] The CEC is

defined as:

ξ(z) =

NH∑
i

zi −
NX∑
j

wjzj −
NHNX∑
ij

f(rij)(zi − zj) + wpair(mk −ml)(zl − zk),
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f(rij) =
1

1− exp[(rji − rsw)/dsw]
; mj =

∑NH
i f(rij)

16∑NH
i f(rij)15

Where NX is the number of O and N atoms that can accept/donate proton and NH is the

total number of hydrogen atoms in the QM region participating in the proton transport,

such as H atoms in water molecules and acidic/basic side–chains, and wj is the number of

hydrogen atoms that are in the chemical bond with the O and N atoms included in the sum.

The rsw and dsw parameters are chosen such that f(rij) = 1 for H atoms in the covalent

bond with Xj and f(rij) = 0 otherwise. It has been shown that rsw = 1.25 Å and dsw = 0.04

Å satisfy the aforementioned condition. The last term in this equation is used for the cases

where several donor atoms share a proton and this term locates the shared proton in the

middle of these species. The key advantage of using CEC as reaction coordinate is that it

eliminates any presumption about side chain or water molecule that the H+ ion tends to

bind to. Voth et al. used the CEC to investigate proton permeation in the influenza A M2

proton channel.[67]

3.3.1 Proton Trasport between a Pair of Acetic Acid Molecules

To verify the proper implementation of the CEC collective variable in CP2K we performed

the simulation of proton transport between two acetic acid molecules that are separated

by 10 Å and solvated in a water sphere. Furthermore, this simulation might be helpful to

explain the free energy profiles obtained for proton transport in the Hv1 channel.

Figure 3.8 shows the free energy profile associated with the transport of a proton between two

acetic acid molecules that are separated by 10 Å. The acetic acid pairs are in a water sphere,

as illustrated by Figure 3.7, and the simulations are performed using the tight-bonding DFT
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Figure 3.7: A snapshot of the system containing a pair of acetic acid molecules separated by
10 Å and surrounded by 500 water molecules. The QM water molecules are represented in
yellow, whereas, the water molecules in the MM region are shown by the red lines.

method (DFTB).[68, 69] The interactions beyond 18 Å is included implicitly through the

Generalized Solvent Boundary Potential (GSBP).[70] Acetic acid molecules along with a

cylinder of water molecules, with 7 Å radius, are included in the DFTB calculations. The

free energy profile is calculated using the umbrella sampling scheme where the location

of the CEC collective variable is harmonically restrained with the spring constant of 40

kcal/mol/Å2. The proton transfer reaction was divided into 40 windows separated by 0.25

Å increments in ξ. Each PMF widows was sampled for 20 ps. The free energy profile is

shown in the Figure 3.8.. In this system, acetic acid molecules are located at 0 and 15 Å.

The free energy was obtained using the WHAM scheme.[16] As it can be seen in Figure 3.8,

the deprotonation of each acetic acid molecule is followed by an increase in the free energy,

while the H+ translocation through the water wire, 7< ξ <11 Å, occurs readily.
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Figure 3.8: The free energy profile for transporting a proton between two acetic acid
molecules located at 10 Å from each other. The center-of-excess charge is used to model
the proton transport reaction. The PMF is obtained using US method with 0.25 Å spacing
between the adjacent windows.

3.3.2 Proton Transport Across the Hv1 Channel

We utilized an umbrella sampling protocol and QM/MM scheme to estimate free energy of H+

transport in the pore region of Hv1 protein using the CEC as reaction coordinate. The QM

region comprises between 200 and 300 atoms, including all acidic, basic, and polar neutral

amino acid side chains facing the Hv1 putative permeation pathway (i.e. the interior of the

VSD), and all their solvating waters (see Figure 3.9). Bulk water regions, each spanning five

Å along the transmembrane direction, on both the intracellular and extracellular side are

also included as a suitable global reference for the PMF. The total span of the QM region

is 55 Å along the transmembrane direction. To make the QM/MM simulations tractable,

for each conformational state of the VSD, the QM region is partitioned into five overlapping

subregions as depicted in Figure 3.9. An independent set of US calculations along the

collective variable is performed on each one of these subregions. This partitioning scheme

allows joining the partial PMF profiles, obtained from each subsystem while maintaining
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Figure 3.9: Specification of the QM region in the channel open state. All the atoms included
in the QM region are shown as licorice (amino acid residue side chains) and filled spheres
(waters). Amino acid residue side chains are colored by type (basic, blue; acidic, red; polar
noncharged, green). Water molecules are colored by atom (O, red; H, white). Each box
(either solid or dashed lines) represents one QM subregion that will be used in a set of US
simulations. These regions are devised to overlap by about 2-3 Å, which will provide a way to
connect the end points of the neighboring regions. The corresponding extent of each region
along the transmembrane direction is explicitly indicated. The insets identify amino acid
residue side chains located on the channel extracellular surface (top inset) and the interior
of the channel (bottom inset) that may play a role in proton conduction
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a reasonable size for the QM region. These regions are devised to overlap by about 2–3

Å, which will provide a way to connect the end points of subregions, with reference to a

proton entering/leaving the channel from/to the bulk aqueous medium. All the charged

amino acid side chains facing the interior of the channel are included in the QM region. In

each US window, a hydronium ion is introduced to the system at the corresponding position

along the transmembrane direction. The coordinates of the excess proton are monitored

by the CEC collective variable. The CEC is restrained with a harmonic force constant

of 40 kcal/mol/Å2. The CEC reaction coordinate was sampled at 0.25 Å spacing between

consecutive US windows. Each US window was run for at least 15 ps of QM/MM simulation.

All the simulations are performed using CP2K package with a similar setup for the DFT

calculations and QM–MM electrostatic coupling as described in Section 3.2.

The free energy profiles of proton transport across the entire Hv1 channel for both states

of the channel, i.e. open and closed, are presented in Figure 3.10. The main outcome of

these free energy profiles is that ionizable side chains other than D112 play important role in

the proton transport. For instance, in both the open and closed states the E119 and D185

side chains become protonated as the proton nears them. Subsequently, moving the proton

away from these side chains is associated with a free energy penalty for deprotonating the

carboxylate groups of these side chains. Furthermore, the free energy profile is flat for the

regions that lack a polar side chain. This result suggests that the proton is transported

through a combination of Grotthuss mechanism and binding to the acidic side chains. The

recent work by Delemotte et al. suggests three binding sites for the proton in Hv1, namely

D174/E153, D112/D185, and E119/D123.[71] Our free energy calculations also show the

importance of the E153, D185, and E119 side chains in the proton permeation. As pointed

out by Warshel and co-workers, the rate limiting process in the H+ transportation in Hv1 is

not the transport though the water wire.[72] In contrast to their finding, that electrostatic

interactions between the positively charge side chains and H+ ion is the dominant factor in

proton transport, we find that formation of chemical bond between the H+ and acidic side
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Figure 3.10: The free energy profile for translocation of a proton across the Hv1 channel.
The free energy calculations were performed using a QM/MM scheme. The center-of-excess
charge was employed as the reaction coordinate. The free energy profile covers intercellular,
VSD, and exteracellular regions of the Hv1 protein in both the open and closed states. The
labels on each graph represent an approximate location for the titratable side chains.
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chains plays the most influential role in Hv1 function.

Despite the interesting outcome of the free energy profile obtained from CEC, we should note

that quantitative deduction from these results is not valid. A possible source of uncertainty

in these calculations is ambiguity in the ionization state of the titratble side chains. In

the starting structures that are employed in this study all the acidic side chains in Hv1,

i.e. aspartate and glutamate amino acids, are in the deprotonated state. This might not

be a reasonable choice as the results of free energy calculations indicate some of these side

chains might be in the neutral form. Therefore, we suggest to use the results of mutagenesis

studies to assign the ionization state of the acidic amino acids. For instance, it has been

shown that mutations in the D185 and E153 residues do not affect proton cunduction.[73]

Therefore, using the neutral form of these side chains might be a better starting point. One

other source of error in the QM/MM simulations presented here is the over-polarization of

the plane waves in the QM region due to the dipole moments of the TIP3P water molecules

in the MM region.[74] Although the smearing of the MM charges implemented in the GEEP

module of CP2K is designed to avoid the electron spill-out,[75, 76] this scheme seems to

be inadequate in the regions where the QM region is completely surrounded by the TIP3P

water molecules. We observed that the QM region at the intercellular and exteracellular

parts accumulate near the QM walls after a few picoseconds. This problem could not be

avoided even with increasing the Lennard-Jones radii of the QM–MM interaction to prevent

MM water molecules approaching the QM region. To avoid this problem we recommend the

use of a multilayer QM/MM approach, such as embedding methods,[77] where a buffer region

is added between the QM and MM boundaries and the particles are allowed to exchange

between the QM and MM regions.
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3.4 Conclusions

We applied a QM/MM simulation method to study the proton permeation mechanism in

the Hv1 protein. Specifically, we investigated the role of polar side chains residing in the

pore region of the channel. Our results indicate that the D112 side chain has more tendency

to remain in the protonated form in the closed state of the channel compared to the open

state. Furthermore, using the center of excess charge collective variable we explored proton

translocation across the entire channel. The free energy profile obtained with the CEC

suggests that the acidic side chains located in the pore region of Hv1 have a tendency to

bind a proton when the hydronium ion approaches them. Consequently, the regions where

these side chains are located correspond to wells in the free energy profile. Finally, we provide

suggestions on how to improve the free energy calculations using the Adaptive Buffered Force

QM/MM scheme to alleviate the anomalies caused by the superfluous interaction between

the QM and MM particles near the boundaries of these two regions.
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