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#### Abstract

Objective-Heterogeneity of effect measures in intervention studies undermines the use of evidence to inform policy. Our objective was to develop a comprehensive algorithm to convert all types of effect measures to one standard metric, relative risk reduction (RRR).

Study Design and Setting-This work was conducted to facilitate synthesis of published intervention effects for our epidemic modeling of the health impact of HIV Testing and Counseling (HTC). We designed and implemented an algorithm to transform varied effect measures to RRR, representing the proportionate reduction in undesirable outcomes.

Results-Our extraction of 55 HTC studies identified 473 effect measures representing unique combinations of intervention-outcome-population characteristics, using five outcome metrics: prepost proportion $(70.6 \%)$, odds ratio ( $14.0 \%$ ), mean difference ( $10.2 \%$ ), risk ratio ( $4.4 \%$ ), and RRR $(0.9 \%)$. Outcomes were expressed as both desirable ( $29.5 \%$, e.g., consistent condom use) and undesirable ( $70.5 \%$ e.g., inconsistent condom use). Using four examples, we demonstrate our algorithm for converting varied effect measures to RRR, and provide the conceptual basis for advantages of RRR over other metrics.

Conclusion-Our review of the literature suggests that RRR, an easily understood and useful metric to convey risk reduction associated with an intervention, is underutilized by original and review studies.
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## INTRODUCTION

The goal of most epidemiological study is to measure the effect of an exposure or intervention. Studies may report observed effect sizes in many different forms, including: relative risk, odds ratio, hazard ratios, and differences in means. This heterogeneity of outcome metrics complicates the use of studies for translational research. Specifically, estimating the potential benefit of implementing interventions requires a consistent efficacy metric that can be combined across studies. The resulting summary efficacy measure can then be applied to the baseline risk of adverse outcomes in a population of interest to calculate likely health gains.

The effect of an exposure on a binary outcome (eg, adverse outcome or not) can be presented in two broad categories: absolute (risk reduction, number need to treat), or relative (relative risk, relative risk reduction, odds ratio). The absolute measures are easier to compute and more meaningful when seeking the number of affected people and burden of disease or risk factors. Relative measures are more widely used by researchers conducting intervention or etiological studies (1). Understanding and choosing the proper effect measure is crucial for groups of researchers, as well as health practitioners focused on clinical or public health issues (2).

Various terminologies have been used to convey different perspectives on the relative reduction in risk, such as attributable risk reduction, preventive fraction, relative risk increase, relative benefit increase and relative benefit reduction ( 2,3 ). Heterogeneity in use of different effect measures has introduced challenges to comparing findings from different studies and in pooling effect measures using meta-analysis. Our work in systematic review and the simulation modeling of health impact suggests that the most easily understood (4) and widely applicable measure (5) of reduction in risk is "relative risk reduction" - the proportionate drop in adverse outcomes associated with exposure to an intervention or other protective factor. It combines the concepts of incidence (in intervention and non-intervention subpopulations) and coverage (when translated to the population level; see Discussion) (4). It also has the potential to quantify the impact of multiple interventions on outcome of interests by taking into account the main and interaction effects of each intervention (5).

We define relative risk reduction (RRR) as the relative lowering in the risk of adverse behavioral or health outcomes compare to the control group. Using the Leviton notation (6), the basic formula for RRR is

$$
R R R=\frac{I_{\text {control }}-I_{\text {intervention }}}{I_{\text {control }}}
$$

where $I_{\text {control }}$ is the risk of an undesirable behavioral or health outcome in the absence of a preventive intervention and $I_{\text {intervention }}$ is the risk in those receiving the intervention. RRR is the proportion of risk prevented by intervention divided by the overall risk in the control group. RRR for an effective intervention is greater than zero (defined as no effect) and as
high as 1 (defined as complete elimination of risk of adverse outcomes). An intervention which causes harm has a negative RRR (with the range of 0 to -1 ).

The objective of this paper is to provide public health researchers with a theoretical framework as well as practical steps on how to calculate RRR from different effect measures. We will consider study examples which vary in design (e.g., single arm pre-post, double-arm cohort study) and desirability of outcome (i.e., progression to AIDS is undesirable and safer sexual practice desirable).

## RRR TRANSFORMATION ALGORITHM

As mentioned above, studies may report effect measures in different ways. To provide a comprehensive guide on how to convert all types of effect measures into RRR, we developed a stepwise algorithm (Fig. 1). In the first step, one determines whether the incidence of outcomes was reported for each group, or if the results were reported only as effect size measures such as Relative Risk (RR), Hazard Ratio (HR) or Odds Ratio (OR).

When the incidence of outcomes is reported, it is crucial to distinguish whether there is a parallel control group in addition to the intervention group (double arm study) or not (single arm study). The next step is to define whether the outcome is desirable or not.

Based on our definition, we are looking for effects of interventions in preventing undesirable outcomes. So, all desirable outcomes need to be converted into undesirable outcomes. As an example, if the reported outcome is consistent use of condoms during all sexual contact in the last month, we need to convert it to inconsistent condom use. For ORs, there is another step of calculation if the reported outcome is not rare ( $<10 \%$ ). This step addresses built-in bias in the OR when we want to use it instead of RR. The bias is ignorable when the outcome is rare (7), however this is not always met in the case in preventive intervention studies.

In the following section, we elaborate with examples from the published literature on HIV prevention. Such examples are from our recent work in systematic review and the simulation modeling of health impact of HIV Testing and Counselling (HTC, including Voluntary Testing and Counseling - VCT). In brief, to identify relevant studies, we conducted a literature search in six bibliographic databases (PubMed, EMBASE, PychInfo, Web of Science, CINHAL, and Cochrane) to identify relevant systematic review studies. We retrieved the original studies cited in the systematic review papers, and following prespecified eligibility criteria, two reviewers independently screened potentially relevant title, abstract, and then full text through a step-wise fashion to identify studies for data extraction. Then, two trained research staff independently extracted data from included studies and supervised by a senior researcher, reconciled extracted data in case there were discrepancies. Our team developed and used a comprehensive and detailed protocol to extract data on Intervention - control condition, Outcome, and Population Trio (IOPT) as a unique unit of data extraction and analysis to describe each reported effect size by studies. For details on the protocol, please visit www.globalhealthdecisions.org.

In the end, from the 55 relevant articles included for data extraction, we were able to identify 473 IOPTs. As presented in table 1, reported outcomes were heterogeneous according to the study design, reported effect measure and the desirability of the reported outcome. Single arm prospective studies yielded the largest portion of IOPTs (37.8\%), and randomized controlled trial contributed $17.1 \%$ of all IOPTs. In respect to the type of effect size reported by studies, frequency of IOPTs were as follow: $70.6 \%$ pre-post proportion, $14.0 \%$ odds ratio, $10.2 \%$ mean difference, $4.4 \%$ risk ratio, and less than $1 \%$ of all RRR. IOPTs were also differing by the type of outcome, $29.5 \%$ desirable and $70.5 \%$ undesirable. These heterogeneities complicate the use of studies for translational research, because results cannot be easily combined across studies. Below, we provide examples on how all these heterogeneous effect measures could be transformed into one type of effect measure, relative risk reduction.

## ILLUSTRATIVE EXAMPLES

## Example 1: Pre-post proportion of unsafe sex in a (single arm) study with no concurrent control group

The effect of HIV testing on sexual behaviors of 307 homosexual men was assessed by Griensven et al in 1989 (8). Among seropositive men, the prevalence of consistent condom use with regular partners increased from $29 \%$ (before the HIV testing) to $62 \%$ (Fig. 2). To calculate the RRR, we first transform the desirable (always condom use) to an undesirable outcome. Thus, the proportion of inconsistent condom use before the intervention is $1-0.29=0.71$ and 0.38 for post-intervention. And then, we can calculate the RRR as

$$
\operatorname{RRR}=\left(\mathrm{I}_{0}-\mathrm{I}_{1}\right) / \mathrm{I}_{0}=(\text { Risk Reduction }) / \mathrm{I}_{0}=(0.71-0.38) / 0.71=0.46=46 \%
$$

And so, $46 \%$ of the observed prevalence for inconsistent condom use in seropositive men who have sex with men (MSM) can be reduced by providing HIV testing services.

## Example 2: Pre-post risk of undesirable outcome in a study with concurrent control group

Coates et al examined the efficacy of voluntary counseling and testing (VCT) in reducing unprotected intercourse (9). Individuals were randomly assigned to receive VCT or basic health information. The proportion of individuals reporting unprotected intercourse with non-primary partners declined significantly more for those receiving VCT than for controls. The results are summarized in Fig. 3.

RRR, as the summary effect measure of VCT, can be calculated using the following formula:

$$
\begin{aligned}
& R R R=\frac{I_{\text {Intervention } t=0-} I_{\text {Intervention } t} t=1-I_{\text {control }} t=0^{-} I_{\text {control }} t=1}{\frac{n_{\text {Intervention }} \times I_{\text {Intervention } t} t=0}{}+n_{\text {control }} \times I_{\text {control } t=0}} \\
& =\frac{30.9 \%-19.8 \%-29.9 \%-26.4 \%}{\left[\frac{237 \times 30.9 \%+229 \times 29.9 \%}{237+229}\right]}=24.9 \%
\end{aligned}
$$

The findings indicate that VCT, in comparison to basic health information, contributed to a $24.9 \%$ reduction in the proportion of unprotected intercourse with non-primary partners.

If the baseline risk is the same in intervention and control groups, the RRR can be simplified. It is decomposed into two separated parts, RRR in the intervention (VCT) arm and RRR in the control arm (basic information arm):

$$
R R R_{\text {Intervention }}=\frac{I_{\text {intervention }(t=0)}-I_{\text {intervention }(t=1)}}{I_{\text {intervention }(t=0)}}
$$

and

$$
R R R_{\text {Control }}=\frac{I_{\text {control }(t=0)}-I_{\text {control }(t=1)}}{I^{\text {control }}(t=0)}
$$

and then the total RRR can be calculated by

$$
R R R=R R R_{\text {intervention }}-R R R_{\text {control }}
$$

## Example 3: OR of an undesirable rare outcome

It has been shown (9) that men and women who receive VCT have a lower risk of acquisition of a sexually transmitted disease at the first follow up visit, compared with those who receive basic health information. The effect was reported as odds ratio (OR) of 0.80 $(95 \%$ CI $0.53-1.20)$. Since such an undesirable outcome is rare ( $<10 \%$ ), the reported OR can be interpreted as relative risk. And so, RRR can be calculated as

$$
R R R=1-O R=1-0.80=0.20 \text { or } 20 \%
$$

In words: by providing VCT services to all male and female individuals in a community, we could expect a $20 \%$ reduction in sexually transmitted diseases, compared to providing only basic health information. This assumes that the reported $20 \%$ reduction is due to the intervention (see the discussion).

## Example 4: OR of a desirable outcome that needs to be transformed to RR of an undesirable outcome

Cremin et al, explored consistent condom use over time comparing those who received VCT to those who did not (10). The authors reported the effect by sex and HIV status. For this example, we focus on men testing positive. At baseline, $13 \%$ of these men reported consistent condom use with regular partners in last two weeks. The effect of VCT on consistent condom use with regular partners was reported as an adjusted OR=1.67 (95\%CI $0.68-3.98$ ). Since the OR is symmetrical, the OR* for inconsistent condom use would be the reverse of 1.67 (OR), which is equal to 0.60 ( $95 \%$ CI $0.25-1.47$ ). Basically, how the event of interest is defined (consistent condom use instead of inconsistent condom use) will not affect the magnitude of OR, but only it direction. However, it's not true for RR and RRR, which may lead to confusion (11). Therefore, first we need to transform OR into OR* to reflect our outcome of interest. We also need to transform $\mathrm{P}_{0}=13 \%$ of consistent condom use to $\mathrm{P}^{*}{ }_{0}=87 \%$ of inconsistent condom use and then apply Zhang's formula (7) to convert it to RR*. The calculation process is as below

$$
R R^{*}=\frac{O R^{*}}{1-P_{0}^{*}+\left(P_{0}^{*} \times O R^{*}\right)}=\frac{\frac{1}{O R}}{P_{0}+\left(\frac{1-P_{0}}{O R}\right)}=\frac{\frac{1}{1.67}}{0.13+\left(\frac{1-0.13}{1.67}\right)}=0.93
$$

And then the

$$
R R R=1-R^{*}=1-0.93=0.07=7 \%
$$

This means that men, who received VCT with a positive HIV test result, would decrease their inconsistent condom use by $7 \%$ (mid-point estimate, not statistically significant). We can calculate the $95 \%$ confidence interval by applying the same formula to the lower and upper confidence limits of the reported Adj. OR, which gives figures of $-4 \%$ and $27.9 \%$ (as $95 \% \mathrm{CI}$ for RRR). The wide range indicates that there is uncertainty around the protective effect of VCT, ranging from a $4 \%$ increase in inconsistent condom use to a dramatic $27.9 \%$ decrease in inconsistent condom use among HIV positive men receiving VCT.

## DISCUSSION

We have presented an algorithm than can be used to transform different effect measures into relative risk reduction. To use the algorithm, the first step is to identify the type of effect size reported in the paper, and then to ascertain whether it is a desirable or undesirable outcome. The study design must also be accounted for, as in some studies there is a concurrent control group where as others only report the baseline and outcome measures for a single group. The last aspect for consideration is whether the outcome is reported as an OR, and hence the need to recalculate the RR.

Our definition of RRR is similar to what Miettinen described as Prevented Fraction (PF), which is the proportion of disease that would have occurred had the interventions not been present in the populations. Although RRR and PF both focus on intervention, rather than risk factor prevalence, RRR is defined in the context of the study, where all cases are exposed to the intervention and all participants in the control group are not. PF estimates intervention effect at the population level. Below we explain how RRR formula can be expanded to also consider the level of exposure to a preventive factor in a population.

In the context of HIV prevention, risky behaviors are relatively common, thus the potential bias of OR (when interpreted as RR) is large (12). When the prevalence of the outcome in the control group is less than $10 \%$, although there is always a debate around this cutoff, the OR is close to the risk ratio. However, it would be a safe strategy to use Zhang correction in all cases, particularly whenever the event of interest is not rare (more than 10\%) (7).

Zhang correction is hard to implemented to adjust the OR estimated in case-control studies. The challenge is that in case-control studies, the prevalence of the outcome of interest among the control group (one of the two parameters in Zhang formula), cannot be estimated directly (13). Usually, this parameter is estimated using information from extra sources like other studies relevant to the setting. Moreover, in case-control studies, depending on the type of source population for cases and control group, the reported effect measure, OR, can be interpreted in so many ways. The odds ratio obtained in a case-control study may be interpreted as risk ratio, rate ratio, odds ratio or prevalence odds ratio (14). Zhang correction might not be necessary for some case-control studies such as nested case-control designs as risk or rate ratios could be directly estimated.

Our simple algorithm for estimating an adjusted RRR from different adjusted point effect sizes can also be used for estimating the confidence limits. We propose applying the above formula to the lower and upper bounds (confidence interval limits) of the adjusted effect sizes. It is not the ideal method to estimate the confidence bounds but it's a trade-off between simplicity and precision $(7,15)$. Other non-parametric methods like bootstrap can be used for interval estimation of RRR (16). To be able to do this, given the reported effect measure (e.g. OR) and the prevalence of outcome in the control group, one should back calculate the joint distribution of exposure and outcome of interest, resample it numerous times (iteration) and then calculate the RRR for each iteration. This leads to a distribution of RRR, from which variance can be calculated (17). Delta method (18) is the other approach that can be applied for both primary reported effect measure (OR, RR and so on) or the calculated RRR. For details consult with Hildebrandt et al (19).

Since the RRR has a very simple definition - the fraction of all cases of a disease or condition that can be attributed to exposure - then, we can calculate it for both dichotomous and continues exposures (either as discrete numbers or average) (20). The approach is similar to the pre-post method above. For example, if the total number of sexual partners over the month before VCT decreased from 7 to 3 , the effect can be reported as $(7-3) / 7=$ $57 \%$. This makes RRR a more popular effect measure for transmission models (21).

An observed RRR for an exposure or a set of multiple exposures and subpopulations can be decomposed into its original combinations for quantifying the fractions of disease preventable by every exposure (3). As mentioned above in Example 2, the overall RRR can be partitioned into RRR for the main exposure (VCT + information material) and RRR for the sub-exposure (information material).

In practice, the common situation is the one in which several exposures and confounding variables exist and influences the outcome of interest, and they may even interact with each other. In such cases, when someone describing the effect of several exposures (sequentially or overall), Bruzzi et al (22) and later Eide et al (23) proposed using either the adjusted OR or predicted adjusted prevalence from the multiple logistic model. The results can be presented as either sequential RRR (consider the effect of exposure one at the time in an order and then sequentially consider other exposures) or an average RRR (when all exposures works simultaneously) to quantify the proportion of disease that can be prevented overall $(23,24)$. These methods work mostly in primary studies, where the logistic models and the individual level data are available for further calculation. In secondary studies, we have observed very limited applicability. We recommend either using the adjusted reported effect measure like OR to calculate the RRR (overall approach) or extracting the effect measure in strata of different exposure and confounding variables and then transforming all into RRR.

Regarding the sampling distribution of RRR, it is skewed, in the opposite direction and not severely as the sampling distribution of OR and RR. Usually, it is suggested to make the transformation of $\log (1-R R R)$ to make the confidence interval symmetrical around the point estimate (13). This is an added value of using RRR instead of RR or OR in systematic review and meta-analysis, since log and anti-log transformation leads to missing of some data points (with zero effect) and also bring complexity into the interpretation of results.

Our method for calculating study RRR can be used to calculate population RRR. Generally, population $\operatorname{RRR}\left(R R R_{p}\right)$ addresses the question: what fraction of all cases of a disease or condition in a population can be prevented if all are exposed to the protective factor? $(2,24)$. The assumption of $100 \%$ exposure can be relaxed by adding a parameter which specifies the coverage ( Q ) of the preventive factor. In cases where OR (consider Zhang correction when the outcome is not rare), HR or RR are reported, the below formula can be used:

$$
R R R_{p}=\frac{Q 1-R R}{Q 1-R R+R R}
$$

Like any other effect measures, RRR has also its limitations. First, for rare outcomes, when no events happen in control arm, the RRR cannot be calculated, and so such studies excluded from meta-analysis. One way to overcome is to add a small amount to correct the continuity or apply other measures like arcsine difference (11). Also, the RRR is not symmetric in terms of the outcome of interest. If one has calculated the RRR for the outcome of "condom use", it cannot be reversed for the complement outcome, "non-condom use". Like other relative effect measures, the magnitude of the effect should be interpreted according to the baseline prevalence of the outcome of interest (4). As an example, if the
outcome prevalence increased from $1 \%$ at baseline to $0.8 \%$ at the follow-up, which is translated into an RRR of $20 \%$ that seems to be huge effect. However, it may not be an important effect in absolute terms, just a $0.2 \%$ change.

## CONCLUSION

RRR has the potential to be used to assess the effect of multiple continuous and/or categorical (harmful or preventive) factors over sub-populations. The results of different studies of similar exposures and outcomes can be pooled or compared when all transformed into one measure of RRR. When calculating the RRR, the research question, the desirability of the reported outcome, and the study design should be considered. The algorithm that we presented offers a practical guide for this process. We recommend that original studies and reviews report the RRR.
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## What's new?

## Key findings

- Although Relative Risk Reduction (RRR) is easily understood and widely applicable in public health intervention settings, it's not routinely reported as primary effect size in original studies.
- The heterogeneity in effect measures and types of reported outcome complicates the use of studies for policy translation, because results cannot be easily combined or compared across studies.


## What this adds to what was known?

- We propose an algorithm that can be applied to transform different reported effect measures into RRR as a metric to standardize effect size for public heath interventions for translational research.


## What's the implication and what should change now?

- Using the proposed algorithm, RRR can be calculated and interpreted more accurately in original studies and reviews.


Fig. 1.
Relative Risk Reduction (RRR) calculation algorithm.
ES: Effect Size; RR: Risk Ratio; HR: Hazard ratio; OR: Odds Ratio; RRR: Relative Risk Reduction; Iu: Incidence in unexposed (or control) group; Ie: Incidence in exposed (or intervention) group; Iu1: Incidence in unexposed (or control) group at follow-up visit; Ie1: Incidence in exposed (or intervention) group at follow-up visit; Iu0: Incidence in unexposed (or control) group at baseline visit; Ie0: Incidence in exposed (or intervention) group at baseline visit; $\mathrm{P}_{0}$ :Prevalence of outcome at the time OR was calculated for.


Fig. 2.
The proportion of seropositive MSM reported inconsistent condom use with their regular sexual partners before and after HIV testing [6]


Fig. 3.
The proportion of individuals reporting unprotected intercourse with non-primary partners at baseline and follow-up in VCT and basic health information group[7].

## Table 1

The heterogeneity in the 55 articles (473 IOPTs) regarding the study design, reported effect measure and the desirability of the reported outcome.

| Study Design | $\mathbf{n}(\%)$ |
| :--- | :--- |
| Randomized Controlled Trial | $81(17.1)$ |
| Double-arm Pre-Post Quasi-Experimental | $12(2.5)$ |
| Single Arm Pre-Post Quasi-Experimental | $83(17.5)$ |
| Prospective Single Arm Cohort | $179(37.8)$ |
| Retrospective Single Arm Cohort | $14(3.0)$ |
| Prospective Double Arm Cohort | $71(15.0)$ |
| Retrospective Double Arm Cohort | $33(7.0)$ |
| Reported effect measure |  |
| Risk ratio | $21(4.4)$ |
| Odds ratio | $66(14.0)$ |
| Mean difference | $48(10.2)$ |
| Pre-post rate/prevalence | $334(70.6)$ |
| Relative risk reduction | $4(0.9)$ |
| Outcome Desirability | $328(70.5)$ |
| Undesirable | $137(29.5)$ |
| Desirable |  |
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