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CONSPECTUS: Batteries are dynamic devices composed of multiple components that operate far from equilibrium and may operate under extreme stress and varying loads. Studies of isolated battery components are valuable to the fundamental understanding of the physical processes occurring within each constituent element. When the components are integrated into a full device and operated under realistic conditions, it can be difficult to decouple the physical processes that occur across multiple interfaces and multiple length scales. Thus, the physical processes studied in isolated components may change in a full battery setup or may be irrelevant to performance. Simulation studies on many length scales play a key role in the analysis of experiments and in the elucidation of the relevant physical processes impacting performance.

In this Account, we aim to highlight the use of modeling on multiple length scales to identify rate limiting phenomena in lithium-ion batteries. To illustrate the utility of modeling, we examine lithium-ion batteries with nanostructured magnetite, Fe₃O₄, as the positive electrode active material against a solid Li²⁻ negative electrode. Due to continuous operation away from equilibrium, batteries exhibit highly nonideal behavior, and a model that aims to reproduce behavior under realistic operating conditions must be able to capture the physics occurring on the length scales relevant to the performance of the system. It is our experience that limiting behavior in lithium-ion batteries can be observed on the atomic scale and up through the electrode scale and thus, predictive models must be capable of integrating and communicating physics across multiple length scales.

Magnetite is studied as an electrode material for lithium-ion batteries, but it is found to suffer from slow solid-state transport of lithium, slow reaction kinetics, and poor cycling. Magnetite (Fe₃O₄) is a material capable of undergoing multiple electron transfers (MET), and can accept up to eight lithium per formula unit (Li₈Fe₃O₄). Magnetite, (Fe⁹⁺)(Fe³⁺Fe²⁺)₁₆dO₄₃⁻, has a close-packed inverse spinel structure and undergoes intercalation, structural rearrangement, and conversion reactions upon full lithiation.¹ To overcome solid-state transport resistances, magnetite can be nanostructured to decrease Li²⁻ diffusion lengths, and this has been shown to increase capacity. Additionally, unique architectures incorporating both carbon and Fe₃O₄ have shown to alleviate transport and cycling issues in the material.² Here, we solely address traditional composite electrodes, in which Fe₃O₄ is synthesized as nanoparticles and combined with additives to fabricate the electrode.

In the case of nanoparticulate magnetite, it has been found that the electrode fabrication process results in the formation of micrometer-sized agglomerates of the Fe₃O₄ nanoparticles, introducing a secondary structural motif. The agglomerates may operate under extreme stress and varying loads. Studies of isolated battery components are valuable to the fundamental understanding of the physical processes occurring within each constituent element. When the components are integrated into a full device and operated under realistic conditions, it can be difficult to decouple the physical processes that occur across multiple interfaces and multiple length scales. Thus, the physical processes studied in isolated components may change in a full battery setup or may be irrelevant to performance. Simulation studies on many length scales play a key role in the analysis of experiments and in the elucidation of the relevant physical processes impacting performance.

1. INTRODUCTION

Lithium-ion chemical energy storage affects daily life, enabling the portability of both consumer and professional devices, and will be key in the large-scale deployment of electric vehicles. Individual battery cells can be combined to create a multicell configuration, where the optimization of cell packs is an engineering-design problem that factors in cost and safety and other physical constraints. The cell scale (Figure 1a) is the most basic battery unit. This is where most of the chemistry and physics of the technology can be studied and where materials innovation and development are most active. Fundamental research of the phenomena occurring at interfaces and across multiple length scales can propel developments that reduce the
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cost, extend the life, improve the safety and performance of batteries, and may enable full penetration into transportation and grid-scale markets.

Lithium-ion batteries store and release energy by conversion between chemical potential and electrical work. The main components of a lithium battery are the anode (negative electrode), cathode (positive electrode), separator, and the electrolyte, as depicted in Figure 1a. During discharge, chemical energy stored in the battery is released as electrical energy. A solid lithium negative electrode is shown, but other chemistries, such as lithium-graphite, are more commonly used in commercial batteries. At the negative electrode, lithium is oxidized, producing free electrons and mobile lithium ions. From the negative electrode, the electrons travel through a load, and the lithium ions travel through the electrolyte toward the positive electrode where they react with the active material (Figure 1a). Inverse spinel (Fd3m) magnetite, \((\text{Fe}_{8}^{3+})_{16}\text{O}_{4,32}\), is an active material with a high theoretical capacity (926 mAhg\(^{-1}\)), due to its ability to accommodate eight lithium atoms per formula unit (Li\(_{8}\text{Fe}_{3}\text{O}_{4}\)). Magnetite has been studied as a positive electrode material since the 1980s, both experimentally\(^3\) and theoretically\(^4\), and as a result much is known about how the material accepts lithium. At low lithium concentrations, there is an intercalation regime followed by a phase change that proceeds with slow kinetics. At high lithium concentrations, conversion to \(\text{Li}_{2}\text{O} + \text{Fe}^{3+}\) is observed.\(^3\)\(^-\)^5 The average solid-state lithium concentration at which these processes are observed is a function of particle size and discharge rate.\(^6\),\(^7\) Due to slow kinetics, particle-size dependence, and irreversibilities during cycling, the realized capacity can be significantly lower than the theoretical maximum.

To mitigate the solid-state transport resistances, magnetite is nanostructured, which can lead to the formation of secondary structures such as the agglomerates of nanoparticles observed in Figure 1b and c.\(^8\)-\(^10\) Bulk or idealized experiments may not represent what occurs when multiple interfaces are introduced, such as the interfaces between nanoparticles, additives, and the electrolyte, or interfaces that form from nanoparticle agglomeration (Figure 1d). However, from the perspective of modeling, interfaces allow for the system to be segregated into well-defined regions, enabling the identification of bottlenecks: the component(s) and length scales that significantly impact performance.

Figure 1. (a) Schematic of a lithium-ion battery with Li\(^{0}\) negative electrode (anode). The positive electrode (cathode) is a composite composed of active material, binder (not shown), and conductive additive. Electron and Li\(^{+}\) transport shown by arrows for discharge. (b) TEM image of micrometer sized agglomerates in Fe\(_{3}\text{O}_{4}\) electrode\(^10\) and (c) magnification of agglomerate, showing nanoparticulate Fe\(_{3}\text{O}_{4}\).\(^10\) Panels (b) and (c) reproduced from ref 10. Copyright 2015 American Chemical Society. (d) Schematic of lithium-ion transport through porous regions between the nanoparticles of an agglomerate and (e) solid-state transport of lithium through the nanoparticulate Fe\(_{3}\text{O}_{4}\).

Figure 2. (a) Zoom in on Fe\(_{3}\text{O}_{4}\) with tetrahedral 8a iron in blue, octahedral 16d iron in brown, and 32e oxygen shown in red. Lithium is shown in green. All 16c sites are vacant. (b) Structure showing lithium inserting onto a vacant 16c site. (c) The resultant Coulombic repulsion from the tetrahedral 8a iron and the inserted 16c lithium causes 8a iron to migrate to a vacant 16c site. (d) Full movement of all 8a iron to 16c sites due to Coulombic interactions.
2. MECHANISTIC AND ATOMIC SCALE STUDIES OF MAGNETITE

2.1. Mechanistic Understanding of the Reversible Potential

Pioneering work on the lithiation of magnetite was conducted by Thackeray, David, and Goodenough in 1982. Thackeray et al. conducted open circuit measurements in conjunction with powder X-ray diffraction measurements of $<44 \mu m Fe_3O_4$ particles. Measurements performed 24 h after lithiation were used to elucidate the reaction mechanisms occurring during lithiation of magnetite (Figure 2).3 Thackeray et al. reported that initial lithium insertion into magnetite, $(Fe^{3+})_{16d}O_4^{2-}$, produced a defective rocksalt, $(Li^+)_{16c}[Fe^{3+}Fe^{2+}]_{16d}O_4^{2-}$, (Figure 2d). The authors hypothesized that lithium inserted onto vacant $16c$ sites until a critical concentration was reached, where Coulombic repulsion between lithium in $16c$ sites and iron in the nearby tetrahedral $8a$ sites caused the tetrahedral $8a$ iron to move to vacant octahedral $16c$ sites. Lithiation past $x = 1.0$ (where $x$ is per formula unit of magnetite $Li_xFe_3O_4$) resulted in lithium insertion into vacant tetrahedral sites, $(Li^+)_{8a/8b/4f}[Fe^{3+}Fe^{2+}]_{16d}O_4^{2-}$ (Figure 2d). Full lithiation to 8 equiv resulted in conversion to $Li_2O + Fe^0$. The first theoretical investigation of lithium insertion into bulk magnetite was carried out by Islam and Catlow in 1988.4 They used interatomic potentials to model host-host and host-intercalate ion interactions and validated Thackeray et al.’s findings that lithium preferentially occupies vacant octahedral sites over tetrahedral sites, and that lithium insertion resulted in the displacement of tetrahedral $8a$ iron.4

In a subsequent review in 1987 by Thackeray et al., a more refined reversible potential was reported. Two plateaus were observed, the first originating at $x = 1.0$ and a potential of 1.2 V, for which the products could not be determined from powder XRD due to poor crystallinity. The second plateau occurred from $x = 1.5$ through full lithiation, believed to be the conversion to $Li_2O + Fe^0$.12 Both of the reversible potentials in the literature reported by Thackeray et al. are reproduced in Figure 3b. In 2015 and 2017, Knehr et al. reported the voltage relaxation for 6, 8, and 32 nm $Fe_3O_4$ particles and resultant reversible potential, using the resting voltage 30 days after lithiation. The 6, 8, and 32 nm particles undergo two voltage plateaus, the first at $\sim 1.8$ V and the second at $\sim 1.2$ V (Figure 3a).12,28

Reversible potentials can be estimated from first-principles with Density Functional Theory (DFT) calculations.13–15 To accurately capture the electronic and magnetic properties in magnetite, the electron correlation in the $d$ orbitals of iron must be accounted for with the Hubbard $U$ correction.16,17 DFT+$U$ voltages are calculated from periodically repeating structures representative of bulk materials at 0 K and 0 pressure. Guided by the stable phases on the ternary $Li$–$Fe$–$O$ phase diagram, He et al. used DFT+$U$ calculations to predict the reversible potential of lithium insertion into bulk magnetite over the full range of lithiation, $0 < x < 8$ (Figure 3d). However, from Figure 3a and b, it appears that the observed reversible potential varies as a function of magnetite particle size. This indicates that although the DFT+$U$ studies can give insight into possible reactions occurring in a bulk material, models and first-principles methods that capture the effects of nanosizing may be necessary for a full understanding of the thermodynamics of magnetite. For example, surface nonidealities in magnetite may be important, and would be especially impactful as nanoparticle size decreases.

2.2. Observations of Phase Change

At the atomic length scale, the insertion of lithium into host materials can cause phase change by inducing movement of the iron atoms. The slope of the reversible potential can be used to suggest when two phases are in equilibrium, while materials...
characterization methods allow for equilibrium phase identification.\textsuperscript{18,19} The reversible potential for full discharge (0 < x < 8) of 8 nm magnetite shows two flat voltage plateaus (1 < x < 2.5 and 5−6 < x < 8), suggesting two phase changes, as seen in Figure 3a. However, magnetite has slow phase-change kinetics, so during discharge a voltage plateau may be difficult to observe, making it challenging to rely on only electrochemical measurements to identify the formation of a new phase.

Using in situ transmission electron microscopy (TEM), He et al. observed multiple phases in a single 80 nm nanoparticle, due to the occurrence of simultaneous reactions.\textsuperscript{5} Bock et al. also observed particle phase inhomogeneity and studied the effect of particle size on the kinetics of phase change. Bock et al. used in situ X-ray diffraction (XRD) and ex situ X-ray absorption spectroscopy (XAS) on 11 and 39 nm magnetite particles, and found that the mechanism of the first intercalation process, 0 < x < 1.0, was independent of particle size. However, the mechanisms for lithiation beyond x = 1, that involved the Fe\textsuperscript{0} conversion process, appeared to be crystalite-size dependent.\textsuperscript{4} In Figure 4a, which is adapted from Abraham et al., the results of various studies are summarized as a function of lithium concentration in 9−10.6 nm Fe\textsubscript{3}O\textsubscript{4} particles.\textsuperscript{1} The XRD data\textsuperscript{15} in the first column is a measure of the averaged long-range order in a sample, while the next four columns give structurally refined information concerning local chemical environments. Possible discrepancies within Figure 4a and with other studies may be attributed, in part, to the significant spatial variations in lithiation state, i.e., the phase inhomogeneity observed experimentally in single particles.

To probe the observation of phase inhomogeneity in lithiated magnetite nanoparticles, a validated model was used to predict the maximum lithium concentrations, x\textsubscript{max}, as a function of the measured discharged concentration in Figure 4b.\textsuperscript{12,21} The model is standard porous electrode theory, discussed in detail in section 3, and a graphic of the electrochemical system being modeled can be seen in Figure 1. The system was comprised of nanoparticulate Fe\textsubscript{3}O\textsubscript{4}, that was observed to aggregate into micrometer-sized agglomerates upon electrode fabrication. The model predicted voltage profiles as a function of the measured discharged lithium concentration. The simulated voltage profiles were validated against experimental voltage profiles for two systems comprised of two different active material nanoparticle sizes, 8 and 32 nm. Following model validation against electrochemical data, the model was used to predict concentration profiles occurring in single crystals in the system and in the secondary micrometer-sized aggregates.

The simulation predicts that the 32 nm particles undergo much higher local lithium concentrations than the 8 nm particles at the same depth of discharge. As seen in Figure 4b, when x ∼ 0.75 equiv of lithium has been discharged in a system composed of agglomerated 32 nm magnetite particles, the local Li concentrations are predicted to be as high as x ∼ 6.0 in particles. When this same concentration, x ∼ 0.75, is discharged in a system comprised of agglomerated 8 nm particles, the maximum local Li concentrations are less than 3.0. At 6.0 equiv, the conversion reaction to Li\textsubscript{2}O + Fe\textsuperscript{0} is expected to occur, but at concentrations less than 3.0 equiv, a Fe\textsuperscript{0}-like phase or composite FeO-Li\textsubscript{2}O have been observed.\textsuperscript{1,5,6} These local increased concentrations result from transport resistances on both the agglomerate-scale and the crystal-scale. This is commensurate with Bock et al.’s observation that the larger particles, with larger Li\textsuperscript{+} diffusion lengths (higher solid-state transport resistances), converted to Li\textsubscript{2}O + Fe\textsuperscript{0} at lower average lithium concentrations than the smaller particles, presumably because of higher localized solid-state Li concentrations.\textsuperscript{6} The simulation predictions allow for a reconciliation of the observation of phase inhomogeneity within the crystals, and how the inhomogeneities change as a function of crystal size.

2.3. Cycling and Dynamic Behavior

Capacity fade can indicate irreversibilities, including side reactions which may be especially important in the first cycle when the solid–electrolyte interface (SEI) is formed. Irreversibilities can arise from many factors including irreversible phase change, mechanical stress, and surface modification of the active material.\textsuperscript{12,23} In practice, the first cycle may be engineered to result in irreversible SEI formation that prolongs the life of the battery. Using cyclic voltammetry on magnetite, one study found significant differences between the first discharge cycle and all subsequent cycles.\textsuperscript{22} Namely, the first discharge showed three peaks corresponding to three distinct mechanisms of lithium insertion into magnetite: lithium insertion into octahedral sites, shifting of tetrahedral iron to octahedral sites, and conversion to Li\textsubscript{2}O + Fe\textsuperscript{0} (which occurs in parallel to lithium insertion into carbon). However, the second and subsequent discharge cycles only show one reduction peak, attributed primarily to the 3FeO + 6Li\textsuperscript{+} + 6e\textsuperscript{-} → 3Fe\textsuperscript{0} + 3Li\textsubscript{2}O conversion reaction.\textsuperscript{24} In another cycling study, following full

---

**Figure 4.** (a) Materials characterization results for 9−10.6 nm Fe\textsubscript{3}O\textsubscript{4} as a function of x\textsuperscript{1,5}. (b) Experimental discharge curves at C/200 for 8 and 32 nm Fe\textsubscript{3}O\textsubscript{4} and multi-scale simulation predictions for the concentrations of lithium at the surface of the agglomerate, x\textsubscript{max}.
The experimental recovery experiments of 6, 8, and 32 nm particles, Figure 3a and c,12,29 identified the development of the inserted lithium, and the material failed after four cycles.25 The inability to extract all inserted lithium suggests an irreversible phase change may arise at some point between 0 < x < 8. Komaba et al. found that 10 and 100 nm magnetite particles were shown to cycle without substantial fade for up to 25 cycles if the material was only discharged to x < 2. However, Komaba et al. found that 400 nm magnetite particles cycled poorly compared to the 10 and 100 nm.8

3. CONTINUUM MODELING OF MAGNETITE

3.1. Introduction to Mathematical Modeling of Magnetite

Physics-based cell modeling on the macroscopic scale can involve the optimization of several parameters: electrode thickness, pore size, ratios of active materials, and particle size. More complex modeling can incorporate microscopic descriptions, such as the inclusion of meso length scales within an electrode, and descriptions of interfaces that result from the creation of porous pathways, as opposed to single geometric corrections for tortuosity.12,21 A model was developed by Knehr et al. for an electrode comprised of nanoparticulate magnetite that aggregated into micrometer-sized agglomerates. In addition to Butler–Volmer electrochemical kinetics, and phase change reactions, the model incorporated transport of lithium in the solid-state (on the nanocrystal scale) and transport of Li-ions on the agglomerate-scale, i.e., through the pores between nanoparticles.12,21,29 Predictions from this model have identified major resistances associated with different interfaces and length scales, and these are discussed in the following sections alongside a discussion of the model development.

3.2. The Reversible Potential in Mathematical Based Models

To incorporate Butler–Volmer electrochemical kinetics into a mathematical model, there must first be a description of the thermodynamics, primarily in the form of a reversible potential as a function of state of (dis)charge. For some systems, a thermodynamic treatment of phase equilibria may also be required. Solid-state redox reactions are characteristic processes of intercalation reactions, and during these processes the equilibrium potential deviates significantly from Nernstian behavior.30,31 Because of these deviations, many corrections to the Nernst potential have been proposed—namely, activity coefficient corrections such as one- and two-parameter Margules relations, and Redlich–Kister equations.32–34 For the case of lithium insertion into magnetite, Knehr et al. used a Redlich–Kister equation to develop an expression for the reversible potential by fitting experimental data from voltage recovery experiments of 6, 8, and 32 nm particles, Figure 3a and c.12,29 The empirical fit resembles the experimental data, but does not always provide physical intuition or insight. Simulation results from mathematical-based models are highly sensitive to the description of the reversible potential, and the models require a continuous and numerically accurate reversible potential. A primary utility of the mathematical model is in describing the rate phenomena such as electrochemical reactions and transport. Considering the empirical nature of the fitting of the reversible potential to data, a good continuum-level model is predictive of the deviation from the reversible potential.

3.3. Modeling of Ionic Transport

Galvanostatic intermittent titration technique (GITT) experiments are often used to estimate mass-transfer resistances (diffusion coefficients), taking advantage of the very different characteristic time scales for mass-transfer compared to other system impedances. However, a straightforward theory used for interpretation may not be easily applicable to all positive electrode materials.35 Nevertheless, GITT experiments are often used to derive an effective chemical diffusion coefficient.35,36 Deploying a detailed mathematical model based on porous electrode theory, Knehr et al. used the relaxation portion of GITT experiments to isolate transport processes from charge-transfer effects.12 The observed relaxation times were too large (>100 h) to be attributed to electrode-scale mass-transfer using any reasonable estimate of the diffusion coefficient of Li ions in the electrolyte,12 so models were developed on the crystal and agglomerate length scales. The crystal-scale model described the transport of lithium within the nanocrystal solid-state magnetite structure, Figure 1e. The agglomerate-scale model described the transport of lithium ions (Li+ in the electrolyte) moving through the porous spaces between nanoparticles within the agglomerate, Figure 1d.

For small particle sizes, 6 and 8 nm, the agglomerate-scale model accurately captured both discharge and voltage recovery measurements, while the crystal-scale model could not accurately capture both of these observations with a consistent set of physical parameters. For a larger crystal size, 32 nm, it was found that there was an additional resistance, hypothesized to be associated with transport within the larger crystals. Crystal-scale mass transfer resistances were apparently negligible in crystals smaller than 10 nm at the studied discharge rate. To reconcile these two findings, a multiscale crystal and agglomerate model was developed that included transport on the crystal-scale and the transport of lithium through the porous regions between the nanoparticles on the agglomerate-scale (Figure 1d and e). It was found that only the inclusion of both crystal-scale and agglomerate-scale effects could describe both discharge and relaxation for 6, 8, and 32 nm systems.12,21

The findings indicated that for a 32 nm crystal, transport on both the agglomerate and crystal scales significantly impact performance. In Figure 5, the blue curve shows a very significant deviation from the reversible potential due to the combination of both agglomerate-scale and crystal-scale...
resistances. The red curve shows the expected performance if the agglomerate-scale resistances were eliminated. Because of the slow transport of lithium, both through the solid-state as well as through the agglomerate, crystal-scale and agglomerate-scale effects both contribute significantly to performance losses. It was estimated that the solid-state diffusion coefficient in the crystal was $2.0 \times 10^{-10} \text{ cm}^2 \text{s}^{-1}$, which is in the lowest range of mobilities in candidate intercalation materials. The model-derived solid-state diffusion coefficient is an effective diffusivity of lithium in crystalline magnetite. The actual diffusion coefficient likely varies with lithium concentration. The diffusion coefficient for Li within the agglomerate was $2.3 \times 10^{-11} \text{ cm}^2 \text{s}^{-1}$, which is very low compared to what would be expected from common approximations that account for porosity and tortuosity while assuming that Li-electrolyte frictional interactions remain unchanged from a bulk electrolyte, on the order of $10^{-6} \text{ cm}^2 \text{s}^{-1}$. This result indicates that the simplified geometric correction is insufficient to capture the physics occurring in the system. They interpret that this is because the void space between nanoparticles is sufficiently small such that the solution-surface frictional interactions (i.e., surface diffusion) are more important to mobility than solute-solvent interactions. Adsorption and migration of various chemical species, including lithium, on the surfaces of magnetite is well studied in environments relevant to catalysis. However, quantifying the adsorption and surface migration of lithium on the magnetite nanoparticle surfaces in a lithium-ion battery is complicated by the known occurrence of surface layers.

4. DESIGN AND OPTIMIZATION

Numerical simulations are an almost indispensable tool for characterization of batteries and battery materials, especially when coupled to materials characterization, or considering processes occurring over multiple time and length scales. They are commonly used for design of systems, for example, an optimal positive to negative electrode mass ratio for a given application. They can also be deployed for more basic studies, not only to design experimental protocols but to focus experimental efforts toward material synthesis/discovery that may have the greatest impact on performance.

For magnetite, model predictions suggest that agglomerate-scale transport impedances have a large impact on electrochemical performance. Bock et al. employed a nanoparticle surface capping method to minimize aggregation of the nanoparticulate magnetite to further probe the effects of agglomeration. Electrochemical measurements showed that the dispersed samples (i.e., no agglomerates) had improved performance in the initial cycles but showed continuous capacity fade with cycling, while aggregated samples retained >95% of their initial capacity. Bock et al.’s experimental study suggested that the elimination of agglomerates allowed more surface area in the active material to be accessible to charge transfer by reducing transport resistances through the agglomerates. However, the dispersed particles cycled more poorly than the aggregated samples. Thus, there may exist an ideal combination of agglomerate and crystal sizes.

Assuming aggregation may improve cycling, one can ask if there is an optimal size such that the agglomerates are made sufficiently small to avoid transport impedances while being large enough to stabilize the electrode. While we are not able to simulate or explain any potential stabilizing effect, simulations allow for facile evaluation of the agglomerate-scale impedances. Likewise, simulations allow for evaluation of the impact of reducing crystal-scale, considering not only reduction in solid-state transport resistances but losses of active materials associated with SEI formation. We have simulated the overpotential at $x = 1.5$ for C/200 discharge as a function of nanoparticle and agglomerate sizes. As can be seen in Figure 6, there are crystal-scale effects, where larger crystals have higher overpotentials due to solid-state transport. However, efforts to decrease crystal sizes from 10 to 6 nm do not yield a significant decrease in overpotential. For agglomerates between 0.1 and 0.5 μm, the transport resistances associated with the agglomerate-scale are not significant compared to the overall impedance for crystallite sizes. However, electrodes with agglomerates larger than 0.5 μm show significant reduction in performance. The simulations suggest that there exists a minimum agglomerate size, below which performance is not impacted. However, this minimum size should be a strongly...
function of rate. Nevertheless, such concepts can be exploited if agglomeration does stabilize cycling behavior.

5. CONCLUDING REMARKS

Batteries remain relevant technological devices impacting everyday life from portable electronics to the future implementation into grid-storage and electric vehicle markets. Introduction of constituent materials into the device introduces complexities including interfaces, and this necessitates understanding on multiple length and time scales. Fundamental studies of magnetite have shown slow phase change upon lithiation and significant solid-state transport resistances. Fabrication of the composite electrode induces agglomeration of the Fe$_3$O$_4$ nanoparticles into secondary micrometer sized motifs, and these features impact device performance. Simulations, closely coupled to experiment, enable identification of rate-limiting processes occurring over varying interfaces and length scales. The ability to identify the resistance on all length scales and to predict their effect on performance is imperative to the design and realization of the next generation of lithium-ion batteries.
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