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ABSTRACT OF THE THESIS

Use of Hyperspectral Imaging for the Study of Hemoglobin Oxygen

Saturation in the Microcirculation

by

Alfredo Lucas

Master of Science in Bioengineering

University of California San Diego 2019

Professor Pedro Cabrales, Chair

Hyperspectral imaging is an imaging modality that combines imaging and spec-

troscopy in the same system. The ability to combine spectral and spatial infor-

mation in the same modality allows for spectral analysis at every spatial location

in a given image. This thesis will present a novel hyperspectral imaging approach

for the study of the microcirculation in vivo. The approach involves the use of a

spatial-scanning hyperspectral imaging technique, coupled with an efficient process-

ing pipeline. Much of the literature involving the use of hyperspectral imaging for the

study of the microcirculation in vivo has focused in very spatially limited approaches

that involve the use of spectral-scanning hyperspectral imaging systems. With the
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spatial-scanning approach, a wider field of view, and superior spatial resolution is

achieved, allowing for better averaging and higher statistical power in the results.

Chapter 1 is a brief introduction. Chapter 2 presents a literature review of the differ-

ent hyperspectral imaging modalities and their respective biomedical applications.

A comprehensive review of the current state of the literature regarding the use of

hyperspectral imaging for the study of the microcirculation in vivo is also included.

Chapter 3 presents a work currently submitted for publication in which a spatial-

scanning hyperspectral imaging approach is used to study hypoxia dynamics in a

hamster window chamber model. Chapter 4 presents a mathematical modeling of

post-hypoxic hemoglobin reoxygenation dynamics in a mouse window chamber, mea-

sured by hyperspectral imaging. Finally, Chapter 5 presents the use of hyperspectral

imaging for the monitoring of hemoglobin oxygenation dynamics during hemorrhagic

shock onset, resuscitation and recovery.
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Chapter 1

Introduction

The microcirculation is the primary oxygen exchange center of the circulatory

system. The study of oxygen transport and delivery in the microcirculation has

been a key subject of interest for physiologists, clinicians and engineers alike. A

wide variety of techniques, experimental designs and models have been developed

just for the study of this particular subject, but to this day, there still is a lot to be

understood.

Hyperspectral imaging is an imaging modality that combines imaging and

spectroscopy in the same system. The ability to combine spectral and spatial infor-

mation in the same modality allows for spectral analysis at every spatial location in

a corresponding image. This is of particular use in the study of the microcirculation,

where blood vessels and their interactions with the surrounding tissue are the pri-

mary subjects of study. Hemoglobin, the oxygen carrying molecule present in blood,

has very different spectral properties when it is bound to oxygen, relative to when it

is unbound. Using the characteristic spectral signatures of hemoglobin, techniques

like hyperspectral imaging can provide spatially-varying oxygen saturation maps in

imaged regions of the microcirculation. The ability to observe the varying spatial

gradients in hemoglobin oxygenation, as well as how those gradients change over time
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and under different environmental conditions, such as hypoxia, can provide valuable

insight about oxygen transport and exchange in the microcirculation.

This thesis will present a novel hyperspectral imaging approach for the study

of the microcirculation in vivo. The approach involves the use of a spatial-scanning

hyperspectral imaging technique, coupled with an efficient processing pipeline. Much

of the literature involving the use of hyperspectral imaging for the study of the micro-

circulation in vivo has focused in very spatially limited approaches that involve the

use of spectral-scanning hyperspectral imaging systems. With the spatial-scanning

approach, a wider field of view, and superior spatial resolution is achieved, allowing

for better averaging and higher statistical power in the results. The structure of the

thesis is as follows: Chapter 2 presents a literature review of hyperspectral imag-

ing it modalities with their corresponding biomedical applications. It also presents

a comprehensive review of the current state of the literature regarding the use of

hyperspectral imaging for the study of the microcirculation in vivo, in particular in

animal window chamber models. Chapter 3 presents a work currently submitted for

publication in which a spatial-scanning hyperspectral imaging approach is used to

study hypoxia dynamics in a hamster window chamber model. Chapter 4 presents

the mathematical modeling of post-hypoxic hemoglobin reoxygenation dynamics in

a mouse window chamber, as measured by the hyperspectral imaging approach pro-

posed in Chapter 3. Finally Chapter 5 presents a preliminary use-case scenario of the

methodology from Chapter 3, where hyperspectral imaging is used for the monitoring

of hmeoglobin oxygenation dynamics during hemorrhagic shock onset, resuscitation

and recovery.
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Chapter 2

Literature Review

This chapter will present an overview of the uses of hyperspectral imaging for

biomedical applications. A brief mention to all the hyperspectral imaging modali-

ties as well as their biomedical applications will be presented. Towards the end of

the chapter, particular emphasis will be placed in the applications of hyperspectral

imaging for the study of the microcirculation. Throughout this and the following

chapters the term HSI will be used to refer to hyperspectral imaging (the modality),

and to refer to the hyperspectral image itself (the output of the modality).

2.1 Hyperspectral Imaging and its Modalities

Hyperspectral imaging (HSI) is the combination of imaging and spectroscopy

in a single modality. The origins of HSI, also known as imaging spectrometry, can

be dated back to the late 70s and early 80s when NASA used a primitive form of

the technology for remote sensing applications [1]. Early applications were primarily

focused in the study of vegetation and terrains. Since early satellite-based imple-

mentations, HSI has evolved significantly, and has been used for a wide variety of

applications including art conservation [2], food quality control [3], and forensics [4].
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Furthermore, recent improvements in computational processing capabilities, have al-

lowed hyperspectral imaging to become increasingly more accessible to consumers.

The increase in accessibility to hyperspectral imagers has not only allowed for an ex-

ponential increase in the uses of HSI [5], but also has allowed biomedical researchers

to exploit the technology in their favor, resulting in more than 28 different applica-

tions of HSI in medicine [6], with many more applications in molecular biology and

microscopy [7]. The presence of spectrally active compounds such as hemoglobin

(Hb) and melanin make HSI an ideal tool for clinically relevant biomedical applica-

tions, particularly in the fields of dermatology [8] and ophtalmology [9]. The rest of

this section will focus on the basic components and biomedical uses of HSI, whereas

the next section will focus on the uses HSI for the study of oxygen dynamics in the

microcirculation.

2.1.1 The Hypercube

HSI allows for the simultaneous acquisition of spectral and spatial informa-

tion. Given this, each hyperspectral image can be thought of as a 3-dimensional

dataset consisting of 2 spatial dimensions and a 3rd spectral dimension. This hy-

perspectral data structure is often referred to as a hypercube (Figure 2.1). In the

hypercube, the X and Y dimensions are often referred to as the spatial dimensions,

while the Z dimension is the spectral dimension. Each (X, Y ) set of coordinates, for

a fixed Z, is often referred to as a spectral band (shown as one of the different col-

ored images in Figure 2.1). Each spectral band then consists of spatial variations in

intensity measured at a specific wavelength. These variations in intensity represent

variations in reflectance, or absorbance, depending on the experimental and system

setup.

This hypercube representation allows for convenient comparisons with more

traditional imaging modalities. For example, a greyscale image can be defined as a
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Figure 2.1: Graphical representation of a hyperspectral hypercube. The X and
Y dimensions are the spatial dimensions, while the Z dimension is the spectral
dimension. The orientation of the axes was chosen to be consistent with the digital
representation of the hypercube.

single slice of the hypercube, whereas a traditional color image (RGB image) can

be thought of the image resulting by combining the intensities of the spectral bands

corresponding to the red, green and blue wavelengths. In reality, this analogy is not

entirely accurate since more in-depth colorimetric conversions are required to fully

generate a true RGB conversion from a spectral representation [10]. However, for a

first exposure to HSI, this interpretation helps to understand the principles behind

HSI. Another imaging modality, which is often times assumed to be the same as

hyperspectral imaging, is multispectral imaging (MSI). Much like HSI, MSI acquires

both spatial and spectral information and uses a hypercube as its main data struc-

ture. The key difference between both modalities is their spectral resolution. HSI

often collects information from contiguous spectral bands often separated by 2nm,
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5nm or 10nm, whereas MSI often collects information from non-contiguous spectral

bands, often separated by more than 50nm, but different criteria is used to classify

them [11]. Clearly, the decreased spectral resolution of MSI allows for decreased

acquisition times, since less information is acquired per image, but this comes at the

expense of decreased ability to resolve certain important spectral features. Care will

be taken during the remainder of this review to distinguish between the two.

2.1.2 General Hardware

A HSI hypercube contains both spectral and spatial information, therefore,

the hardware must involve a combination of spectrometry and optical imaging com-

ponents. In general, a HSI system will contain: a dispersive element, a set of optical

elements (i.e. lenses, objectives, mirrors, etc.), an illumination source and a detector

array.

Dispersive Elements

The dispersive elements are in charge of decomposing the incoming light into

its corresponding spectral constituents. There are multiple types of dispersive ele-

ments commonly used in medical HSI applications: monochromators, optical band-

pass filters and single-shot imagers, and as noted later, these will also be the key

distinctions between the different HSI modalities.

The monochromator based spectral elements involve either a prism or a grat-

ing element that allow incoming polychromatic light to be decomposed into its con-

stitutive spectra. A prism monochromator works under the principle that light of

different wavelengths will get bent at different angles upon exciting the prism, gener-

ating the constitutive spectra [12]. A grating monochromator uses a collimation-type

grid with different spacings between adjacent portions of the grid. If the spacing be-

tween adjacent grid columns is smaller than a given wavelength, only light under
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that wavelength will pass through the element. In principle, both types of dispersive

elements are capable of decomposing the incoming light into its constitutive spec-

tra, however, they are suitable for different applications. While allowing for high-

throughput transmission and minimal scattering above the UV and below the IR

range, prisms possess a non-linear wavelength dispersion, and limits applications to

the visible range. Furthermore, proper applications involve compound prism design

or complex detection optics in order to obtain the resultant spectra [13]. Grating ele-

ments, on the other hand, are less expensive than prisms, and allow for much simpler

and compact designs, but suffer from scattering and lower throughput [14]. A third

alternative to prism and grating elements is to use a prism-grating-prism element

(PGP) which combines the benefits of prism and grating elements in a cost-efficient

solution [15]. Due to the way monochromator dispersive elements work, they are

only capable of acquiring a single point or line of the imaged sample at a time.

Optical bandpass filters are the second way in which HSI systems can decom-

pose the incoming light into its constitutive spectra. As the name suggests, they

involve the use of a series of bandpass filters which are alternated in order to acquire

images at different bandpass ranges. An evident limitation of this approach, when

compared to monochromator based HSI systems, is that they have a much smaller

spectral resolution, therefore they are mostly used in MSI systems. Common ap-

proaches involving optical bandpass filters consist in using a filter wheel that can be

automatically rotated in order to acquire images at different wavelengths [16]. This

approach while convenient, it falls under the MSI domain.

As an alternative to mechanical control of the bandpass filters, electrically

controlled tunable filters are often used, allowing for faster acquisition and spectral

resolutions that fall under the hyperspectral domain. Currently, there are two main

types of tunable filters, liquid crystal tunable filters (LCTF) and acousto-optical

tunable filters (AOTF) [17, 18]. LCTF often consist of a series of birefirngent quartz

crystals which deform upon the application of a voltage. The deformation of the
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crystals leads to changes in the index of refraction of the system, which results

in a selective retardation of specific wavelengths of the incident light [17]. The

exiting light then goes through a polarizer that allows light with only a specific phase

retardation to go through, successfuly acting as a bandpass filter. Changes in the

applied voltage will allow for light of different wavelengths to go through, effectively

matching the applied voltage to the bandpass range of the filter. AOTF also involves

the use of birefringent crystals, but instead of using a fixed voltage to change the

curvature of the crystal, radio-frequency waves, modulated by a piezoelectric, are sent

through the crystal medium. The acoustic waves generated inside the crystal changes

its index of refraction and effectively changes the phase retardation of the incoming

light at different wavelengths [19]. Optical bandpass filters capture one wavelength at

a time, as compared to monochromators, where every single wavelength is captured

for the imaged line or point. Furthermore, optical bandpass filters allow for fine

tuned wavelength selection, allowing the HSI system to only acquire the required

wavelengths, expediting the image acquisition process.

A final type of type of dispersive element involves the use of a computer-

generated hologram, where spatial and spectral information are acquired simultane-

ously with a single acquisition. In this approach, a two-dimensional grating disperser

is used. The grating element generates multiple projections of the imaged region that

can be digitally reconstructed into a HSI [9]. A clear advantage of this approach is

the increased temporal resolution when compared with the other dispersive elements,

but it suffers from lack of both spatial and spectral resolution. In fact, many of the

applications involving the use of this approach actually fall under the MSI domain

given the limited spectral resolution [11].

Detector Array

The detector arrays used in HSI applications often involve a 2-dimensional ar-

ray designed to measure the light intensity that exits the dispersive element. The use
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of a 2-dimensional array significantly decreases acquisition time and computational

reconstruction, and is by far the most commonly used array geometry in HSI applica-

tions, although 1-dimensional line arrays can also be used for point-scanning systems

[20]. Among the different types of detectors that can be used for HSI applications

we find: charged coupled devices (CCD), intensified and electron multiplying CCDs

(ICCD and EMCCD), photomultiplier tubes (PMT) and complementary metal ox-

ide semiconductors (CMOS). PMT, ICCD and EMCCD are often used for low-light,

high temporal resolution applications since they require little light exposure in order

to generate the image, whereas CMOS and CCD devices require longer exposure

times in order to produce a high quality image. Furthermore, between CMOS and

CCDs, the latter are preferred since CMOS often have a much higher dark current

and noise than CCDs [6].

2.1.3 HSI Modalities

HSI has different modalities, all of which are distinguished by the way in which

the hypercube is generated, that is, they are distinguished by the type of dispersive

element used and how the dispersive element projects the acquired information into

the detector array. The three main types of HSI modalities are: spectral scanning,

spatial scanning and snapshot HSI. A summary of each modality and some clinical

uses are shown in Table 2.1.

Spectral Scanning HSI

Spectral scanning HSI systems (also referred to as staring HSI systems), as

the name suggests, generate the hypercube one spectral band at the time. There-

fore, during acquisition, the X and Y dimensions of the hypercube are projected

simultaneously onto the detector array, whereas each spectral band in the Z direc-

tion is obtained with subsequent acquisitions. Therefore, the hypercube is built by
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stacking subsequent acquisitions in the (X, Y ) plane at fixed Z values. This imaging

approach is achieved through the use of an optical bandpass filter dispersive element,

often consisting of a LTCF or a AOTF, as previously mentioned. Spectral scanning

systems take advantage of the fast transition times between selectable wavelengths

that LTCF and AOTF provide, allowing for relatively fast image acquisition. Fur-

thermore, AOTF can provide spectral resolutions of as low as 3nm [17]. Spatially,

however, they are limited by the field-of-view of the coupled optics, and by the

spatial resolution of the coupled filter (AOTF will have a lower spatial resolution

than a LTCF due to opto-acoustic effects) [6, 18, 17]. Biomedical applications for

spectral scanning HSI systems have involved the study of: burn wounds [21], breast

[22] and prostate cancer [23], diabetic wounds [24], tumor hypoxia [25], skin cancer

[26], hemorrhagic shock [27] and laparoscopic surgery [28]. Note that some of these

application such as the tumor hypoxia, laparoscopic surgery and hemorrhagic shock

monitoring require high temporal resolution.

Spatial Scanning HSI

Spatial scanning HSI systems scan the imaged region spatially while acquir-

ing all the spectral information during each acquisition. The two main types of

spatial scanning HSI systems are: the point-scan (wiskbroom) and the line-scan

(pushbroom) HSI systems. As the name suggests, in the point-scan HSI system,

the hypercube is constructed by acquiring a single spatial location at a time. Using

Figure 2.1 as a reference, in the point-scan HSI system, all the spectral compo-

nents in the Z direction for a fixed (X, Y ) spatial location are acquired at any given

time. Subsequent acquisitions then translate the imager or the imaging region in

the (X, Y ) plane, acquiring the spectral information from the entirety of the sample.

While having high spatial and spectral resolution, this approach suffers from very

low temporal resolution and therefore its applications are limited confocal-scanning

coupled approaches [29]. For the line-scanning HSI system, all elements in the Z
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direction for a given vertical line in the Y direction, at a fixed X, are acquired.

Subsequent acquisitions physically translate the imaging region in the X direction

in order for subsequent lines to be acquired. Therefore, the hypercube is built by

stacking subsequent acquisitions in the (Y, Z) plane at fixed X values. Based on the

way they operate, line-scanning HSI systems use monochromator based dispersive

elements coupled with a 2-dimensional detector array. This allows for high spatial

and spectral resolution at the expense of low temporal resolution, resulting from

the mechanical translation of the imaging region or of the imager itself. Biomedical

applications of spatial-scanning HSI systems have involved the study of: cutaneous

wounds [30], melanoma [31], intestinal ischemia [32] and gastric cancer [33], as well

as microarray DNA [34, 35] and quantum dot visualization [36]. Careful observation

of these applications shows that they do not require high temporal resolutions and

they can be implemented either in a large space or allow for translation of the imag-

ing stage, being ideal applications for the lower temporal resolution and required

translation of the sample characteristic of spatial-scanning HSI systems.

Snapshot HSI

Snapshot HSI systems acquire both spectral and spatial information in a single

image, hence the name snapshot. Snapshot HSI systems are based on the use of 2-

dimensional dispersion grating elements, or highly specialized prisms, that project

multiple views of the field-of-view into different quadrants of the detector array.

Each projection then contains spectral information from a single wavelength. This is

equivalent to having a 2-dimensional hypercube, where both the X and Y direction

are elongated by concatenating spectral bands from the Z dimension. Since both

spectral and spatial information are acquired simultaneously, a single acquisition is

required to generate the hypercube, which can subsequently be reshaped to exhibit

the canonical form shown in Figure 2.1. However, given that both spatial and spectral

information now have to be compressed into the same detector array, there has to be

11



a significant tradeoff in spatial and/or spectral resolution. This modality has been

used in highly specialized systems for ophtalmologic [9] and endoscopic applications

[37].

12



Table 2.1: Comparison of HSI modalities with corresponding biomedical applications.
Wavelength Selectability corresponds to the ability, of the specific modality, to
chose the acquisition of specific spectral bands. Partially adapted from Lu et. al. [6]
and Li et. al. [11]
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2.2 Hyperspectral Imaging and the Study of Oxy-

gen Transport in the Microcirculation

The circulatory system is in charge of the transport of nutrients and oxygen

accross the body. The oxygen transport in the circulatory system takes place at the

microcirculatory level in the domain of arterioles, venules and capillaries. Oxygen

transport in the microcirculation has been extensively studied using both isolated

cellular cultures and in vivo approaches. The use of cell cultures for the study of oxy-

gen consumption has elucidated many important metabolic pathways [39, 40], but

they are limited by the idealized environment of a cell culture, where often times, a

partial pressure of oxygen (PO2) dependence in oxygen consumption has been ob-

served [41, 42]. For this reason, the use of in vivo models are preferred in an attempt

to emulate the microcirculatory physiological environment as much as possible. This

section will review the commonly used methods for in vivo microvascular oxygen

measurements and compare them to HSI. A review of the literature on the use of

HSI for the study of the microcirculation in intravital microscopy studies is presented

at the end of this section.

2.2.1 Traditional Approaches for In Vivo Microvascular Oxy-

gen Measurements

The development of instruments and techniques for the measurement of in-

travascular O2 has a longstanding tradition. Some of the most widely used methods

include: O2 microelectrodes, phosphoresence quenching microscopy (PQM) and mi-

crospectrophotometry. A more detailed description of each of these approaches can

be found in [41, 43], but their comparison to HSI will be mentioned briefly.
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O2 Microelectrodes

The use of O2 microelectrodes is widespread in the literature. These Clark-

type electrodes consist of a polarized catalytic surface, which allows for O2 reduction

upon contact. The electrode is then calibrated with substances of different PO2, all

within the dynamic range of measurements that will be carried out in the system.

While the original designs for O2 microelectrodes had significant oxygen consump-

tion, improved designs such as the Whalen-type electrode, have significantly less

oxygen consumption [44, 45]. While O2 microelectrodes have been the preferred

method for measuring O2 in highly controlled environments such as cell cultures

[46, 47], they have also been adapted for use in vivo [48]. Many of the measure-

ments, however, are of perivascular PO2, since vessel penetration often lead to vessel

wall damage and platelet aggregation. This alone, significantly limits the applica-

tions of O2 microelectrodes to the measurement of perivascular PO2. In addition, the

measurements are highly sensitive to the perivascular environment and require the

constant use of perfusates such as phosphate-buffered saline to maintain proper pH

and temperature [44]. These are all disadvantages of the use of O2 microelectrodes

when compared to HSI, which does not require any special conditions, other than

exposure of the imaging area. Furthermore, HSI is a high-throughput approach, as it

allows to measure Hb O2 saturation (HbO2) across the entirety of the imaged region,

whereas microelectrode measurements are single-point measurements. An advantage

of O2 microelectrodes over HSI, however, is that they measure PO2 directly, whereas

HSI approaches rely on conversions from HbO2 to PO2 through the Hb disosciation

curve, which can vary in the presence of different pathological conditions. HSI is also

unable to measure PO2 in the absence of Hb (e.g. the perivascular tissue).
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Phosphorescence Quenching Microscopy

The use of phosphorescence quenching microscopy (PQM) for the measure-

ment of PO2 was developed in the late 80s by [42] and was originally applied to O2

saturated aqueous solutions. Filho and Intaglietta [49] were the first to apply the

technique in the microcirculation, specifically in a dorsal window chamber model of

a hamster. Intaglietta, Tsai and Cabrales subsequently adopted a widespread use of

the technique for a plethora of conditions [50, 51, 52], and is currently still used by

our research group. The technique consists in using phosphor that can be excited

by a pulse of light at a specific wavelength. After excitation, the phosphor decays

over time to resting state and in the process the energy is released in the form of a

photon (phosphorescence) or transferred to adjacent oxygen molecules (quenching).

Therefore, the decay in the fluorescence will be proportional to the amount of oxy-

gen molecules surrounding the phosphor, where more oxygen will result in increased

quenching and a faster fluorescence decay. This method offers tremendous advan-

tages over O2 microelectrode based approaches. Since it is an optical based approach,

it allows for oxygen measurements as long as the region of interest can be visualized

and as long as the phosphor is present in the region of interest. The most commonly

used phosphor is albumin-bound palladium-porphyrin, which after intravenous injec-

tion, is readily present in the microcirculation as well as in the surrounding tissues,

allowing for both intravascular and perivascular PO2 measurements. Much like O2

microelectrode measurements, PQM measurements are often confined to a very small

region-of-interest, requiring multiple measurements in order to cover a wide region of

the microcirculation. Furthermore, the palladium-porphyrin phosphor often leads to

long term toxicity, therefore the PO2 measurements can only be carried out acutely,

preventing the long term monitoring of the oxygen dynamics. Finally, it is also

known that the excitation of the phosphor leads to a certain amount of oxygen con-

sumption, which can affect the measurements to a certain extent. These limitations

are absent from a HSI based approach.
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Oxymetry

Microspectrometry, also known as oxymetry, has been widely used for the

study of the relative amounts of oxy- and deoxy-Hb present in the blood samples

[53]. In fact, oxymetry is one of the most commonly used methods for the non-

invasive measurement of oxygen saturation in clinical settings, by means of pulse

oxymeters [54]. This approach is the most similar to HSI, as it uses the changes

in the spectral properties of Hb when bound to oxygen to determine the changes

in Hb O2 saturation. HbO2 can be related to changes in PO2 by means of the Hb

dissociation curve. This approach has been employed in the microcirculation by

numerous research groups in the form of single and two-point measurements [55, 56].

Unlike HSI which makes use of the measurement of the spectral properties of Hb

at multiple wavelengths, oxymetry only makes use of two measurements, one at a

wavelength with significant differences bwteen oxy- and deoxy-Hb, and one at an

isosbestic wavelength, where the optical density of oxy- and deoxy-Hb is the same.

Then, making use of Beer-Ambert’s law, the relative abundances of oxy- and deoxy-

Hb can be found, yielding the Hb O2 saturation. Oxymetry can be thought of as

HSI in its most primitive form. The use of only two wavelengths makes oxymetry

extremely sensitive to scattering and instrument noise during measurements. It also

lacks any sort of spatial resolution, as the measurements are often carried out in a

single region-of-interest in which a spectrophotometer is focused.

2.2.2 Hyperspectral Imaging for Intravascular Oxygen Mea-

surements

Understanding the way intravascular O2 measurements have been tradition-

ally done one can see the advantages of using HSI. The most clear advantage is the

ability to combine high-throughput measurements with spatial resolution. All of the

other approaches are often confined to single-point measurements, requiring multiple
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measurements to be performed in order to acquire sufficient information about the

oxygenation state of the region-of-interest. Furthermore, while these measurements

can often be superimposed with images taken of the measured region, they often

require additional imaging approaches, lengthening the measurement process. With

the exception of oxymetry, the other approaches also require some sort of interaction

with the measure region. In the case of O2 microelectrodes, the electrode needs to be

placed as close to the measurement region as possible, and a perfusate must be used

in order to allow for a controlled environment. In the case of PQM, the excitation of

the palladium-porphyrin leads to a certain level of oxygen consumption in addition

to the tissue toxicity associated with the palladium-porphyrin itself.

The literature surrounding the use of HSI for intravascular oxygen measure-

ments has been dominated by oncological and neurovascular applications. Further-

more, much of the research has been done by the same research groups, using very

similar techniques and HSI modalities.

In the study of brain microvasculature and hemodynamics [57] provides a

comprehensive review of the current state of the literature. As shown in Table 1 of

[57], it is evident that the majority of the HSI approaches for the study of the brain

microvasculature involve the use of either spectral scanning or snapshot approaches,

with a single study carried out in the late 90s by Malonek et. al. [58] which used a

spatial scanning approach. The predominant use of spectral-scanning approaches lies

on the simplicity of the approach, as it does not really require large moving parts,

as the spatial-scanning approach does. However, this severely limits the spatial

resolution of the approach, constraining the imaging to a small region that is highly

dependent on the detector size and the lens magnification.

Intravital microscopy studies in peripheral window chamber models, such as

dorsal skinfold window chambers, follow a similar trend, with the vast majority of

the approaches involving the use of spectral scanning HSI approaches. At this point,

there has not been a comprehensive review of what is currently available in the lit-
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erature for this specific HSI application. The technique was originally pioneered by

Sorg et. al. [25] for use in the study of tumor microvasculature and hypoxia devel-

opment in a mouse dorsal window chamber model. The animal model consisted of a

4T1 mouse mammary carcinoma implanted inside the viewing region of the mouse

dorsal window chamber. The imaging system consisted of a LCTF based spectral

scanning system with a 5nm spectral resolution, a spectral range of 500−575nm and

a field-of-view of 2×2mm. In addition to measuring the spectra of hemoglobin, they

also used a fluoresence excitation-emission bandpass filter for detecting the emission

of green-fluoresence protein (GFP) bound to a HIF-1 transcription factor. The com-

bination of the HSI of the Hb O2 saturation and the fluoresence imaging of the GFP,

allowed to visualize tumor hypoxia in terms of the tumor microvasculature and the

internal tumor sensing environment. The results were promising and demonstrated

a successful use of HSI for the monitoring of intravascular Hb O2 saturation, which

had not been done before.

Following this preliminary study by Sorg et. al. [25], the technique was fur-

ther explored by colleagues and others, but preserving much of the original method-

ology. Wankhede et. al. [59] used the same system for the study of the effects

of thromboses and anastomoses in the microvascular oxygenation. They acquired

2× 2mm regions of the window chamber every 3 minutes in the presence of throm-

boses to study their effects on the intravascular O2 dynamics. Hanna et. al. [60]

implemented a very similar system for the study of the lung microvasculature in a

novel intravital lung-chamber preparation. In this study the HSI system was also

coupled with a fluorescence imaging system which allowed for the measurement of

fluorescently labeled red blood cells in order to calculate blood flow in conjunction

with Hb O2 saturation. Choe et. al. [61] used the same technique as [25] for tu-

mor microvasculature measurements as well as macrophage colocalization inside the

window chamber. They acquired 2× 2mm images along the entirety of the window

chamber. Each image took approximately 12 seconds to acquire, with 12 images
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required to cover the entire window chamber yielding about 1.5 minutes per image.

The images were acquired every 6 hours for analysis. This is the only study that uses

whole chamber imaging, but it is done in a discontinuous fashion, through individual

image stitching. Zhong et. al. [62] also used the same system for the study of the

effects of radiation in the tumor and surrounding microvasculature. He used a wider

field of view generating 6x6mm imaging regions at the expense of decreased spatial

resolution when compared to previous implementations of the system. Other similar

implementations of the LCTF spectral scanning system originally proposed by Sorg

et. al. [25] are summarized in Table 2.2.

In addition to the predominantly used LCTF spectral scanning systems, Hen-

dargo et. al. [63] proposed the use of a snapshot based system. Althrough it falls

under the MSI realm, it is still worth mentioning due to its superior temporal res-

olution when compared to the other approaches. The system consisted of a series

of beam splitters and optical filters which generated 4 different projections of the

field of view at 540, 560, 580 and 610nm. Since it is a snapshot based approach,

all 4 spectral bands were acquired at the same time, having an acquisition time of

0.5s. This proved useful because velocity measurements in slow flowing arterioles

and venules was calculated using information from one of the spectral bands. The

short acquisition time also allowed the study of hypoxia and reoxygenation dynamics

in an almost continuous fashion, but due to the limited imaging region, only a single

arteriole-venule pair was analyzed. Styp-Rikowska et. al. [64] also used spectral

scanning approach, but instead of using a LCTF, they used a varying monochroma-

tor that allowed to acquire images at different wavelengths which were subsequently

converted into a hypercube. The acquisition lasted approximately 30s and consisted

of an imaging window of 0.67 × 0.5mm. The measurements were done in the rat

mesentery and in mouse dorsal skinfold window chamber models. In addition to

spectrally measuring the Hb O2 saturation, they also measured the total Hb concen-

tration.
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In summary, it seems that the use of HSI for the in vivo study of the micro-

circulation has been mostly targeted towards tumor microvasculature studies. Some

studies generated timecoure data of oxygenation dynamics, but they were done at

either long timescales, or in a very small number of vessels due to spatial resolution

limitations. Therefore, there seems to be a lack of studies that address other key

physiological phenomena and compounds that can, and should be, studied at the level

of the microcirculation such as hemorrhagic shock. Previous HSI based hemorrhagic

shock studies used changes in skin and internal organ color, but did not involve direct

intravascular oxygen measurements [27]. Furthermore, by an overwhelming majority,

the HSI modality of preference was a LCTF-based spectral scanning system, which

might be ideal for small scale measurements of tumors and the perivasculature in

window chamber models, but lacks the spatial resolution to properly understand the

oxygenation state of the remainder of the window chamber, which can provide key

insights towards the general state of the microcirculation. It is true that stitching

approaches such as the one presented by [61] allow for a whole-chamber visualization,

they lack the temporal resolution for the study of oxygen dynamics during acute con-

ditions such as hypoxia onset, reoxygenation, ichemia-reperfusion and hemorrhagic

shock.
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Table 2.2: List of research articles that used HSI for the study of in vivo window
chamber animal models. FOV corresponds to the width of the imaged field-of-view.
Modality corresponds to the HSI modality used in the study. When appropriate,
the type of dispersive element is also mentioned. Acquisition Time corresponds to
the amount of time required to acquire a single hyperspectral image. Timecourse
represents whether subsequent images are acquired, and how often those images are
acquired. Spectral Range corresponds to the range of wavelengths of the recorded
spectral bands. Spectral Resolution corresponds to the separation between subse-
quently acquired spectral bands. Measurements Corresponds to the measurements
carried out with the HSI, as well as any other additional measurements carried out
with coupled imaging modalities.
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Chapter 3

Hyperspectral Wide-Field-Of-View

Imaging to Study Vascular

Microcirculation Dynamic

Changes During Hypoxia

3.1 Introduction

Hyperspectral imaging (HSI) has gained recent popularity in biomedical re-

search applications. The ability to process increasingly larger amounts of data and

the relatively easy accessibility to benchtop HSI systems has allowed researchers in

recent years to develop many HSI applications, which range from the experimental

to clinical setting[6]. The ability of HSI in determining the relative concentrations

of biologically relevant chromophores (i.e. hemoglobin and its derivatives) in a non-

invasive and non-destructive way, makes HSI an ideal tool for the study of microvas-

cular and angiogenic processes, including oxygen delivery and vascular morphology.

In the microcirculation, specifically in dorsal window chamber models, HSI
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usage has been focused in the study of tumor oxygen distribution [70, 72, 25] and an-

giogenesis [73, 74]. These studies often involve customized microscope setups which

are based on either snapshot or spectral scanning HSI [67, 63]. Many of these stud-

ies, since they are primarily focused in studying the regions near the tumor, often

ignore the oxygenation and morphological changes that occur in adjacent areas of

the microcirculatory network. Although dorsal window chamber diameters are on

the order of 12 to 15mm, depending on the species, previous HSI studies image re-

gions ranging between 2mm and 5mm, which correspond to less than 30% of the

chamber field of view imaged at any given time [63, 25, 70]. This prevents the use

of HSI to study larger scale phenomena such as microcirculatory network dynamics

and its regulation. Alternatively, instead of using a fixed field of view as in spectral

scanning or snapshot HSI, a linear scanning, or pushbroom, HSI system could be

used. In these systems a single fixed length line of the image is acquired at any given

time and the field of view is determined by the length of the acquired line and the

scanning distance, allowing for more flexibility in the size of the image in the scan-

ning axis at the expense of increased acquisition time. Pushbroom HSI systems have

been previously used for saturation and microcirculation studies in the brain and

the eye of cats and non-human primates respectively [58, 75], but not in the more

common murine window chamber model, where either spectral scanning or snapshot

HSI systems are more commonly used under the premise of being faster.

In this study, an off the shelf, benchtop, linear scanning hyperspectral imag-

ing system was used in order to acquire wide-field-of-view images in the horizontal

direction of hamster dorsal window chambers. Images were taken as the animals were

subjected to hypoxia and reoxygenation to obtain the dynamic changes in hemoglobin

(Hb) oxygen (O2) saturation and microvessel diameter of the entire microvascular

network. The acquired Hb O2 saturation maps were compared against phosphores-

ence quenching microscopy (PQM) measurements of oxygen tension (pO2) in the

same vessels.
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3.2 Methods

3.2.1 Animal Preparation

Animal handling and care followed the NIH Guide for the Care and Use

of Laboratory Animals and the experimental protocol was approved by the local

animal care committee. Studies were performed in 55 - 65 g male Golden Syrian

Hamsters (Charles River Laboratories, Boston, MA) fitted with a dorsal window

chamber. Details about hamster chamber preparation can be found in previous

studies [76].Briefly, animals were anesthetized with a 50mg/kg injection of sodium

pentobarbital. Dorsal hair was removed and sutures were used to lift the dorsal skin

from the back of the hamster, where a titanium frame, consisting of two symmetric

sides with a 15mm circular window, was positioned. On one side, within the circular

window, layers of the epidermis were removed until the blood vessels in the underlying

dermis could be observed. The exposed tissue was then covered with a glass coverslip.

Animals were allowed two days to recover prior to performing the experiments.

3.2.2 Hyperspectral Image Acquisition

A Pika-L hyperspectral imaging system with a mounting tower, linear trans-

lation stage and stabilized lighting assembly (Resonon, Bozeman, MT) was used for

image acquisition. The Pika-L system has a spectral range between 390-1020nm,

a spectral resolution of 2.1nm, and a spatial resolution of 900 pixels per line. The

lighting assembly consisted of 4 broadband halogen bulbs angled at 45o towards the

imaged region. All 4 bulbs were controlled simultaneously through an Arduino con-

trolled power relay (Digital Loggers, USA), which allowed to synchronize the image

acquisition with the lighting in order to prevent excessive heat exposure in the an-

imal during the experiment. A variable magnification VariMagTL telecentric lens

(Edmund Optics, Cupertino, CA) was used as an objective with a maginification
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of approximately 2.5X. The variable magnification allowed for minor adjustments in

the field of view without the need of vertically translating the imaging stage. Im-

ages were taken at a continuous linear scanning speed of 0.8mm/s, a framerate of

218Hz and an integration time of 4.4ms. A total of 2900 lines were scanned in the

horizontal direction to cover an entire horizontal region of the chamber with each

image (Figure 3.1A). Therefore, each image consisted of a 2900 × 900 × 300 hyper-

cube, which resulted in an image size of 15mm × 4.5mm with a spatial resolution

of 5µm/pixel in the spatial dimensions and wavelengths between 390-1020nm, with

a spectral resolution of 2.1nm in the spectral dimension. Each image was acquired

in 14.5 seconds, with 20 more seconds required for image transmission and storage

onto the computer. While the transmission and storage time are limiting factors in

this case, the image acquisition time is comparable to the 12.5s per image reported

in [72], and the 31s per image reported in [70], both of which used spectral scanning

HSI. It is unclear, however, whether these reported times include image transmis-

sion and storage, or not. Furthermore, previous studies only cover spectral ranges

of about 150nm, and 30% of the chamber in any direction, whereas in the proposed

approach a spectral range of 600nm is covered, with 100% of the chamber covered

in the horizontal direction. All images were acquired through a customized Python

script that, simultaneously, interfaced with the light source power relay through an

Arduino Uno microcontroller, and coordinated image acquisition through the Spec-

tronon hyperspectral acquisition software (Resonon, Bozeman, MT).

3.2.3 Hyperspectral Image Preprocessing

All analyses were done through custom Python scripts in a personal Laptop

computer with Windows 10, 16Gb RAM and a 2.4GHz processor. After acquisition,

images were truncated and resampled in the spectral domain between 500− 590nm,

with a spectral resolution of 2nm. The spectral resampling allows the spectral sam-
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pling of the hypercube to match the spectra sampling of the reference spectra used to

generate the HbO2 saturation maps. This reduced each image into a 2900×900×45

hypercube. To correct for impulse noise, such as salt-and-pepper noise, a 2D mean

filter with a 5 × 5 kernel was applied in the spatial domain at each spectral band.

To optimize the mean filter implementation across all spectral bands, a 5 × 5 × 45

kernel was used instead of the conventional 2D kernel. Each component in the third

dimension of this 3D kernel consisted of a 5 × 5 matrix, with all elements having a

value of 1/25. This allowed to compute the convolution of the kernel with the image

simultaneously at every spectral band, taking advantage of Python’s broadcasting

functionality. Following the mean filter, a Savitzky-Golay filter with a 4th order

polynomial and a window length of 23 was applied across all spectral bands for a

given pixel spatial location [77].

After filtering, the 560nm band was used in order to create a vessel mask

through reflectance intensity thresholding. Other approaches for generating vessel

masks have been proposed, such as the use of Gabor filter banks and connectivity

based approaches [63, 78]. However in the proposed application, only similar or worse

performance was obtained with these apporaches when compared to simple intensity

thresholding. The intensity thresholding approach is based on the fact that dermal

tissue reflectance is larger than vessel reflectance at the 560nm spectral band. The

threshold value was determined at one standard deviation below the mean intensity

of all the pixels at the 560nm spectral band. Subsequently, after the vessel mask

was obtained, the spectral dimension was rescaled to have a minimum reflectance of

0 and a maximum reflectance of 1 at each pixel. That is, the spectra at each spatial

location ranged between 0 and 1. Essentially, this spectral rescaling serves as a per-

pixel scattering correction factor, which brings the reference and measured spectra

to the same range, easing the spectral unmixing process. Traditional approaches

make use of an effective scattering coefficient for the sample in question, in this

case, the effective scattering coefficient for hamster skin would be used. However,
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the effective scattering coefficient, while wavelength dependent, is often assumed to

be the same across the entirety of the sample. This is not always the case, as there

might be inhomogeneous illumination across the sample. Furthermore, for the dorsal

window chamber, different types of connective tissue will also be present within the

field of view, causing the assumption of a homogeneous scattering function to be

further invalidated. Instead, using the spectral rescaling approach, a pixel depen-

dent scattering correction is applied across the entire sample, and since the reference

spectra is also rescaled with the same approach, the spectral unmixing is significantly

improved.

3.2.4 Hemoglobin Oxygen Saturation Map

Reference deoxy- and oxy-hemoglobin reflectance spectra were used as the

pure spectral endmembers during spectra unmixing. The reference oxy-hemoglobin

spectra was acquired from rat hemoglobin taken from hemolized blood of a sin-

gle donor. The reference deoxy-hemoglobin spectra was acquired from the same

hemoglobin sample treated with excess sodium ditionite [79]. Absorbance was mea-

sured with a benchtop spectrophotometer (Ocean Optics, FL) sampled at 2nm inter-

vals between 500−600nm. Conversion between measured absorbance and reflectance

was done through the approximation R(λ) = log (1/A(λ)), where R(λ) corresponds

to the reflectance at a given wavelength, λ, and A(λ) corresponds to the absorbance

at that same wavelength. Using a modified version of Beer’s law, as described ex-

tensively before [63, 25, 70], the reflectance at a given pixel can be written as

R(λ) = bo + CHbRHb(λ) + CHbORHbO(λ) (3.1)

where CHb and CHbO correspond to the relative concentrations of deoxy- and oxy-

hemoglobin respectively, and bo is a constant term that accounts for variation in

intensity from the source. The commonly used scattering term is not necessary due

to the spectral rescaling of the image described previously. The above relationship
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was formulated as a least squares problem expressed as

C =
(
XTX

)−1
XTY (3.2)

where X is an M×N matrix with M corresponding to the number of spectral bands,

and N = 3, where the first two columns correspond to RHb(λ) and RHbO(λ), and the

third column is populated by ones. Y is an M ×K matrix corresponding to the two

dimensional reshaped hypercube with K corresponding to each pixel in the spatial

dimension, and M to each band in the spectral dimension. Consequently, C is then

an N ×K matrix populated by the respective CHb, CHbO and bo for each pixel in the

K dimension. This formulation allows for an efficient vectorized calculation of the

relative doxy- and oxy-hemoglobin abundances. Finally, the hemoglobin saturation

at any given pixel was then found by Sat = CHbO/(CHb + CHbO).

3.2.5 Automated Diameter Measurement

Automatic diameter measurement was performed in user selected rectangular

regions of interest (ROIs). For automatic vessel diameter estimation, the boundaries

of the vessel were first extracted through a Canny edge detection algorithm [80].

After edge detection, the location of the points corresponding to the edges were

subjected to a density-based spatial clustering of applications with noise (DBSCAN)

unsupervised clustering algorithm [81], under the assumption that each boundary

(i.e. left or right boundary) will belong to a different cluster. After the left and

right boundary clusters were determined, the centroid of each cluster was calculated,

and the distance between both centroids was used as the average diameter of the

vessel within the specified ROI. The robustness of DBSCAN prevents extraneous

edge points from interfering in the calculation of the cluster centroid.
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3.2.6 Phosphoresence Quenching Microscopy

The resulting saturation maps were compared to direct measurements of in-

travascular pO2 using phosphoresence quenching microscopy (PQM) following meth-

ods described in previous studies [50, 82]. Briefly, PQM is capable of determining

intravascular pO2 based on the O2-dependent quenching of albumin-bound poly-

porphyrin upon pulsed light excitation. The decay in the fluorescense after light

excitation is proportional to the pO2 in the vessels. After intravenous injection of

polyporphyrin into the animal (0.05µL), PQM measurements of the pO2 were done in

regions of interest (ROI) of about 15µm radially and 40µm longitudinally, centered at

locations such as those shown by the arrows in Figure 3.1B. pO2 measurements were

converted to Hb O2 saturation values the hamster blood Hb O2 dissociation curve

(Hill curve) [83], and were compared to the saturation values obtained through the

proposed HSI methodology, determined by the average saturation in a ROI centered

in the same place as the one used for PQM measurements, but with the entire radial

component of the vessel and 0.5mm in the longitudinal component.

3.2.7 Hypoxia and Reoxygenation Protocol

Hamsters were subject to hypoxia and reoxygenation following an approach

similar to previous studies [84]. Briefly, the animals were restrained in an hollow

acrylic tube with a sideways slit through which the chamber could protrude. The

opening of an inflow tube, was connected to the restraining tube, and compressed

room air at 21% oxygen was allowed to flow for 10 minutes prior to the beginning

of the experiment. After 10 minutes, the animals were subjected to 8% oxygen for

9 minutes and recovered for 9 minutes with compressed room air at 21% oxygen.

Hyperspectral images of the chamber were taken at the beginning and every 45 sec-

onds for a total of 11 images per stage (i.e. 11 for hypoxia and 11 for hypoxia

reoxygenation). After image acquisition, images were processed following the pro-
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B.

A.

Figure 3.1: A. Grayscale image of the dorsal skinfold window chamber. Scale bar
corresponds to 2.14mm. The black rectangle represents the analyzed region. B.
Resulting hemoglobin saturation map with venules (V) and arterioles (A) labeled.
Scale bar corresponds to 1mm. Arrows point to the center of the rectangular region of
interest analyzed for comparison with the PQM measurements, and where saturation
and diameter measurements were performed.

posed methodology. Despite having continuous saturation maps, discrete ROIs were

selected in order to quantify the results. A total of 5 arteriole and 8 venule ROIs

were selected in each preparation, allowing for 20 arteriole and 32 venule saturation

measurements at each hypoxia/reoxygenation timepoint.

3.2.8 Statistical Analysis and Curve Fitting

The r2 value of the spectral least-squares fit at every pixel was calculated

within the same custom Python script using the relationship,

r2 = 1−
∑

λ

(
R(λ)− R̄

)2∑
λ

(
R(λ)− R̂(λ)

)2 (3.3)
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where, at any given pixel, R̄ corresponds to the mean value of the reflectance spectra,

R(λ) corresponds to the reflectance spectra at wavelength λ, and R̂(λ) corresponds

to the spectra resulting from the least squares fit at wavelength λ.

For the HbO2 saturation and diameter timecourses during hypoxia and reoxy-

genation, datapoints are presented as mean ± standard deviation. The timecourses

were curve fitted using GraphPad Prism 7 (GraphPad, San Diego, CA), making use

of the built-in sigmoidal and exponential association and decay equations. Goodness

of fit was assessed through r2 analysis. The PQM derived saturation measurements

were compared with the HSI derived measurements by comparing the linear rela-

tionship between the two, to the relationship between two identically performing

measurement systems (a slope=1 line).

3.3 Results

The biggest advantage of using a spatial scanning HSI system is the ability

to image large fields of view. For microcirculation studies this proves particularly

useful, as it allows for the imaging of a wide enough region to quantify the global

state of the microcirculation at any given time. Figure 3.1A shows an example of

an imaged region with respect to the rest of the chamber, and Figure 3.1B shows

the resulting saturation map, after processing with the proposed methodology. The

arrows pointing towards arterioles and venules in Figure 3.1B show examples of the

center of the ROIs used for saturation, diameter and PQM analysis. The r2 value of

the least-square fit at every pixel, for all analyzed HSIs, was at least 0.85, with the

majority above 0.95.

3.3.1 Image Processing

The output of every stage of the image processing pipeline, for a single HSI,

is shown in Figure 3.2. Observing the original RGB reconstructed image, it can be
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Figure 3.3: Scatterplot of PQM derived and hyperspectrally derived saturation values
for 10 vessels measured accross 2 different animals. The black line represents the 0-
crossing best fit line for the measurements (RMSE=0.043), and the dashed red line
represents the expected best fit line if the measurements were to match exactly.

seen how there is a significant amount of salt-and-pepper noise present in the image.

The presence of noise is even more noticeable in the spectral dimension, as shown

in in Figure 3.2B, where the spectrum of a single pixel is shown. After application

of the mean filter, the salt-and-pepper noise present in the image was significantly

reduced, as was the noise in the spectra. Finally, the Savitzky-Golay filter seems

to have an indistinguishable effect in the image after the mean filter. However a

greater effect is seen in the spectra, where it seems to generate a much smoother

final spectra. The multiplication of the binary vessel mask and the HSI, generates

a tissue-free HSI, over which the spectral unmixing can be performed through the

least-squares approach proposed. Figure 3.2C shows the resulting least-squares fit

on the filtered spectra shown in Figure 3.2B, which had an r2 value of 0.97.
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3.3.2 PQM Validation

A scatterplot of PQM and hyperspectrally derived saturation measurements

in the vessels shown in Figure 3.1B (n=10 vessels), is presented in Figure 3.3. The

zero-crossing best fit line had a root mean squared error (RMSE) of 0.043, and a

slope of 1.065, compared to the slope of 1 in the ideal measurement line.

3.3.3 Hypoxia and Reoxygenation Timecourse

Figure 3.4 shows the resulting saturation maps acquired at baseline, after

hypoxia, and at 1.5, 2.25, 3 and 8.25 min during reoxygenation. The HbO2 saturation

timecourse, as measured at specific arteriole and venule ROIs is shown in Figure 3.5A-

B shows the resulting exponential decay in the HbO2 saturation during hypoxia.

The fitted exponential decay for the venules has a τ value of 0.55 compared to a τ

of 0.70 for arterioles, suggesting a faster decay for the venules. Figure 3.5B shows

the reoxygenation HbO2 saturation timecourse, where the arteriole roxygenation is

modeled as an exponential recovery, and the venule reoxygenation is modeled as a

sigmoid.

Diameters of the ROIs analyzed previously were measured using the proposed

approach during hypoxia and reoxygenation. Their respective timecourses are shown

in Figure 3.6. The final diameter during hypoxia was used as the initial diameter

during reoxygenation. During hypoxia, arterioles vasoconstricted by approximately

20% of their initial value, and followed an exponential decay. Venules increase in

diameter by approximately 10% following an exponential recovery. On the other

hand, during reoxygenation, arterioles followed a sigmoidal increase in diameter of

40% relative to the end of hypoxia. During reoxygenation, venules followed a sig-

moidal decay of 10% relative to the end of hypoxia. These results show that during

hypoxia and reoxygenation the changes in diameter are grater for the arterioles than

the venules.
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Figure 3.5: A. and B. show saturation changes during hypoxia and reoxygenation
in arterioles and venules, respectively. In A., lines represent non-linear exponential
decay fits (r2 = 0.91 for arterioles and r2 = 0.96 for venules). In B., lines repre-
sent non-linear fits, with an exponential recovery for arterioles (r2 = 0.98), and a
sigmoidal recovery for venules (r2 = 0.98).

Figure 3.6: Diameter changes during hypoxia A., and reoxygenation B. in arterioles
and venules. In A., lines represent non-linear fits, with an exponential decay for
arterioles (r2 = 0.99), and an exponential recovery for venules (r2 = 0.88). In B.
lines represent non-linear fits, with a sigmoidal recovery for arterioles (r2 = 0.75),
and a sigmoidal decay for venules (r2 = 0.86).
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3.4 Discussion

The results presented in this study indicate that hyperspectral wide-field-of-

view imaging with the proposed methodology can detect dynamic changes in HbO2

oxygen saturation and vessel diameter during hypoxia and reoxygenation.

Comparison of the PQM measured saturation and the HSI measured satura-

tion suggests small differences between the two approaches across a wide range of

HbO2 saturation values, which suggests consistency in the HSI methodology. To our

knowledge, this is the first time a HSI approach has been validated through an in vivo

approach in the microcirculation. The difference in slope between the measurement

best-fit and the ideal measurement suggests that a small linear correction factor could

suffice to eliminate most measurement discrepancies between the two approaches. It

is worth noting, however, that the errors seem to increase as saturation decreases, or

as the relative abundance of oxy-hemoglobin approaches zero. This is a limitation

of the HSI measurement approach, since the least-square fit seems to underperform

when fitting pure spectra, unless the spectra exactly matches the reference spectra.

Therefore, the performance of the fit is better if the relative abundances of oxy- and

deoxy-hemoglobin are larger than zero, than if they are closer to zero. This behavior

is likely to be due to the fact that the error function will increase when the abun-

dances of either oxy- or deoxy-hemoglobin species decrease. In the presence of pure,

or almost pure absorbances of either oxy- or deoxy-hemoglobin (i.e. fully oxygenated,

or fully deoxygenated blood), then the presence of random noise is more detectable

as any small deviations from the pure spectra will suggest the presence of the other

species. Finally, conversion between the reflectance and absorbance domain is also

an approximation, which can increase discrepancies between the reference spectra

and the measured image spectra, leading to a larger error during the fit.

The hypoxia and reoxygenation dynamics measured by the wide-field-of-view

HSI approach also proved to be consistent with physiological behavior. Hypoxia

43



timecourse HbO2 saturation shows a faster decay for the venule saturation than for

the arteriole saturation, as shown by the different τ values of the decay. This indicates

that as hypoxia is prolonged, most of the O2 in the blood is delivered to the tissues to

compensate for the metabolic demand. This results in less O2 arriving to the venules

at any given time, consequently leading to a faster decay of the venule saturation

relative to the arterioles. Differences in the steady state values for arterioles and

venules are also noticeable (Figure 3.5A), suggesting the presence of more oxygen in

arterioles than in venules at any given time. The reoxygenation timecourse in Figure

3.5B shows interesting dynamics, where the arteriole reoxygenation is modeled as an

exponential recovery, whereas the venule reoxygenation is modeled as a sigmoid. This

is consistent with previous studies in skeletal muscle [85]. The initial plateau phase

in venule reoxygenation is evidence of a delayed recovery of the venules, relative to

the arterioles, likely due to the need for the tissue to recover prior to the recovery of

the Hb O2 saturation in the venules. This supports the idea of two ”pools” of O2,

in the tissue and in the venules, where the recovery in the venules takes place only

when the recovery of the tissue pool has been completed.

The proposed methodology was also capable of determining dynamic changes

in microvessel diameter. The results show that in both hypoxia and reoxygenation,

the change in diameter is grater in arterioles than in venules. This is consistent with

the increased presence of smooth muscle in arterioles. Classically, it is expected for

arterioles to dilate during hypoxia in order to allow for the increased blood flow to

increase oxygen delivery (e.g. Hypoxia vasodilation) [86]. However, hypoxia vasodi-

lation is mostly observed in vital tissues, whereas connective tissue (e.g. skin) and

muscle contract during hypoxia to allow increased O2 delivery to vital tissue. Relat-

ing the HbO2 saturation and diameter timecourses, one can see that during hypoxia,

an exponential decay in saturation, is met with an exponential decay in arteriole

diameter and an exponential recovery in venule diameter, both with τ values of ap-

proximately twice as those of the Hb O2 saturation recovery. During reoxygenation,
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diameter changes involve sigmoidal responses in both types of vessels. This suggests

that while there is a continuous change in diameter during hypoxia, more abrupt

changes take place during reoxygenation. A plausible explanation for this behavior

during reoxygenation also involves need to replenish the tissue O2 pool before recov-

ering venular saturation. This study confirms that the saturation in the arterioles

recovers fast relative to the venules, since they can be thought of as the main source

of oxygen to the tissue. Vital tissues recover their oxygen at the beginning of reoxy-

genation, therefore, the diameter of the arterioles in the dorsal window, a non-vital

tissue, will remain constricted. As the vital tissues recover their oxygen, arterioles

in other non-essential tissues will begin to dilate to allow their oxygen to recover.

In fact, the arterioles over-dilate by about 10% of their original value in an attempt

to compensate for the decreased oxygenation in dorsal window after recovery of the

vital-tissue oxygenation. These changes in diameter also reflect the regulatory blood

flow changes in the central circulation during hypoxia and reoxygenation.

One limitation of this study is the processing time for the HSI after acquisi-

tion. The illustration of the processing pipeline shown in Figure 3.2 provides insight

as to how the saturation maps are generated. The average processing time for a

single image is approximately 4.5 minutes, with the mean filter and the spectral

resampling taking about 2 minutes each, the Savitzky-Golay filter about 8 seconds,

and the intensity masking, spectral rescaling and least-squares fit taking less than a

second each. These performance times suggest that the most time consuming portion

of the processing pipeline is the pre-processing stage, which includes the spatial and

spectral filtering as well as the spectral resampling. Future implementations should

aim to reduce the need for spectral resampling, by using reference spectra acquired

by the same imaging system, or to reduce the need for a mean filter by increasing

the detector quality. Alternatively, these post-processing tasks, due to their highly

iterative nature, could be parallelized through GPU parallel computing approaches

for improved performance.
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Although this study only includes hypoxia and reoxygenation, other animal

models (e.g. anemia, hemorrhage, etc) can be performed and other animal prepara-

tions such as cremaster muscle preparations and cranial windows can be used as a

means of expanding the applications of the proposed methodology in those models.

Future studies will aim to use the proposed HSI approach to study the morphology

and saturation relationships presented in this study in more detail, as well as in dor-

sal window models during hemorrhagic shock/resuscitation, mild and severe anemia,

and in combination with hemoglobin-based oxygen carriers. This latter will aid in

understanding the oxygen carrying capacity and the oxygen delivery of novel blood

substitutes, when compared to regular blood transfusions, and their implications in

the microcirculation.

3.5 Conclusion

The results presented in this study show that spatial scanning wide-field-of-

view hyperspectral imaging is can generate HbO2 saturation maps of the entirety

of the window chamber. Furthermore, the imaging approach has sufficient temporal

resolution in order to detect dynamic morphological and HbO2 saturation changes

during hypoxia and reoxygenation. The reported system enables microcirculation

dynamic functional imaging for broad experimental and clinical applications.
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Chapter 4

Modeling Acute Hypoxia

Dynamics in Mouse Dorsal

Window Chamber Models

In the previous chapter the use of HSI for the study of hypoxia dynamics was

illustrated in a hamster window chamber model. In this chapter, the same system

will be used to study hypoxia dynamics in a mouse window chamber model. While

the approach used is identical to the one described in the previous chapter, mouse

models seem to behave differently during reoxygenation. Specifically, the response to

hypoxia seems to be different after subsequent hypoxic cycles. Furthremore, during

reoxygenation, mice seem to have a transient overshoot in venular, and to a much

lesser extent, arteriolar saturation. This transient overshoot behaves similarly to

what one would observe in the presence of reactive hyperemia, upon occlusion of a

blood vessel. This chapter will explore this behavior and present a simple second

order linear system capable of modeling it.
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4.1 Introduction

The study of the effects of hypoxia has significant clinical relevance. Con-

ditions that decrease oxygen availability to vital tissues such as hemorrhagic shock

and ischemia are common clinical emergencies, whose damage is mostly associated

to the effects hypoxia has in the body. The presence of hypoxia often induces a series

of cellular and metabolic cascades in an attempt to mitigate the decrease in oxygen

supply. Among the metabolic changes, the most prominent one is the increase in

anaerobic glycolitic activity [87], which is highly controlled by the upregulation and

stabilization of hypoxia inducible factors (HIF) [88]. Another known mechanism re-

sulting from hypoxic insult is the generation of reactive oxygen species (ROS), which

has also been tied to the increased expression of HIF [89]. These, as well as other

metabolic and signaling cascades, are present to some extent in all mammalian cells

[90]. Of particular importance, however, is the response of endothelial cells to hy-

poxic insult. Endothelial cells are the first line of contact with the hypoxic insult,

since they have direct exposure to the blood supply. Through specialized mecha-

nisms such as nitric oxide (NO) release and other still somewhat unclear pathways,

endothelial cells vasodilate and vasoconstrict in a preferential manner in an attempt

to increase bloodflow towards preipheral tissues [91]. This endothelial hemodynamic

response is of key importance in the microcirculation, where the majority of oxygen

transport takes place.

Studies of the effects of hypoxia in the microcirculation have been carried out

extensively [92, 85]. Common techniques for the measurement of oxygen in the micro-

circulation and peripheral tissues during hypoxia experiments include O2 microelec-

trodes [85] and phosphoresence quenching microscopy (PQM) based approaches [92]

in canine skeletal muscle and rat cremaster muscle preparations, respectively. Newer

techniques such as hyperspectral imaging (HSI) have also been used for the study

of tumor hypoxia and microvasculature in window chamber models [25, 63], and in
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the retinal microcirculation of rabbits [38] and non-human primates [75]. Studies in

humans using transcutaneous measurements [93] and pulse oximetry [94, 95] have

also been done, although they measure volume averaged effects as single microves-

sel oxygenation can not be assessed through these methods. Many of these studies

have presented the intravascular or perivascular changes in oxygen during and after

the hypoxic insult. Little focus, however, has been done to attempt to model such

responses with a mathematical model.

In this study, HSI of the a mouse window chamber model was used to study

hypoxia dynamics after repeated cycles of hypoxia. A mathematical model, based on

a second order linear system was developed to fit the observed changes in hemoglobin

oxygen saturation (HbO2) during hypoxia and reoxygenation. Differences in the

behavior of arterioles and venules during hypoxia and reoxygenation were assessed

using the developed model.

4.2 Methods

The HSI system, the HSI processing pipeline and the animal preparations are

identical to those described in Chapter 3, with the exception that uncatheterized

C57 mice instead of Golden-Syrian Hamsters were used in this study. Please refer to

the corresponding sections in that chapter for more details.

4.2.1 Hypoxia/Reoxygenation Protocol

The hypoxia/reoxygenation protocol is similar to the one described in Chapter

3. C57 mice (n=4) implanted with a dorsal window chamber were placed into a hollow

acrylic restraining tube with a side slit that allowed for chamber visualization. The

side of the restraining tube was connected to an outflow of pressurized air that either

contained 21% O2 or 8% O2. The source of the air was controlled through a manual

flow regulator (Cole-Palmer, Vernon Hills, IL). The mice were initially placed at
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21% O2 for 10 minutes to allow for the animal to acclimate to the tube environment.

After acclimatization hypoxia was induced by flowing 8% O2 pressurized air for 10

minutes. After hypoxia, reoxygenation was carried out for 20 minutes by flowing

21% O2 pressurized air. After the 20 minutes, the same hypoxia/reoxygenation cycle

was repeated 2 more times, for a total of 3 hypoxia/reoxygenation cycles per animal.

4.2.2 HSI Acquisition

Using the experimental setup described in Chapter 3, the automated imag-

ing script was set to record 30 images, at 1 minute between each image, for each

hypoxia/reoxygenation cycle. This resulted in one picture every minute through-

out the entirety of the hypoxia/reoxygenation process. This was repeated for each

hypoxia/reoxygenation cycle for a total of 90 images per animal.

After image processing following the same pipeline as described in Chapter

3 and shown in Figure 3.2, regions of interest within arterioles and venules were

selected for analysis of the Hb O2 saturation at each measured timepoint. The same

arterioles and venules were selected across timepoints and hypoxia/reoxygenation

cycles for any given animal. On average 2 arterioles and 2 venules were measured

for each animal, and 1-2 regions within those arterioles and venules were selected for

analysis. Selection of arterioles and venules was determined by their visibility and

permanence within the field-of-view across all timepoints and cycles.

4.2.3 Second Order Linear System Model

A second order linear system can be described by the general second order

differential Equation 4.1

τ 2
d2Y

dt2
+ 2ζτ

dY

dt
+ Y = X(t) (4.1)

where Y (t) corresponds to the output variable of the system and X(t) is the forcing

function of the system [96]. For this specific application, the input to the system will
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be the experimental changes in O2, and the system itself would be the mouse window

chamber microcirculation. For this specific model, Y (t) would correspond to the

hyperspectrally measured HbO2, whereas the forcing function X(t) will correspond

to the changes in the external O2 source.

The transfer function for such a system is given by Equation 4.2

Y (s)

X(s)
=

1

τ 2s2 + 2τζs+ 1
(4.2)

where s is the independent variable in the Laplace domain. From this expression,

it is then evident that the dynamics of the second order system are dominated by

the input forcing function X(s) and the constants τ and ζ, where τ corresponds to

the natural period of oscillation in the absence of damping, and ζ corresponds to the

damping ratio of the system.

In the proposed experimental setup, the input O2 flow into the mouse can

be considered as an on-off response. In other words once the hypoxic air flow is

activated, it is assumed that all the normoxic air is immediately displaced from the

environment such that the mouse is only breathing hypoxic air. The same assumption

is made for the reoxygenation period, when hypoxic air is turned off and normoxic air

is made available again. This assumption is expected to be valid as long as there is

significant convective flow from the inflow system, which is the case for the proposed

experimental preparation. Other modeling attempts for similar applications have

made use of a similar assumption [97]. Given this, the input to the system X(t)

can be modeled as an input step response of magnitude α, such that the Laplace

transform for the input yields X(s) = α
s
. With this, the output of our system then

becomes

Y (s) =
α

s

1

τ 2s2 + 2τζs+ 1
(4.3)

The solution to this equation will depend on the nature of the roots in the
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polynomial of the denominator. To illustrate this, Equation 4.3 can be rewritten as

Y (s) =
α

s

1(
s+ ζ

τ
+

√
ζ2−1

τ

)(
s+ ζ

τ
−
√
ζ2−1

τ

) (4.4)

From this expression, three different scenarios can be derived: the case when ζ > 1, or

the overdamped case, the case when ζ = 1, or the critically damped case, and the case

when ζ < 1 or the underdamped case. Study of the experimental results obtained

for the HbO2 response in arterioles and venules in the mouse window chamber after

restoration of normoxic air suggests the presence of an underdamped response. This

means that ζ < 1 for our system, which yields the solution for Equation 4.4 to be

given by

Y (t) = C1 + e−
ζ
τ
t

(
C2cos

√
1− ζ2 t

τ
+ C3sin

√
1− ζ2 t

τ

)
(4.5)

where the original constant α is absorbed into the constants C1, C2 and C3

[96]. With this equation available, then C1, C2, C3, ζ, and τ are all parameters

that were fitted through a traditional least-squares approach given Y (t) and t, where

Y (t) corresponds to the measured Hb O2 saturation, and t the time at which it was

measured.

4.2.4 Statistical Analysis and Curve Fitting

The average value for the Hb O2 saturation per timepoint for all arterioles,

and separately, for all venules was used to generate the Hb O2 hypoxia/reoxygenation

timecourses. The reoxygenation timecourses for each of the three hypoxia/reoxygenation

cycles were curve fitted to the proposed second order linear model using a least-

squares approach through GraphPad Prism 7 (GraphPad, San Diego, CA). r2 values

were calculated for every fit. Due to natural variability between animals, a new set

of fits were generated for each animal. Arterioles and venules also received a different
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fit, resulting in a total of 6 different fits per animal. Unless otherwise noted, error

bars represent the standard deviation of the measurements.
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Figure 4.1: Arteriolar HbO2 saturation timecourse during multple hy-
poxia/reoxygenation cycles for 4 different mice (M1-4). Yellow, blue and red lines
represent cycles 1, 2 and 3 respectively. Black arrow represents timepoint at which
21% O2 flow was restored. Error bars represent standard deviation of the HbO2

saturation across all measured arteriolar regions of interest.
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Figure 4.2: Venular HbO2 saturation timecourse during multple hy-
poxia/reoxygenation cycles for 4 different mice (M1-4). Yellow, blue and red
lines represent cycles 1, 2 and 3 respectively. Black arrow represents timepoint at
which 21% O2 flow was restored. Error bars represent standard deviation of the
HbO2 saturation across all measured venular regions of interest.
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4.3 Results

4.3.1 Hypoxia/Reoxygenation Timecourses

The corresponding timecourses for hypoxia/reoxygentaion for each animal are

shown in Figures 4.1-4.2. Each cycle is plotted on the same graph for each animal

M1-4. Hypoxia is started right after the first datapoint at t = 0 and reoxygenation

after the black arrow at t = 11. The error bars represent the standard deviations

for the saturation measurements at multiple regions-of-interest within the timepoint,

therefore they represent the regional variations in saturation within the microcircu-

lation.

A seemingly apparent trend in Figure 4.1 is that after subsequent hypoxia

cycles, the arteriole saturation during hypoxia seems to reach different stable values.

It appears that subsequent hypoxia cycles lead to an increase in the arteriole satu-

ration level that is achieved during the hypoxic period. During recovery, however, it

seems that regardless of the hypoxic cycle, the final arteriole saturation reaches a very

similar endpoint. There are also different dynamic responses during reoxygenation

which will be characterized by the proposed model.

In Figure 4.2 the behavior during hypoxia is similar that to that seen in the

arterioles, in that subsequent hypoxic cycles lead to a higher saturation during hy-

poxic period. This effect, however, is present to a lesser extent than in the arterioles.

During the reoxygenation, it can be seen that different cycles have different dynamic

responses, which will be characterized by the proposed model.

4.3.2 Model Fitting

The resulting fits for the reoxygenation timecourse for a representative animal

(M2) are shown in Figure 4.3. The x-axis was rescaled to start from zero. Also note

the differences between the y-axis. For the venules, the fits were started one timepoint
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Figure 4.3: Reoxygenation timecourse and corresponding fit to the proposed second
order linear system model for A. arterioles and B. venules in a representative mouse
(M2). The arteriolar fits in A. had r2 values 0.991, 0.997 and 0.997; ζ values 0.99,
0.64 and 0.89; and τ values 1.37, 0.80 and 1.00, for cycles 1, 2 and 3 respectively.
The venular fits in B. had r2 values 0.947, 0.946 and 0.970; ζ values 0.74, 0.62 and
0.73; and τ values 1.53, 1.14 and 1.16, for cycles 1, 2 and 3 respectively.

after the cessation of hypoxia (t = 12 in Figure 4.2, or t = 1 in Figure 4.3B). This was

done due to a characteristic delay in the recovery of the venular saturation, which

was also observed in the hamster window chamber model as shown in the results

section of Chapter 3. This delay in the recovery can be accounted for with the

proposed second order model, but it significantly affects the damping coefficient and

natural period of the fitted model. Since the emphasis of this work is in modeling the

compensatory response during reoxygenation, the effect of this initial delay ought to

be neglected to ensure accurate modeling of the remainder of the response.
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Figure 4.4: Distribution of r2 goodness-of-fit values for all fits performed in arterioles
and venules across all animals and cycles. Mean r2 value for arterioles was 0.993 and
for venules 0.938.

The distribution of r2 values in all the model fits done for arterioles and

venules across all animals and cycles is shown in Figure 4.4. The distribution of

values for the arteriole fits is very tight, and centered around a mean r2 of 0.993.

The distribution of values of the venule fits is wider, and it is centered around a

mean r2 of 0.938. They both, however, suggest a strong correspondance between the

mathematical model and the observed experimental data, confirming the validity of

the model.

4.3.3 Dynamic Response During Reoxygenation

The dynamics of the proposed second order model can be characterized by

the damping ratio ζ and the natural period τ . These two parameters are directly

obtained from the corresponding fits and are shown in Figure 4.5 for arterioles,

venules and each cycle. The values correspond to the average across all animals,
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Figure 4.5: A. Damping ratio and B. natural period of the reoxygenation HbO2

saturation response in arterioles and venules. The values include the average across
all animals for a given cycle, and error bars represent the standard deviation of the
value. The † corresponds to a statistically significant difference relative to the value
at Cycle 1.

with the error bars representing the standard deviation.

The resulting damping ratios are shown in Figure 4.5A. Statistically signifi-

cant differences between arterioles and venules were found in all cycles. For arterioles,

there is a statistically significant decrease in the second cycle relative to the first. No

statistically significant differences were found between the third cycle and the first or

second cycle, although there appears to be a non-statistically significant increase in

the damping ratio between the second and third cycle. In the venules, no statistically

significant changes in the damping ratio were found across cycles, however, the same

trend as the one found in the arterioles seems to be present, but to a lesser extent.

The resulting natural periods are shown in Figure 4.5B. No statistically sig-

nificant differences were found between arterioles and venules in any of the cycles.

It seems, however, that the natural period for the venular recovery is slightly below

that of the arterioles in every case. For the arterioles, it seems that subsequent cy-

cles decrease the natural period of the reoxygenation response. While natural period
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being lower after every cycle, there are no statistically significant differences between

cycle 1 and cycle 2, or cycle 2 and cycle 3. The natural period at cycle 3, however, is

statistically lower that at cycle 1. In the venules a similar trend is observed, where

the natural period at cycle 1 is larger than at cycles 2 and 3. For the venules, how-

ever, cycle 2 is significantly lower than cycle 1, with no significant differences between

any other cycles. Correct intepretation of these results must take into account that

the response for the venules was modeled starting 1 minute after the response of the

arterioles due to the known delay between the two responses.

4.4 Discussion

The results presented in this study show that the dynamics of the recovery

of hemoglobin oxygen saturation in the microcirculation after hypoxic insult can be

measured through HSI approaches, and accurately modeled by a second order linear

system. The resulting goodness-of-fit as estimated by the r2 values shown in Figure

4.4 suggest that the proposed model is an accurate representation of the behavior of

the dynamics of the system.

The reoxygenation overshoot in response to hypoxia cessation modeled in this

study has not been carefully studied before in the microcirculation. In the case of

tissue pO2, this behavior has been observed in brain tissue and isolated hippocampal

slices [98, 99]. Similar measurements and HbO2 saturation responses as the ones

described in this study have been shown by Hashimoto et. al. [100], but very little

emphasis was placed in modeling, understanding and describing the observed dy-

namics, even though measurements were done in both vanuels and arterioles. A very

similar circulatory response, however, has been investigated extensively, and that is

post-occlusive reactive hyperemia. Post-occlusive reactive hyperemia is a period of

increased bloodflow (i.e. an overshoot) prior to the flow returning to baseline levels

resulting from termination of an occlusion in a blood vessel [101]. This behavior has
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been extensively studied in the brain [102] and in the skin [103], the latter being par-

ticularly relevant for clinical purposes. The magnitude of the bloodflow overshoot as

well as the timecourse of the response have been related to skin microvascular func-

tion, as well as the general state of the microcirculation across the body [104, 105].

Studies have shown that this increase in bloodflow is associated to the vasodilation

resulting from the ischemic period [101]. Another consequence of the increase in flow

is that it often results in an increase in the ”tissue saturation”, as shown by [103],

which implies an increase in the amount of HbO2 saturation arriving to the tissues

during this overshoot period. Many of the HbO2 saturation measurements carried

out in the study of reactive hyperemia have been done by means of transdermal

near-infrared spectroscopy (NIRS), which measures the volume average saturation

in the measured region [106, 103, 105]. This is a limitation, as it severely limits the

spatial resolution of the measurement, not allowing to understand if the response

is dominated by the behavior of the venules and arterioles. Other techniques based

on photoacoustic imaging of the cutaneous microcirculation have attempted to solve

this problem [107], as well as previous studies in animal models [108, 109]. Due

to the clinical relevance of this response, several groups have attempted to develop

mathematical models that allow to describe the dynamics, and have found that dif-

ferences in the parameters of the model correlate with certain pathological conditions

[101, 107].

Many of the mechanisms involved in post-occlusive reactive hyperemia are

likely to be present in the post-hypoxic reoxygenation response that has been pre-

sented in this study. However, there are some key differences between the post-

occlusive response and the hypoxic response that have been portrayed in the liter-

ature. Both phenomena are a response to a decreased amount of oxygen arriving

to the microcirculation, but the origin of the decrease in oxygen availability is very

different in both cases. For the post-occlusive case, there is a physical occlusion in

the bloodflow, suggesting a decreased amount of blood arriving to the microcircula-
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tion. In the hypoxic case, there is no occlusion, so the amount of blood flowing to

the microcirculation is unhindered by the insult. In fact, it has been shown that mi-

crovascular blood velocity is increased during the hypoxic period in both animal and

human studies in the skin and brain microvasculature [110, 111, 112, 97, 113, 114].

This is different from the occlusion case where the flow is known to decrease during

the ischemic period. Skin microvascular perfusion studies, following a similar acute

hypoxia/reoxygenation protocol as the one described in this study, show that the

bloodflow in the skin microcirculation does remain elevated after termination of the

hypoxic insult, which can lead to a similar behavior to the one resulting from post-

occlusive reactive hyperemia [111, 110]. However, results from those studies do not

suggest the presence of a inherent microvascular endothelial response as the conse-

quence for this increased bloodflow in the post-hypoxic reoxygenation period. This

suggests a key difference between the post-occlusive reactive hyperemia response,

and the post-hypoxia reoxygenation response observed in this study, emphasizing

the importance of the modeling described in this study.

The proposed second order linear system model of reoxygenation oxygen dy-

namics is consistent with the hyperspectrally measured HbO2 saturation as suggested

by the obtained r2 values (Figure 4.4). The ability to characterize the response of

the system through the damping ratio and the natural period allows for a quantita-

tive way to determine the post-hypoxia reoxygenation HbO2 response. The natural

period, which is equivalent to the inverse of the natural frequency of the response

allows to describe how fast the system responds to the input change. Since the input

change for the proposed system is a step response in the inspired oxygen by the

animal, the natural period characterizes how fast the Hb O2 saturation adapts in

reponse to that step change. In both arterioles and venules, in general, the natural

period of the Hb O2 saturation recovery decreases with subsequent hypoxic cycles. A

decrease in the natural period is equivalent to an increase in the natural frequency,

which signifies a faster recovery of the Hb O2 saturation. The fact that this natural
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frequency increases over time might imply that after subsequent hypoxic insults, the

animal adapts and is capable of responding much quicker when the oxygen becomes

available once again. To our knowledge, this is the first time such behavior has been

modeled. Furthremore, making the distinction between the response in the arterioles

and venules is novel, as this is not achievable through non-invasive approaches such

as NIRS.

The damping ratio also portrays interesting dynamics of the system. The

damping ratio is a good quantification of the amount of overshoot of the system,

which can be described by Equation 4.6

Overshoot = exp

(
−πζ√
1− ζ2

)
(4.6)

where ζ corresponds to the damping ratio of the system. Therefore, for decreased

damping ratios, the larger the overshoot of the system [96]. Similarly the decay

ratio of the system is given by overshoot2. The decay ratio characterizes how fast

the response of the system reaches a stable value, therefore, for decreased damping

ratio, the longer the time it takes for the system to reach its stable value. With this

in mind, the resulting damping ratios for the post-hypoxic reoxygenation response

suggest key differences in the response of HbO2 saturation in arterioles and venules

to the hypoxic insult. The damping ratio of arterioles was significantly higher than

the one of the venules for all cycles. This suggests that the stabilization of the HbO2

saturation in arterioles happens significantly faster than in venules. It is important

to understand that the dampening of the response is independent to the response

time described by the natural period τ , which is very similar for arterioles and

venules. In fact, even with the 1 minute offset of the venular response with respect

to the arteriolar response, if the hemodynamic effects were the dominant factor for

the dynamics, the response after that 1min offset should be very similar since the

natural periods are very similar. Furthermore, it is known that hemodynamic effects

such flow changes are dominant in the arteriolar side and not in the venular side,
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since the arterioles have higher upstream pressures and are more directly regulated

by changes in cardiovascular function than venules. This suggests any changes due

to hemodynamic effects would be predominantly observed in the arterioles, and that

the slightly underdamped response observed in these arterioles can be attributed, to

some extent, to hemodynamic effects. Furthremore, the decrease in the damping ratio

after the initial hypoxia/reoxygenation cycle might be evidence of a more extreme

cardiovascular (i.e. higher heart rate and/or blood pressure) response after the initial

cycle, replicated in the arterioles. But the same argument does not hold for venules,

therefore differences between the arteriolar and venular damping must involve tissue

oxygen consumption mechanisms.

The decreased damping ratio of the arterioles suggests a fast stabilization of

the HbO2 saturation in these vessels. This means, that the oxygen supply for the

tissues and the venules is rapidly reestablished and constant. Furthermore, since

the venular response is offset by approximately 1 minute, the overshoot phase of the

arterioles will have mostly terminated and the HbO2 saturation will have stabilized

by the time the venular overshoot phase is developing. This is important because

it implies that the dynamics observed in the venules is not dictated by the arteri-

olar dynamics, but instead, they must be influenced by the behavior of the tissue.

Studies that do not involve hemodynamic effects, such as brain slice oxygen measure-

ments after hypoxic insult have shown overshoot behaviors very similar to the ones

observed in the venules in this study [99]. While the studies involving brain slice

pO2 measurements attribute a great portion of the overshoot to the measurement

of a transient increase in free radicals after the hypoxic period, another part of the

overshoot is attributed to a transient decrease in oxygen consumption during the

hypoxia and shortly after the oxygen is restored. Since the approach used in this

study only responds to changes in HbO2 saturation, the increased measured venular

oxygenation cannot be attributed to increased free radicals, but it can be attributed

to decreased oxygen consumption by the tissue, which is consistent with the obser-
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vations in [99]. Studies in cell cultures have also suggested that the presence of acute

hypoxia decreases oxygen consumption in certain cell types [115]. Acute hypoxia has

also been shown to cause increased superoxide formation during the hypoxic period,

likely leading to subsequent regulation of oxygen consumption and promotion of HIF

transcription for long term chronic hypoxia adaptation [116, 117, 118]. While many

of these metabolic changes take place during the hypoxic period, they will likely

require some time in order to revert once the hypoxia has ceased. This evidence

points towards decreased tissue oxygen consumption during the initial stages of re-

oxygenation as the main culprit for the observed venular overshoot. If the tissue

consumption is decreased during hypoxia and shortly after reoxygenation, then the

amount of oxygenated blood that arrives from the arterioles to the venules will be

larger than when the tissue restores its baseline oxygen consumption, providing an

explanation for the observed overshoot. The slight decrease in the dampness of the

system after the initial hypoxia/reoxygenation cycle might indicate that repeated hy-

poxia reoxygenation cycles lead to the accumulation of free radicals and transcription

factors, which further inhibit the oxygen consumption in the presence of subsequent

hypoxic insults.

Much like how the modeling of post-occlusive reactive hyperemia provides in-

sights into different pathologies [101], the modeling of this post-hypoxic reoxygena-

tion response can be valuable for characterizing the effects of hypoxia in different

pathologies. As mentioned, acute hypoxia is known to cause increases in the pro-

duction of free radicals by cells [118], therfore subsequent exposures to hypoxia, such

as during sleep apnea, are likely to cause progressive accumulations of these free

radicals over time. It is possible that by characterizing the overshoot of the venular

HbO2 saturation reoxygenation response after the hypoxia/reoxygenation cycles, as

done in this study, important insights regarding the formation of free radicals dur-

ing sleep apnea can be uncovered. Furthremore, the use of this modeling approach

in predominantly hypoxic tissue enviornments, such as malignant tumors, might al-

67



low to characterize how different types of cancer respond to hypoxia/reoxygenation,

and the effects altitude changes, sleep apnea, and other conditions can have on the

progression and metastasis of the disease.

The largest limitation of this study is that no other hemodynamic parameters

were measured in conjunction with the HbO2 saturation during the hypoxia/reoxygenation

cycles. Future studies will aim to measure vessel diameter as well as bloodflow using

a similar experimental procedure in an attempt to further understand the underlying

mechanisms that dictate the modeled dynamics. Disease models, such as sickle cell

and thalacemia will also be studied to assess how the model parameters change in

the presence of pathophysiological conditions.

4.5 Conclusions

The results presented in this study show that the dynamics of the recovery

of HbO2 saturation in the microcirculation after hypoxic insult can be measured

through HSI approaches, and accurately modeled by a second order linear system.

Careful understanding and modeling of these reoxygenation dynamics, as shown in

this study, can aid in better understanding the response of the microcirculation

to hypoxic insult. Future studies should focus in applying similar models for the

reoxygenation dynamics under pathophysiological conditions, such as sleep apnea or

sickle cell disease, in an attempt to better quantify the microcirculatory response,

and acquire more quantitative methods for assessing the severity of these conditions

under hypoxia.
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Chapter 5

Use of Hyperspectral Imaging for

Determining Intravascular

Changes in Oxygen Saturation

During Hemorrhagic Shock in a

Hamster Window Chamber Model

The previous two chapters focused on the use of HSI for the study of hypoxia in

the microcirculation, specifically hypoxia induced by decreased environmental oxygen

availability. This chapter will focus in studying the oxygenation state of the micro-

circulation in the presence of a different type of hypoxia, namely the one caused by

the decreased amount of oxygen carrying red blood cells (RBCs). This chapter will

illustrate the important differences between arteriole and venular hemoglobin oxygen

saturation during onset and recovery from hemorrhagic shock, as measured using the

developed hyperspectral imaging approach. This chapter will be signficantly shorter

than the last two as it is currently work in progress, but will present some preliminary
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results that validate the use of HSI for the monitoring of hemorrhagic shock.

5.1 Introduction

Hemorrhagic shock (HS) is a form of hypovolemic shock resulting from severe

blood loss [119]. HS deaths account for around 60000 of the deaths in the United

States, and the survivors often have poor outcomes and increased chance of long-term

mortality [119, 120]. The negative prognosis associated with HS is a consequence of

the widespread physiological effects shock has on the body. The liver [121], kid-

neys [122], and the heart [123], are all severely affected after the onset of HS, and

the duration of the insult will be proportional to the severity of the tissue damage

associated with it.

In the presence of a severe hemorrhage in a clinical setting often involves the

activation of a massive transfussion protocol (MTP), which involves the transfusion

of up to 10 units of packed red blood cells (pRBC) in a period of 6 hours. In

many of these instances, however, it is hard to determine a clear endpoint for the

resuscitation [124]. Point-of-care assessments such as thromboelastography, are often

used when available. However, field and community hospitals do not have access

to these technologies and often times must resort to a goal blood pressure guided

approach, such as maintaining MAP above 90mmHg. Other guidelines suggest the

monitoring of other parameters such as oxygen saturation, lactate base deficit, heart

rate, and mixed central venous oxygen saturation [125]. However, a comprehensive

understanding on how changes in these parameters actually reflect changes in the

microcirculatory organ perfusion is lacking.

In the literature of blood substitutes and reperfusion fluids, a hemodynamic

argument for the recovery from shock is often presented. Functional Capillary Den-

sity (FCD) has been used extensively for measuring the recovery of tissue perfusion

[126, 127, 128], and has been positively associated with the recovery from hemor-
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rhagic shock. The other line of thought suggests that simply restoring MAP and FCD

is not sufficient to accurately restore oxygen carrying capacity in the microcircula-

tion beds of different tissues, and is supported by experimental evidence [129, 130].

The argument follows that even though gross systemic hypotension is corrected, as

suggested by the restoration of MAP and FCD, there is still an inadequate oxy-

gen distribution, which can result in isolated organ ischemia, and then subsequent

whole-body ischemia [130]. A more careful understanding of the oxygenation state

of the microcirculation during and after HS resuscitation might help elucidate these

arguments.

This study uses hyperspectral imaging (HSI) for the study of the changes

in arteriolar and venular HbO2 saturation in a hamster window chamber model

during HS and resuscitation with Hextend, a plasma volume expander, and blood.

Parameters commonly associated with recovery from hemorrhagic shock including

MAP, heart rate and lactate were also measured and compared between groups.

5.2 Methods

The HSI system, the HSI processing pipeline and the animal preparations are

identical to those described in Chapter 3. Please refer to the corresponding sections

in that chapter for more details.

5.2.1 Hemorrhagic Shock Protocol

Animals were hemorrhaged by an amount equivalent to 50% of their blood

volume over 10 minutes by drawing blood from the arterial catheter. The shock was

sustained for 5 minutes. The animal was subsequently resuscitated during 10 minutes

with an amount equivalent to 25% of its original blood volume using either Hextend

(n=2) or the animal’s own blood (n=2), infused through the arterial catheter. After

resuscitation, the animal was observed for 1 hour during recovery.
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5.2.2 HSI Acquisition

Using the experimental setup described in Chapter 3, the automated imaging

script was set to record 10 images, at 1 minute per image during the hemorrhage

period; 2 images, at 2.5 minutes per image, during the shock period; 10 images, at 1

minute per image during the resuscitation period; and 12 images, at 5 minutes per

image, during the recovery period. This resulted in a total of 34 images per animal.

After image processing following the same pipeline as described in Chapter

3 and shown in Figure 3.2, regions of interest within arterioles and venules were

selected for analysis of the Hb O2 saturation at each measured timepoint. The same

arterioles and venules were selected across timepoints and hypoxia/reoxygenation

cycles for any given animal. On average 2 arterioles and 2 venules were measured

for each animal, and 1-2 regions within those arterioles and venules were selected for

analysis. Selection of arterioles and venules was determined by their visibility and

permanence within the field-of-view across all timepoints and cycles.

5.2.3 Systemic Parameters

For MAP and HR measurements, the arterial line was connceted to a pres-

sure transducer connected to a digital acquisition system (MP150, Biopac Systems,

Goleta, CA). MAP and HR were measured at baseline, during shock, and every 10

minutes during the recovery period.

5.2.4 Arterial Lactate and Saturation

Arterial lactate and saturation were measured from arterial blood samples

measured using an ABL 90 blood gas analyzer (Radiometer, Denmark) at baseline,

at the end of shock and at the end of the experiment to minimize the amount of

blood removed.
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5.2.5 Results

5.2.6 Microvascular HbO2 Saturation Timecourse

The HbO2 saturation measured during hemorrhage, shock, resuscitation and

recovery, relative to baseline, is shown in Figure 5.1. Each line corresponds to the

average value of the saturation for that specific experimental group and vessel across

two different animals. Error bars are omitted for clarity, but there was significant

variation between animals during hemorrhage, shock, and infusion, with more con-

sisten values during the recovery period. During the resuscitation period, the HbO2

saturation in the arterioles of both the Hextend and the blood groups recovered in

a similar fashion, with the ones for the blood group recovering slightly faster. Only

the venular HbO2 saturation for the blood group recovered during the infusion pe-

riod. During the recovery period, the arteriolar HbO2 saturation for both groups

remained relatively constant and close to the original baseline value, with the value

for the blood group being slightly above the value for the Hextend group. The

venular HbO2 saturation, on the other hand, behaved very different for both groups

during the recovery period. For the blood group, the venular HbO2 saturation re-

covered to slightly above its baseline value initially, and then subsequently oscillated

around ±10% of its baseline value. For the Hextend group, however, the venular

HbO2 saturation did not recover to more than 50% of its baseline value during the

recovery period, or at any point during the experimental procedure.

5.2.7 MAP Timecourse

The MAP timecourse measured at baseline, beginning and end of shock, and

during resuscitation is shown in Figure 5.2. It can be seen that both experimental

groups behaved similarly during hemorrhage, shock, and resuscitation. During recov-

ery, there were more pronounced differences between the blood and Hextend groups,
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Figure 5.1: HbO2 saturation timecourse for arterioles (red) and venules (blue) for the
blood (dashed lines) and Hextend (full lines) experimental groups. Data is shown
relative to baseline values. Data is shown in 1min intervals for hemorrhage, shock and
resuscitation/infusion timepoints, and in 5min intervals for the recovery timepoints.

with the Hextend group having an average MAP of 80.0mmHg and the blood group

an average MAP of 112.4mmHg. The HR (not shown) shows significant variability

during the hemorrhage, shock and resuscitation period, between animals and be-

tween groups. During the recovery period, the average HR for the Hextend group

was 458.8bpm and 444.8bpm for the blood group.

5.2.8 Arterial Lactate and Saturation

The lactate and arterial saturation as measured by arterial blood samples are

shown in Figure 5.3. It can be seen that both experimental groups have similar lactate

values at all measured timepoints. The arterial saturation in the Hextend group

appears to be elevated by about 8% relative to the blood group. The small sample

size of this study does not allow to determine statistically significant differences

between groups.
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Figure 5.2: MAP timecourse for the blood (dashed lines) and Hextend (full lines)
experimental groups.

Figure 5.3: A. Systemic lactate and B. arterial oxygen saturation as measured by
blood gas analysis of arterial samples. Timepoints represent baseline (BL), end of
shock (SH-5), and end of recovery (R-80).
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5.3 Discussion

The main finding of this preliminary study is that HSI can be used to find

marked differences between the microcirculatory HbO2 saturation in arterioles and

venules, during and after HS, and in the presence of different resuscitation fluids.

While hyperspectral imaging has been used for the study of HS [27], it has only been

done either transdermally or at the surface of internal organs, which provides and

average metric of the oxygenation state of the tissues, but not detailed information

about the behavior of venules and arterioles.

The results from this study suggest that while the HbO2 saturation in arte-

rioles behaves very similar when resuscitating with Hextend or blood, the venular

saturation behaves very differently. It can be argued that the recovery of the arte-

riole saturation is consistent with the hemodynamic argument. The ability of the

arterioles to recovery their HbO2 saturation using Hextend as the resuscitation fluid

suggests that despite not necessarily restoring the amount of O2 binding sites to

baseline levels, the increased hemodynamic effects such as increased blood pressure

and blood flow, can restore arteriolar saturation. Since oxygen exchange takes place,

to an extent, in the arterioles, [43], the restoration of the saturation might imply a

restoration of the ability of blood to supply oxygen to the tissue. The satisfaction

of the tissue oxygen metabolic demands is observed with the recovery of the lactate

values in the Hextend group.

The lack of recovery of the venular saturation in the Hextend group is an

interesting finding. While the systemic lactate levels suggest that the satisfaction

of the oxygen metabolic demand was equivalent in both groups, the significantly

decreased venular HbO2 recovery in the Hextend group presents contrarian evidence.

A plausible explanation can be constructed using the argument of a tissue oxygen

pool. In a physiologically normal state, the tissue receives a constant supply of

oxygen from the arterioles, only uses what is necessary, and the remaining oxygen
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continues through the microcirculation into the venules, showing the arteriolar and

venular HbO2 saturation observed at baseline. In the presence of HS, the ability

of blood to carry oxygen is severely decreased, therefore the small amount of O2

arriving from the arterioles will be consumed by the tissue, resulting in a decreased

venular saturation during shock. During resuscitation with Hextend, the improved

hemodynamics leads to an increased oxygen delivery to the tissues, which might

allow to satisfy the minimal metabolic demand of the tissue, as suggested by the low

end-resuscitation lactate levels. However, since the oxygen supply is just sufficient

to satisfy the tissue oxygen supply, the amount of oxygen that continues into the

venules is minimal, resulting in the decreased venular HbO2 saturation observed

for the Hextend group. For the blood group, since both the hemodynamic effects

and the oxygen carrying capacity of the microcirculation are restored, the metabolic

demand is satisfied, and the excess oxygen is then allowed to continue into the venular

microcirculation, resulting in the close to baseline venular HbO2 saturation observed

during the recovery period.

These results show the interplay between the hemodynamic and oxygen debt

arguments that dominate the HS resuscitation literature. Clinically, they also suggest

that measurements of lactate, MAP, and arterial saturation as measured through

pulse oximetry might be misleading indicators of complete recovery from shock. The

shock done in this study was very short compared to what is usually found in the

literature and in clinical settings. Yet, while MAP, HR, lactate and arterial saturation

had suggested a recovery by standard means for both groups, there were significant

changes in the microcirculation. The consequences of the discrepancies between

the venular HbO2 saturation recovery of the two experimental groups have to be

studied further in order to arrive to better conclusions. It is likely, however, that

subsequent insults such hypoxia, or even maybe physical excrusiation, might lead

to a dis-compensatory response in the presence of a HS resuscitation that restores

hemodynamics but not oxygen carrying capacity.
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5.4 Conclusion

The results from this study show that HSI can be used for the microvascular

monitoring of HS in a hamster window chamber model. The HbO2 saturation dif-

ferences found between venules and arterioles in the presence of a plasma expander,

and blood, used as resuscitation fluids, showed important differences between the

two resuscitation approaches that must be studied further.
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Chapter 6

Conclusion

The work presented in this thesis has served to illustrate the applicability of

hyperspectral imaging for the study of the hemoglobin oxygen saturation dynamics

in the microcirculation. Previous works in the literature have focused in using a

very constrained set of hyperspectral imaging techniques for in vivo microcircula-

tion studies, but this work is aimed at extending this literature in new directions.

The results from the experiments presented in this thesis demonstrate the value in

using hyperspectral imaging systems with superior spatial resolution, such as spatial-

scanning systems. Furthermore, while the use of hyperspectral imaging in vivo has

been very application oriented, with emphasis on applications for the study of tumor

and brain microvasculature, this work suggests that fundamental principles of the

microcirculation, previously unveiled by older techniques, can, and should, now be

reassessed using this technology.

This thesis, in full, is currently being prepared for submission for publication

of the material. Lucas, Alfredo; Munoz, Carlos; Cabrales, Pedro. The thesis author

was the primary author of this material.
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