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Although theoretical treatments of gas phase chemical reactions provide an intuitive rep-

resentation how such reaction should proceed, it is questionable whether similar approaches

can be applied in the condensed phase. Most reactions of interest do not take place in vac-

uum but within a solvent medium; indeed, some solutes, such as hydrated electrons, have

no gas phase counterparts. Thus to understand chemical reactivity in solution, the role of

solvent molecules and their effects on chemical reactions need to be explored. In this the-

sis, I present theoretical simulations of how explicit solvent molecules alter solution-phase

reactions relative to their gas-phase counterparts - demonstrating how solvents qualitatively

alter the nature of chemical reactions.

Chapter 2 presents work, reprinted with permission from Kenneth J. Mei, William R.

Borrelli, Andy Vong, and Benjamin J. Schwartz. ”Using Machine Learning to Understand

the Causes of Quantum Decoherence in Solution-Phase Bond-Breaking Reactions” J. Phys.

Chem. Lett. 2024, 15, 903-911, doi.org/10.1021/acs.jpclett.3c03474, investigating how a sim-

ple solvent, such as liquid argon, affects the photodissociation products of Na+
2 . In the gas

ii



phase, theoretical predictions suggest that the single bonding electron of Na+
2 remains in a

superposition of positional quantum states, each centered on one of the Na+ cores, indefi-

nitely. In solution, the local solvent environment breaks the symmetry and causes collapse,

or decoherence, of the bonding electron wavefunction onto one the two Na+ photofragments.

We find that the solvent motions underlying this decoherence event is high-dimensional,

requiring Machine Learning (ML) to adequately predict which Na+ fragment the electron

localizes onto. ML identifies the key features behind this process to be a minimal degree of

photofragment separation and the presence of out-of-phase solute-solvent collisions.

In Chapter 3, reprinted with permission from Andy Vong, Kenneth J. Mei, Devon R.

Widmer, and Benjamin J. Schwartz. ”Solvent Control of Chemical Identity Can Change

Photodissociation into Photoisomerization” J. Phys. Chem. Lett. 2022, 13, 7931-7938.

doi.org/10.1021/acs.jpclett.2c01955. Here, we perform simulations of Na+
2 in a moderately

interacting solvent, liquid tetrahydrofuran (THF). THF makes locally-specific solute-solvent

dative bonds that can alter the solute, so that the first-shell THF solvent molecules must be

thought of as part of the solute molecule. Rather than observing a clean photodissociation

reaction, as with Na+
2 in the gas phase, the Na2(THF)+n complex undergoes a photoinduced

isomerization of the datively-bound THFs before photodissociation can occur. In this system,

solvation qualitatively alters the nature of the reaction from photodissociation in the gas

phase to a two-step photoisomerization and photodissociation reaction in solution.

The contents of Chapter 4 are reprinted with permission from Kenneth J. Mei and

Benjamin J. Schwartz. ”How Solvation Alters the Thermodynamics of Asymmetric Bond-

Breaking: Quantum Simulation of NaK+ in Liquid Tetrahydrofuran” J. Phys. Chem. Lett.

2024, 15, 8187-8195. doi.org/10.1021/acs.jpclett.4c01636. Here, we further investigate the

role of solvents by looking at the dissociation of a heteronuclear molecule, NaK+. In the gas

phase, the products of dissociation are Na0+K+ on the electronic ground state and Na++K0

on the first excited state, a result on the higher electron affinity of Na+. However, we find

that solvation in liquid THF, switches the ground- and excited-state dissociation products,
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making the Na++K0 products more thermodynamically stable. In turn, the switching of

ground and excited state products induces a crossing of the ground- and excited-state free

energy surfaces, suggesting the presence of a long-range electron transfer reaction that must

be modulated by solvent motions.

Chapter 5 investigates the spectral signatures of a hydrogen evolution reaction involv-

ing two hydrated electrons, reproduced with permission from Kenneth J. Mei, William R.

Borrelli, Jose L. Guardado Sandoval, Benjamin J. Schwartz. ”How to Probe Hydrated

Dielectrons Experimentally: Ab Initio Simulations of the Absorption Spectra of Aque-

ous Dielectrons, Electron Pairs, and Hydride” J. Phys. Chem. Lett. 2024, 15, 9557-9565.

doi.org/10.1021/acs.jpclett.4c02404. For the past few decades, this reaction has been spec-

ulated to involve the hydrated dielectron and aqueous hydride as intermediates. However,

these intermediates have eluded direct experimental detection to date. In another publica-

tion, William R. Borrelli, Jose L. Guardado Sandoval, Kenneth J. Mei, and Benjamin J.

Schwartz. ”The Roles of H-Bonding and Hydride Solvation in the Reaction of Hydrated

(Di)electrons with Water to create H2 and OH−” J. Chem. Theory Comput. 2024, 20, 16

,7337-7346, doi.org/10.1021/acs.jctc.4c00780, we found that the water hydrogen bond net-

work is necessary to initiate the hydrogen evolution reaction through shuttling hydroxide

away from the reaction center through a Grotthus-type proton hopping mechanism. In this

Chapter, solvent fluctuations that bring separate hydrated electrons closer together exhibit

either a blue-shift or red-shift of their absorption spectrum depending on their relative spin

states. Additionally, I present the spectral signatures of the hydrated dielectron and aqueous

hydride intermediates, providing possible guidelines for an experiment to directly measure.

Overall, this body of work demonstrates that solvents are not necessarily inert media

but can play an integral role in chemical reactions, in some cases, qualitatively altering the

nature of a chemical reaction or significantly changing the products.

iv



The dissertation of Kenneth Jun Ru Mei is approved.

Justin R. Caram

Richard B. Kaner

William M. Gelbart

Benjamin J. Schwartz, Committee Chair

University of California, Los Angeles

2024

v



To my parents, my sister Emmy, my partner Leslie, and to my cats Rey and Jensen

vi



TABLE OF CONTENTS

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Chemical reactions in the gas phase . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 The introduction of solvent . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Dissociation of alkali dimer molecules . . . . . . . . . . . . . . . . . . . . . . 4

1.4 The Hydrated Electron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Mixed Quantum Classical Molecular Dynamics . . . . . . . . . . . . . . . . . 6

1.6 Ab Initio Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.7 Summary of Dissertation Content . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Using Machine Learning to Understand the Causes of Quantum Decoher-

ence in Solution-Phase Bond Breaking Reactions . . . . . . . . . . . . . . . . 9

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 Solvent Control of Chemical Identity Can Change Photodissociation into

Photoisomerization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

vii



4 How Solvation Alters the Thermodynamics of Asymmetric Bond-Breaking:

Quantum Simulation of NaK+ in Liquid Tetrahydrofuran . . . . . . . . . . . 43

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5 How to Probe Hydrated Dielectrons Experimentally: Ab Initio Simula-

tions of the Absorption Spectra of Aqueous Dielectrons, Electron Pairs and

Hydride . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.5 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

viii



LIST OF FIGURES

2.1 Analysis of a single non-equilibrium trajectory of the photodissociation and sub-

sequent decoherence event of excited Na+
2 in liquid Ar . . . . . . . . . . . . . . . 14

2.2 Non-equilibrium ensemble average and distributions of decoherence time and

bond distances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 SHAP analysis on the BRF classifier model for predicting the role of different

features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Collision angles and collision frequency of Na+ leading to decoherence . . . . . . 21

3.1 Simulation snapshots of excited-state electron density of the Na2(THF)+9 states

rotating from a π bonding to a σ∗ orientation . . . . . . . . . . . . . . . . . . . 31

3.2 Molecular geometry, h, and node angle of Na2(THF)+n gas phase clusters . . . . 34

3.3 Energy surfaces of Na2(THF)+n gas phase clusters . . . . . . . . . . . . . . . . . 36

3.4 COM distance swarm plot for (4,5) liquid and cluster . . . . . . . . . . . . . . . 38

4.1 NaK+ energy surfaces and potentials of mean force . . . . . . . . . . . . . . . . 47

4.2 Thermodynamic integration paths for Na and K products at infinite separation . 52

4.3 Electron overlap and coordination number as a function of bond distance . . . . 54

5.1 Distance dependent shifts on hydrated electron pairs . . . . . . . . . . . . . . . 65

5.2 Radial distribution functions of the hydrated dielectron and hydride . . . . . . . 68

5.3 Simulated absorption spectrum of the hydrated dielectron and hydride . . . . . 69

ix



ACKNOWLEDGMENTS

Firstly, I would like to acknowledge the hard work, perseverance, and patience of my

parents. They have taken a long, difficult road immigrating to the United States from

China, learning English, finding work, and raising a family in a different country. I recognize

that many sacrifices must have been made on their path and without which, I would not

have the privilege or opportunity to pursue a Ph.D.

I am also deeply grateful to my partner, Leslie, whom I feel so lucky to have met at UCLA.

Through the hard times and good times, there is no one else I would rather experience this

life with. Thank you for being my best friend, life partner, and the best cat-mom. I could

not have done this without your support.

To my advisor, Ben Schwartz, I am grateful that you took a chance on me as a theorist.

Your mentorship has encouraged me when I had self-doubts and pushed me to become a

better scientist, writer, and thinker.

Without the help of my friends and collaborators in the Schwartz group, this achievement

would not have been possible either. I would like to thank the Schwartz group alumni Andy

Vong, Sanghyun Park, and Wil Narvaez for their mentorship when I started out as a new

theorist who could barely code. I also thank my fellow theorists Will Borrelli, Jose Sandoval,

Xiaoyan Liu, and Hannah Liu, for being great colleagues and co-workers. Your contributions

have made the works we have done together better than anything I could have done alone.

I thank Quynh Duong for being a great friend and colleague and our many discussions on

science and life. Additionally, I thank all the members of the Schwartz group for their

friendship and support over the years.

I would also like to thank the UCLA Judo club, without which I would have likely lost my

mind in my last year at UCLA. Thank you to sensei Kenji Osugi and sensi Dave Guerrero

for pushing me to strive for good technique, your support leading up to my first competition,

and wisdom in not only martial arts but for life. Thanks to Judo club members Jacob, Jane,

x



Derek, and Hiroto for their support and friendship.

Chapter 2 is reprinted with permission from Andy Vong, Kenneth J. Mei, Devon R.

Widmer, and Benjamin J. Schwartz. ”Solvent Control of Chemical Identity Can Change

Photodissociation into Photoisomerization” J. Phys. Chem. Lett. 2022, 13, 7931-7938.

doi.org/10.1021/acs.jpclett.2c01955. Devon Widmer collected the data and my co-first au-

thor Andy Vong helped in the analysis. Ben Schwartz is the PI.

Chapter 3 is reprinted with permission from Kenneth J. Mei, William R. Borrelli, Andy

Vong, Benjamin J. Schwartz. ”Using Machine Learning to Understand the Causes of Quan-

tum Decoherence in Solution-Phase Bond-Breaking Reactions” J. Phys. Chem. Lett. 2024,

15, 4, 903-911. doi.org/10.1021/acs.jpclett.3c03474. Andy Vong collected the data and my

co-first author William Borrelli helped in the analysis. Ben Schwartz is the PI.

Chapter 4 is reprinted with permission from Kenneth J. Mei, Benjamin J. Schwartz.

”How Solvation Alters the Thermodynamics of Asymmetric Bond-Breaking: Quantum Sim-

ulation of NaK+ in Liquid Tetrahydrofuran” J. Phys. Chem. Lett. 2024, 15, 8187-8195.

doi.org/10.1021/acs.jpclett.4c01636. Ben Schwartz is the PI.

Chapter 5 is reprinted with permission from Kenneth J. Mei, William R. Borrelli, Jose

L. Guardado Sandoval, Benjamin J. Schwartz. ”How to Probe Hydrated Dielectrons Experi-

mentally: Ab Initio Simulations of the Absorption Spectra of Aqueous Dielectrons, Electron

Pairs, and Hydride” J. Phys. Chem. Lett. 2024, 15, 9557-9565.

doi.org/10.1021/acs.jpclett.4c02404. William Borrelli and Jose Sandoval aided in the analy-

sis. Ben Schwartz is the PI.

xi



VITA

2013 - 2017 B.S. Chemistry, University of New England.

2019 - 2021 M.S. Chemistry, University of California, Los Angeles.

PUBLICATIONS

Andy Vong, Kenneth J. Mei, Devon R. Widmer, and Benjamin J. Schwartz. ”Solvent

Control of Chemical Identity Can Change Photodissociation into Photoisomerization” J.

Phys. Chem. Lett. 2022, 13, 7931-7938. doi.org/10.1021/acs.jpclett.2c01955.

Kenneth J. Mei, William R. Borrelli, Andy Vong, Benjamin J. Schwartz. ”Using Ma-

chine Learning to Understand the Causes of Quantum Decoherence in Solution-Phase Bond-

Breaking Reactions” J. Phys. Chem. Lett. 2024, 15, 4,

903-911.doi.org/10.1021/acs.jpclett.3c03474.

Kenneth J. Mei, Benjamin J. Schwartz. ”How Solvation Alters the Thermodynamics of

Asymmetric Bond-Breaking: Quantum Simulation of NaK+ in Liquid Tetrahydrofuran” J.

Phys. Chem. Lett. 2024, 15, 8187-8195. doi.org/10.1021/acs.jpclett.4c01636

Kenneth J. Mei, William R. Borrelli, Jose L. Guardado Sandoval, Benjamin J. Schwartz.

”How to Probe Hydrated Dielectrons Experimentally: Ab Initio Simulations of the Absorp-

tion Spectra of Aqueous Dielectrons, Electron Pairs, and Hydride” J. Phys. Chem. Lett.

2024, 15, 9557-9565. doi.org/10.1021/acs.jpclett.4c02404

xii



William R. Borrelli, Kenneth J. Mei, Benjamin J. Schwartz. ”Partial Molar Solvation

Volume of the Hydrated Electron Simulated Via DFT” J. Phys. Chem. B 2024, 128, 10,

2425-2431. doi.org/10.1021/acs.jpcb.3c05091

Hannah Y. Liu, Kenneth J. Mei, William R. Borrelli, and Benjamin J. Schwartz. ”Simu-

lating the Competitive Ion Pairing of Hydrated Electrons with Chaotropic Cations” J. Phys.

Chem. B. 2024, 128, 35, 8557-8566. doi.org/10.1021/acs.jpcb.4c04290.

William R. Borrelli, Jose L. Guardado Sandoval, Kenneth J. Mei, and Benjamin J.

Schwartz. The Roles of H-Bonding and Hydride Solvation in the Reaction of Hydrated

(Di)electrons with Water to create H2 and OH− J. of Chem. Theo. Comp. 2024, 20, 16,

7337-7346. doi.org/10.1021/acs.jctc.4c00780.

xiii



CHAPTER 1

Introduction

1.1 Chemical reactions in the gas phase

The reactivity of atoms and molecules is determined by interactions of their valence electrons.

This means that the complex processes that underly chemical reactions require quantum

mechanical methods to accurately model them. Making the common assumption that the

valence electrons that determine reactivity can respond instantaneously to motions of their

corresponding nuclei, the Born-Oppenheimer approximation,[25, 86, 156] we can understand

a chemical system or process using a potential energy surface (PES) representation. The

PES is a useful concept because chemical processes can be quantified using the electronic

energy as a function of interpretable nuclear coordinates such as bond distances, angles,

and torsions. The shape of this function often takes the form of a surface with peaks and

troughs. From the PES, various molecular properties can be derived from the potential

energy landscape.

If one knew the entire PES, the troughs would show all of the possible stable confor-

mations of a molecular system. The depths of these troughs would determine the relative

stability of each conformer. The curvatures of these minima are related to molecular prop-

erties such as bond vibrational frequencies. The energetic barriers between reactants and

products can be deduced from the height the the PES peaks, allowing methods such as

transition state theory to be used to calculate reaction rates.[191] Differing electronic states

will have different PES’s, and the energy separations between surfaces are related to the
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electronic absorption spectrum.[191] Clearly, much information can be gathered from PES’s,

which is why their use is ubiquitous in the chemical physics literature.

However, PES’s are generally calculated for molecules and reactants in gas-phase environ-

ments or vacuum. This implies that contributions from temperature and entropic terms are

neglected in gas-phase representations of molecules and during their reactions. And although

gas-phase calculations can give an intuitive representation of reactions through PES’s, the

majority of chemical reactions take place in complex solution-phase environments where

solvent interactions play a role. Much of this dissertation explores whether gas-phase rep-

resentations of reactions adequately describe chemical reaction processes in complex solvent

environments.

1.2 The introduction of solvent

In chemical systems that include enough explicit solvent molecules to simulate bulk solu-

tion, the full PES including all the solvent molecules becomes intractable due to the high

dimensionality of this hypersurface. Therefore, it is useful to compartmentalize the various

components of the system into solutes/reactants and solvent molecules. Rather than describ-

ing all of the atomic motions of solutes in reactions, only the most relevant motions related

to reactivity are used, commonly referred to as a reaction coordinate. Given the statistical

nature of a complex solvent environment, the reaction coordinate is usually averaged over

solvent fluctuations and represented by a Boltzmann-weighted average distribution function,

ρ(ξ):[187]

⟨ρ(ξ)⟩ =

∫
dR δ(ξ[R] − ξ) exp [−U(R)/kBT ]∫

dR exp [−U(R)/kBT ]
, (1.1)

where the nuclear coordinates are represented by R, ξ is the chosen reaction coordinate,
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U(R) is the total energy of the system, and δ is the dirac delta function. The free energy

profile along a reaction coordinate of interest is related through the potential of mean force

(PMF), W(ξ),[111, 187] which is defined as:

W(ξ) = W(ξ∗) − kBT ln

[
⟨ρ(ξ)⟩
⟨ρ(ξ∗)⟩

]
. (1.2)

However, it is impractical to directly compute W(ξ) directly from simulations as the

reaction coordinates for chemical processes generally contain significant energy barriers, so

that reactions do not easily take place on readily-simulatable time scales. Thus, techniques

such as Umbrella sampling,[216] are commonly used to bias the system towards a specific

point along ξ by applying external potentials. The effects of these biasing potentials, which

are commonly harmonic, can then be accounted for to estimate W(ξ). Such solution-phase

PMF’s are commonly compared to gas phase PES’s as a way to study the roles that solvents

play in chemical processes.

The addition of solvent molecules may change the equilibrium positions along ξ from that

of the gas phase. Solvents can also alter the relative stability between reactants and products,

changing whether a process is spontaneous or not. It is also possible that the minimum

energy wells of configurations have different curvatures between the gas-phase PES and the

solution-phase PMF, altering the solute properties. Additionally, barriers to interconversion

between states could be diminished[128] or enhanced,[59, 183] by solvent stabilitzation or

de-stabilization of the transition state, ultimately altering the rate of reaction.[232] Other

features of gas-phase PES’s, such as conical intersections, can be displaced, induced, or even

disappear altogether due to coupling with a complex solvent environment.[36, 113, 174]
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1.3 Dissociation of alkali dimer molecules

One class of chemical reactions that is both fundamental to chemistry and lends itself to the

study of solvent effects is the breaking of a chemical bond, or dissociation reactions. Due to

the complexity of this process in solution-phase systems, much of our understanding comes

from theoretical studies of the photodissociation of simple diatomics.[81, 54, 161, 239, 245,

234, 175, 165, 170, 197, 20, 130, 14]

A variety of solvent effects for the dissociation of diatomics have been identified thus far,

one of these being solvent caging.[64] Although a dissociating diatomic molecule smoothly

separates in the gas phase, in solution the diatomic is a solute encapsulated by a first

shell of solvent molecules in the surrounding liquid structure. Upon dissociation, the solute

fragments collide with the solvent molecules in the first shell, facilitating various new possible

reaction pathways. For example, the fragments can fail to escape the solvent cage (geminate

recombination), escape the solvent cage and find each other through diffusion (diffusive

geminate recombination), or each fragment can escape the solvent cage and recombine with

other species (non-geminate recombination).[139, 140, 10, 162, 199]

Previous works in our group have added to the literature of how solvents alter molecular

properties through atomistic simulations of Na2 and Na+
2 . For instance, Pauli repulsion

interactions between the solute bonding electron(s) and first-shell solvent molecules can

compress chemical bonds in solution, in turn, raising their vibrational frequencies.[71, 236,

237] Additionally, collisions between first-shell solvent molecules and bonding electron(s)

can induce instantaneous dipole moments, making symmetric gas-phase molecules become

IR active in solution.[236, 237] For Na2 and Na+
2 in solvents with moderate interaction

strength, such as tetrahydrofuran (THF), the solvent molecules can datively bind to the Na+

cores. The various solvent-coordination states each have different properties, with barriers

to interconversion of several kBT , as well as distinct spectroscopic signatures.[236, 237].

Therefore, solvation by THF introduces new chemical identities for molecules like Na2 and
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Na+
2 .

In the following Chapters, I show that solvent effects alter chemical bond breaking in

several different ways. For Na+
2 in liquid argon, solvent motions ultimately determine

the outcome of dissociation through collapsing the bonding electron onto one of the two

photofragments. Solvation of this same molecule in THF changes the nature of this reac-

tion from photodissociation in the gas phase to a two-step photoisomerization reaction in

the condensed phase. For a heteronuclear dimer, NaK+, solvation switches the ordering of

thermodynamic dissociation products from that of the gas phase. These projects all have

been published in the Journal of Physical Chemistry Letters and the relevant manuscripts

are reproduced below in the following Chapters.

1.4 The Hydrated Electron

A special case where solvent environments play a critical role in a solute’s electronic struc-

ture is solvated electrons,[163, 103, 49, 154, 220] with those in aqueous solutions specifically

termed hydrated electrons.[233, 83, 84, 76, 82] Such excess electrons are bound by the lo-

cal solvent molecules, creating ground and excited electronic states for which there is no

counterpart in vacuum. Hydrated electrons exhibit many interesting properties, garnering

the attention of many experimental[6, 76, 82, 141] and theoretical works.[122, 27, 168, 178,

169, 121, 188] One such property is their role as strong reducing agents,[129, 188, 184, 160]

making hydrated electrons a significant player in fields ranging from radiation chemistry to

biological systems. Theoretically, this system provides a challenging but potentially tractable

quantum many-body problem.

To date there are still many open questions concerning hydrated electrons, one being

their solvation structure. Much of the work on elucidating the local liquid structure around

the hydrated electron has leaned on theoretical simulations over the past few decades. These

works generally converge on the idea that the excess electron occupies a cavity within the
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water structure, excluding water molecules through Pauli exclusion and being stabilized by

water dipoles and longer-ranged dielectric response.[60, 195, 186, 219, 218, 115, 168, 222]

Recent theoretical studies have explored the reactivity of hydrated electrons.[188, 160,

26, 9, 65] Some of my work[26] investigated the annihilation reaction of two hydrated elec-

trons, forming hydroxide and molecular hydrogen - the so-called hydrogen evolution reac-

tion. We and others[9, 65] found that the mechanism for this reaction proceeds through

forming a hydrated dielectron (two electrons co-localized within the same solvent cavity),

which then abstracts a proton from a first-shell water molecule, forming a hydride (H−)

sub-intermediate. This first proton abstraction depends on the hydrogen bond network of

the donating water, facilitating the shuttling of OH− away from the reaction center. The

hydride sub-intermediate then abstracts a proton from a second water molecule, forming

H2.[26]

In Chapter 5 of this dissertation, I present theoretical predictions for optical experimen-

tal observables of the intermediates in this hydrogen evolution reaction. The important

intermediates of the hydrogen evolution reaction, the hydrated dielectron and hydride, have

eluded direct experimental observation to date. Using time-dependent density functional

theory (TD-DFT), we show that the dielectron and hydride exhibit distinct spectral signa-

tures from the hydrated electron and we propose a plausible experiment where one could

directly detect these intermediates.

1.5 Mixed Quantum Classical Molecular Dynamics

Some of the work in this dissertation, specifically the simulations on dissociating alkali dimer

cations, use mixed quantum classical molecular dynamics (MQC-MD) to study solvent effects

on dissociation. This methodology treats the nuclear components of the system, such as the

alkali cores (e.g., Na+ or K+) and solvent molecules (e.g., THF or Ar), classically and the sin-

gle bonding electron of the alkali dimer quantum mechanically. The classical-classical interac-
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tions are modeled using Lennard-Jones and Coulomb potentials[5] and the quantum-classical

interactions are modeled with previously-derived pseudopotentials,[176, 122, 207, 208] mak-

ing all interactions pairwise additive. This means that the quantum sub-system is a one-

electron problem that can be accurately modeled with our MQC-MD methodology. The

quantum force exerted by the quantum bonding electron onto the classical particles is cal-

culated using the Hellman-Feynman theorem.[62] The classical degrees of freedom are prop-

agated using the Verlet algorithm and at each time step, the time-independent Schrödinger

equation is solved for the one-electron quantum sub-system.

1.6 Ab Initio Molecular Dynamics

The work presented in Chapter 5 of this dissertation uses ab initio molecular dynamics

(AIMD) to study systems with hydrated electron(s). This process is similar to the MQC-

MD methodology except that the quantum sub-system consists of all valence electrons of

the system. Since the states of the hydrated electron depend on the solvent environment,

it is important that the simulations accurately model bulk water. This requires modeling

hundred of electrons, meaning the only computationally feasible ab intio method for such

simulations is density functional theory (DFT).[38, 215, 61, 90] Although DFT is formally

exact in solving for the ground-state energy and density of a system, the exchange-correlation

(XC) functional that is used in practical DFT is approximated.[38] Once the electronic

energies are calculated using DFT, the MD steps are propagated using similar methods to

the MQC-MD methodology. The AIMD simulations for the hydrated electron/dielectron in

this dissertation use the CP2K package,[117] with details on system sizes and choice of XC

functional approximation provided in Chapter 5.
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1.7 Summary of Dissertation Content

In order to understand reactivity of molecules in the condensed phase, the role that solvent

molecules play must be carefully investigated. The work in this dissertation demonstrates

that solvent molecules not only affect chemical reactions in more subtle quantitative ways but

also exhibit significant qualitative differences. In Chapter 2, we use MQC-MD to simulate

the photodissociation of Na+
2 in liquid argon. At the dissociation limit of this bond cleavage,

the motions of the solvent are what determine the products of this reaction, and we explore

these high-dimensional solvent motions using Machine Learning. Chapter 3 studies the same

Na+
2 molecule in liquid THF, where solvation by datively-bound THF molecules alters what

was a photodissociation reaction in the gas phase into a two-step photoisomerization and

photodissociation reaction in solution. Chapter 4 explores dissociation for a heteronuclear

dimer, NaK+, in liquid THF. I show that THF solvation switches the electronic ground state

thermodynamic dissociation products, causing the bonding electron to preferentially localize

on K+ rather than the expected Na+ (as would be expected based on the electron affinities in

the gas phase). Finally in Chapter 5, we perform AIMD simulations of two hydrated electrons

undergoing a hydrogen evolution reaction. I focus on simulating the spectral signatures of

this reaction, offering insights and potential guidelines for experimentalists looking to detect

the elusive intermediates.
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CHAPTER 2

Using Machine Learning to Understand the Causes of

Quantum Decoherence in Solution-Phase Bond

Breaking Reactions

2.1 Introduction

The fact that quantum systems can exist in a superposition of coherent quantum states is

what gives rise to their utility in the emergent field of quantum information science. When

such an entangled quantum system interacts with a fluctuating environment, motions of the

bath can make a ‘measurement’ on the system, breaking the entanglement and collapsing

the system into an eigenstate.[246, 249, 250, 192, 193] This phenomenon, known as quan-

tum decoherence, provides the key limitation on technologies such as quantum computing,

quantum communications, and quantum metrology.[119, 127, 116] The usual approach to

decreasing the rate of quantum decoherence is simply to lower the temperature, thus reduc-

ing the frequency and amplitude of bath fluctuations that couple to the entangled quantum

system.[119]

Despite all the interest, there are only a handful of studies[182, 223, 79, 180, 105, 4, 198,

21, 142, 185, 143] that have worked to provide a microscopic picture of how bath motions

couple to a quantum system and cause decoherence, or that investigate whether restricting

certain types of bath motions might allow chemical systems to remain entangled at higher

temperatures. Most common theoretical approaches are derived from a generalized master
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equation and treat the loss of quantum coherence by introducing empirical off-diagonal

terms in the system density matrix,[249, 193, 57, 34, 91] which provides little insight into

understanding precisely what types of underlying bath motions or coupling is responsible.

A few studies have examined decoherence using an explicit bath representation, notably the

works of Sanz et al.[189] and Elran et al.,[58] who used a classical analogue approach involving

a Wigner distribution for initial quantum states and molecular dynamics simulations to study

the vibrational decoherence of I2 in a bath of liquid xenon.

In this work, we use quantum molecular dynamics simulations to examine the quantum

decoherence that accompanies chemical bond breaking in solution. The decoherence event we

study is the solvent-induced collapse of a bonding electron’s wavefunction. This wavefunction

is initially prepared by photoexcitation in a superposition of positional states, with the

electron residing equally on both possible photofragments. After decoherence, the electron

localizes onto a single positional state associated with only one of the two photofragments,

determining the products of the bond-breaking reaction.

For simple molecules that involve one-electron bonds, such as the Na+
2 molecule consid-

ered here, the wavefunction of the bonding electron is described as a coherent superposition

of quantum states centered on each atom, analogous to a superposition of quantum spin

states.[196] In vacuum, this coherence is conserved indefinitely, even as the bond length ap-

proaches infinity; in other words, half the bonding electron remains on each atom as the

bond is broken. In the condensed phase, however, interactions of the quantum system and

the solution environment break the local symmetry, causing decoherence via collapse of the

wavefunction onto a single positional quantum state. In other words, decoherence deter-

mines whether dissociation of molecules like Na+
2 produces Na + Na+ or Na+ + Na, so that

understanding the motions that cause decoherence is highly chemically relevant.

To study interactions of the bonding electron with a solvent environment, we focus our

simulation efforts on the excited-state dissociation of Na+
2 in liquid Ar. This particular

molecular system is well understood in the gas phase and has been simulated in solvated
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clusters by Douady et al.[54] In our previous work on this system in liquid Ar, we found

that the solvation response during dissociation deviates significantly from linear response

predictions and that the system experiences discrete solvent environments as the molecule’s

bond lengthens.[231, 229]

Here, we take advantage of machine learning (ML) methods to focus on the detailed

molecular motions of the liquid Ar bath underlying quantum decoherence and wavefunction

collapse. Although ML is conventionally used a means to extend the system size and/or

timescales in quantum simulations, here we use it to determine which part of a high di-

mensional feature space, in this case the solvent motions, can predict decoherence. Using a

Balanced Random Forest (BRF) classifier model, we show that we can identify the solvent

motions that cause decoherence with ∼79% accuracy given an optimized feature space with

only five dimensions. The results of our feature importance analysis indicate that there

are two primary requisites for decoherence. First, decoherence is induced by asymmetric

collisions where solvent atoms strongly interact with one Na+ but not the other. Second,

decoherence cannot occur until the dissociating molecule reaches longer bond distances, sug-

gesting a transition from a single molecular entity experiencing unified solvent collisions to

separated photofragments undergoing independent local solvent fluctuations.

2.2 Results and Discussion

Our simulations use mixed quantum/classical (MQC) molecular dynamics (MD) simulations

where the bonding electron is described quantum mechanically and the solvent motions

are described classically. Interactions between the bonding electron and classical particles

are treated through previously-developed pseudopotentials.[207, 208, 67] The details of the

methods are the same as those used in our previous work[70, 68? , 231, 229? ? ] and can

also be found in the Supporting Information (SI). Briefly, the system is composed of a single

Na+
2 solute and 1600 Ar atoms. We take 210 uncorrelated, ground state, equilibrium config-
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urations and launch non-equilibrium trajectories by promoting the bonding electron in these

configurations onto its first excited state. The dynamics are propagated nonadiabatically

using Tully’s fewest-switches surface hopping algorithm, although none of the trajectories

underwent a surface hop to the ground state prior to the decoherencee event of interest. The

non-equilibrium dynamics were followed for 2 ps, a time sufficient to see decoherence in the

majority (91.4%) of trajectories.

It is worth noting that the word ‘decoherence’ does not have a single precise meaning

in the literature. For example, coherence between adiabatic electronic states induced by

motions of an external bath is frequently investigated in surface hopping studies,[210] and

the subsequent transitions between states (‘surface hops’) are often referred to as decoherence

events.[16] Rather than the mixing of electronic states induced through the nuclear degrees

of freedom, however, in this work we use the word decoherence to refer to charge localization

events that take place on a single adiabatic electronic state. As described further below,

we choose to think of the single bonding electron on the lowest adiabatic excited state of

Na+
2 as being in an entangled/coherent superposition of Na+ + Na0 and Na0 + Na+ states.

Here, we define the decoherence event as the solvent-induced suppression of interference

between these positional quantum states of the bonding electron, which causes localization

of the electron onto a single Na. As mentioned above, this event generally takes place well

before any instances of surface hopping onto the adiabatic ground electronic state. A similar

definition of decoherence has been used in studies of molecular shape through localization

of nuclei by Matyus and Cassem-Chenai[157].

We begin our exploration of the decoherence that occurs following the photodissociation

of Na+
2 in liquid Ar by examining the basic features of this chemical process. Figure 2.1a

shows snapshots from a representative non-equilibrium photodissociation trajectory, which

begins with the molecule in its electronic ground state (upper left panel). At time zero, we

promote the molecule to its lowest electronic excited state (upper right panel), introducing

a node in the bonding electron wavefunction. This is a classic σ to σ* transition, where
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the lack of excited-state electron density between the two nuclei initiates the bond-breaking

process.

The dissociative σ* state can be described as a coherent superposition of localized states

where the electron is associated either entirely with the left Na+, which we denote |Na(1)⟩, or

entirely with the right Na+, which we denote |Na(2)⟩. Thus, at the instant of Franck-Condon

excitation, the one-electron wavefunction takes the form:

|ψ⟩ = c1|Na(1)⟩ − c2|Na(2)⟩ (2.1)

where the ci are the amplitudes of the individual atomic quantum states, the minus sign

indicates that the two localized states have opposite phase, and |ψ⟩ is the total wavefunction

of the excited bonding electron.

Following the initial excitation, the Na+
2 molecule begins to dissociate. In the gas phase,

the ci coefficients describing the wavefunction of the dissociating molecule are equal (with

both |ci|2 = 0.5), and they remain so as the dissociation proceeds since there is no envi-

ronment to break the symmetry; a movie of this process based on a gas-phase simulation

trajectory is available in the Supplementary Information (SI). In the condensed phase, the

interactions of each dissociating Na+ with its local solvent environment alters the coefficients

comprising the total wavefunction. The center-right panel in Fig. 2.1a shows that, 220 fs

after photoexcitation, the wavefunction starts becoming asymmetric, with a larger ampli-

tude on the right-hand Na+. By 280 fs (bottom right panel in Fig. 2.1a), the wavefunction

localizes on the Na+ on the right. A movie of a typical condensed-phase trajectory is also

available in the SI.

Figure 1b plots the time-dependent coefficients that describe the total wavefunction for

this trajectory, with |c1|2 shown as the pink triangles and |c2|2 shown as the blue squares.

As suggested in Fig. 1a, the coefficients start off equal, but over a relatively short time scale

between 220 and 280 fs, one of the coefficients rapidly goes to zero while the other approaches
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Figure 2.1: Analysis of a single non-equilibrium trajectory of the photodissociation and subsequent

decoherence event of excited Na+2 in liquid Ar. Panel a shows snapshots during the dissociation process.

The black spheres represent the Na+ cores, the pink spheres correspond to argon atoms, and the wire mesh

depicts the wavefunction of the bonding electron. Each trajectory is initiated from an equilibrium ground

state configuration and at time zero (top left), the electron is promoted to its first excited state, introducing

a node in the wavefunction with about equal amplitude on each Na+ (top right). As the bond distance

(R) elongates, solvent fluctuations introduce asymmetrical environments around each photofragment. This

causes the wavefunction amplitude to start to move onto a single Na+ (middle right) by 220 fs, the beginning

of quantum decoherence. By 280 fs, the wavefunction is essentially fully localized (≥90% onto a single Na+

(bottom right), and the decoherence event is complete. Snapshots in gray (middle and lower left) depict

how the unoccupied ground state wavefunction evolves during the non-equilibrium excited-state trajectory.

Panel b tracks the squared amplitude of the individual Na+ quantum states that comprise the coherent

superposition. Panel c shows the time history of the Na+–Na+ distance for this trajectory, which reaches a

separation of ∼9 Å at the time of localization.
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unity, the hallmark of a quantum decoherence event. Figure 1c shows the distance between

the two Na nuclei as a function of time for this trajectory, which starts at the Na+
2 equilibrium

bond length of 3.9 Å. The inflection point seen near ∼100 fs represents a strong collision

of the dissociating fragments with the surrounding solvent cage,[231, 13] but this relatively

violent molecular event is clearly not what is responsible for decoherence, which does not

start to for another ∼80 fs. The goal of this study is to determine what solvent configurations

and/or motions cause quantum decoherence in the condensed phase.

To this end, we start by examining our non-equilibrium ensemble of 210 trajectories

simulating the dissociation of Na+
2 in liquid Ar to examine the variety of conditions under

which decoherence occurs. For the purposes of this paper, we define decoherence as taking

place when one of the |ci|2 ≥ 0.9. In the left inset in Fig. 2.2, we have plotted the distribution

of times when decoherence events occur. The most probable time for decoherence to take

place is ∼260 fs after excitation, but the distribution has a long tail reflecting the fact

that a significant number of trajectories take a very long time for decoherence to occur.

The right inset in Fig. 2.2 shows the distribution of Na–Na bond distances at the moment

of decoherence; decoherence clearly never occurs unless the dissociating bond length has

reached at least 8 Å. This suggests that decoherence cannot take the reaction to completion

until the bond is significantly longer than that in its ground-state equilibrium.

Since the decoherence events happen over a broad range of times between trajectories,

in Figure 2 we examine the non-equilibrium ensemble average behavior of the wavefunction

coefficients over the 180-fs time window immediately prior to localization. Here, time zero is

the time of the decoherence event in each trajectory, and the blue squares show the absolute

difference of the |ci|2 coefficients in the time preceding and up to the decoherence event. As a

control, the pink triangles show the same quantity averaging over 180-fs windows of the 8.4%

of non-equilibrium trajectories for which electron localization does not occur. The coefficient

differences in trajectories for which decoherence occurs and those where the system remains

in a coherent superposition begin at the same value but then diverge from each other starting
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Figure 2.2: Non-equilibrium ensemble average of the absolute difference between the |ci|2. The blue

curve shows the coefficient difference in |ci|2 where time zero at the right of the x-axis is the moment at

which decoherence is complete. Clearly, the localization event is not instantaneous but happens over a

timescale of ∼60 fs, starting when the slope of the difference between the |ci|2 dramatically increases. The

pink curve is the the difference in |ci|2 over 180 fs windows in the 8.4% of the trajectories where electron

localization does not occur, serving as a baseline for understanding the decoherence events. The insets show

the distribution of times (left) and bond distances (right) at which localization occurs. Although the most

probable localization time is ∼260 fs, some trajectories take much longer for decoherence to occur. The bond

distance distribution when localization occurs suggests that having a photofragment separation of at least

∼8 Å is a prerequisite for quantum decoherence in this system.
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about 60 fs before the decoherence event. This indicates that decoherence on the excited

state of Na+
2 is not instantaneous but instead depends on some particular solute-solvent

interaction that occurs on a ∼60-fs time scale.

Due to the atomic nature of the Ar bath, decoherence must be caused by translational mo-

tions of the solvent. However, it is unclear if there is a single solvent interaction that causes

quantum decoherence or a collective event that can only occur under specific conditions.

To find out what solvent motions break the symmetry of the photoexcited molecule and

cause decoherence, we examined a number of order parameters that encode solvent atomic

positions, atomic velocities, solute-solvent forces, and components of the solute-solvent in-

teraction energies; descriptions of some of the parameters we explored are given in the SI.

Unfortunately, no single parameter that we calculated was sufficient to completely describe

the observed decoherence events. What we show next, however, is that using combinations

of these parameters as a high dimensional feature space for a ML model, we were able to

make effective predictions for when decoherence occurs.

Our approach is to cast the decoherence event as a classification problem, where we seek

to predict whether the electron will localize on Na(1) (class 1), localize on Na(2) (class 2), or

remain delocalized (class 3). From each of our non-equilibrium trajectories where localization

occurred, we took the last 9 time steps prior to the decoherence event, yielding 1,890 examples

from which to train and test the model. To encode the local environment of each Na+,

we calculated numerous features including atom-centered symmetry functions[19] describing

pairwise solvent distances and angles, solute-solvent forces, solute-solvent velocities, and

various components of electron-solvent energies, to name a few. After much investigation,

described in more detail in the SI, we found that only five features were needed to give both

sufficient accuracy and a relatively low dimensionality for interpretability. The feature set

includes the dimer bond length, the integrated solvent potential felt by the electron around

each Na+ (integrated over a radius 2.6 Å), and whether or not each Na+ experiences a

collision with an Ar solvent atom (determined through changes in Na+ velocity angles). The
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Figure 2.3: SHAP analysis on the BRF classifier model for predicting the role of different features on

three classes of events: decoherence with electron localization on Na+(1) (panel a), decoherence with electron

localization on Na+(2) (panel b), and the system remaining in a coherent superposition with the electron

delocalized between the two Na+’s (unlocalized, panel c). The color scale represents the value of each

feature. The SHAP value is calculated for each feature and represents the deviation of each class from the

random output of 1/3. Negative SHAP values decrease the likelihood of this class prediction and positive

SHAP values increase the likelihood for the model to predict this class based on that feature contribution.

SHAP values near zero do not impact the prediction. For the localized on Na+(1) class prediction (panel a),

large bond distances, higher collisions of Ar solvent atoms with Na+(1), and low collisions of Ar with Na+(2)

create a positive likelihood for the BRF model to predict decoherence via electron localization onto Na+(1).

Panel b shows that the localization on Na+(2) class behaves similarly, with positive correlations for large bond

distances and collisions only on Na+(2). Thus, the key requirement for decoherence is the presence of an

asymmetric collision (see Fig. 4), with the electron localizing on the photofragment that experiences the

collision. The SHAP analysis in panel c shows that small bond distances and either a lack of collisions or

simultaneous collisions on both Na+’s increases the likelihood of the model to predict the unlocalized class.
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details of our feature engineering are further discussed in the Methods below as well as in

the SI.

One issue with building our ML model is that each trajectory in our ensemble has only

one decoherence or localization event, so that our data is highly imbalanced towards the

unlocalized class. To handle this imbalance without severely reducing the size of our training

and test sets through down-sampling, we used a balanced random forest (BRF) classifier,[32,

126] which implements undersampling for each bootstrap sample to reduce bias in model

training. Model performance was validated using a balanced accuracy score,[33] which scales

the normal prediction accuracy by class-balanced sample weights. The optimized model

achieved a single train/test split balanced accuracy score of ∼79%, and a cross-validated

balanced accuracy of ∼78%.

To interpret the resulting model and draw insights about the underlying causes of condensed-

phase quantum decoherence, we employed a SHapley Additive exPlanations (SHAP) analysis.[134,

235] SHAP values quantify the impact of each feature to the final prediction of a model. In

short, a SHAP analysis takes a coalition (a subset of the features) and calculates the marginal

contribution of adding in that feature compared to leaving it out. The prediction probability

for a class is the sum of all the feature SHAP values along with the expected model out-

put. For our trained BRF, the expected (random) probability for each of the three classes

is 33.3%. Thus, positive SHAP values for a feature enhance prediction of that class while

negative SHAP values reduce prediction of that class. Figure 2.3 summarizes the results

of the SHAP analysis for the three most important features, and the full SHAP analysis is

available in the SI.

Figures 2.3a and b show the SHAP distributions for predicting decoherence via electron

localization on Na(1) or Na(2), respectively. For both of these class predictions, large Na–Na

bond distances are associated with electron localization and quantum decoherence, whereas

shorter bond distances maintain coherence and promote electron delocalization, as seen in

panel c. This agrees well with the decoherence bond length distribution shown in the right
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inset of Fig. 2.2. Perhaps most strikingly, however, collisions between the Ar solvent atoms

and the different Na+’s show the strongest effect for predicting decoherence and electron

localization, with no feature attributions seen near zero. Collisions with a particular Na atom

are strongly correlated with electron localization onto that Na atom, while a simultaneous

collision with the other Na atom is anticorrelated with decoherence, as can be seen in the

negative tail of the SHAP values showing high feature values. Moreover, for the unlocalized

class predictions shown in panel c, we see that a lack of collisions on either Na enhances

delocalization. All this indicates that solvent collisions that occur with one Na atom but not

the other are a necessary condition for quantum decoherence.

As mentioned above, the electron prefers to localize on the Na+ that experiences the

collision. Although seemingly counterintuitive, this is because the dissociation takes place

adiabatically on the excited state[229] and the electron preferentially localizes on the higher-

energy photofragment, a phenomenon known in the literature as ‘anomalous charge flow’.[170]

Perhaps of even more interest is the fact that most collisions do not lead to quantum deco-

herence. One way to visualize the presence of solvent collisions with the photofragments is by

plotting the change in the angle of the velocity vector of each Na+ (cos−1[v̂Na(t) · v̂Na(t+ δt)],

where we choose δt = 20 fs), which we refer to as the collision angle, as shown in Fig. 2.4a

for the same representative trajectory explored in Fig. 2.1. In Fig. 2.4a, the blue curve

corresponds to the collision angle for the Na+ onto which the electron eventually localizes,

while the pink curve shows the collision angle for the other Na+. We identify collisions as

occurring when the collision angle shows a maximum, reflecting that the Na+ velocity vector

significantly changed angle due to large local forces from interactions with the Ar solvent.

Figure 2.4a shows that the first collision on each Na+ occurs at ∼100 fs; this is the so-

called caging event,[95, 231] where the dissociative force drives the photofragments strongly

into the first-shell solvent atoms. This event, although relatively violent on a molecular scale,

does not induce decoherence both because it happens effectively simultaneously for the two

Na+’s and because the system has not yet reached the requisite ∼8 Å bond distance. In other
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Figure 2.4: (a) Collision angles, calculated as the angle between the instantaneous Na+ velocity at time

t and at time t − 20 fs at each time step, for the Na+ onto which the electron eventually localizes (blue

curve) and the other Na+ (pink curve) for the same representative trajectory explored in Fig. 1. There are

three strong solvent collisions with the Na+ onto which the electron localizes at ∼100, 200 and 320 fs, but

only two collisions, at ∼100 and 200 fs, with the other Na+. In this example, localization occurs at 280 fs

and the collision angles show a peak just after the localization time on the localized Na+ and the absence of

a peak on the unlocalized Na+. The inset shows an illustration of the binary representation of the collision

vector (v⃗i) used to calculate the collision time dissimilarity. (b) Non-equilibrium ensemble average of the

differences in collision times for each Na+. We calculate the collision time dissimilarity (black dots) as the

ensemble-averaged absolute difference in collision vectors, which represent the degree of dissimilarity in the

collision times between each dissociating Na+. On average, the collision phases for the two Na+’s are quite

similar from 140 fs to 20 fs before localization, but at the moment of localization the degree of collision

dissimilarity sharply increases. The pink and blue points, connected by lines to guide the eye, show the

frequency of collisions on the Na+ onto which the electron eventually localizes (blue) and the other Na+

(pink). Prior to localization, we see that collisions do occur, but the collision times between the two Na+

are similar. At the time of localization, the collision frequency is much higher for the Na+ onto which the

electron localizes, and the high dissimilarity value shows that during localization, collisions do not occur

simultaneously on both Na+’s.
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words, at small bond distances, both photofragments are effectively coupled to a single bath,

maintaining coherence even in the presence of strong solvent collisions. Once the fragments

reach a sufficient separation, each effectively experiences a separate local bath, allowing

collisions to alter the degree of coherence. For the example in Fig. 2.4a, the bond length is

near the 8 Å requirement for separate local environments at the time of the second set of

collisions, ∼200 fs, but decoherence is not induced because the collisions occur essentially

simultaneously, maintaining the two-fragment entanglement. It is not until the onset of

the third sharp collision, peaking at 310 fs, which occurs only with a single Na+, that the

wavefunction localizes and decoherence takes place. These findings fit well with the SHAP

analysis in Fig. 2.3, where high values for the localized Na+ collision vector and low values

for the delocalized Na+ collision vector increase the likelihood of predicting the localized

class.

To further explore the correlation between asynchronous collisions and quantum decoher-

ence, we have developed a parameter to quantify the degree of dissimilarity in collision times

between the Na+’s for the non-equilibrium ensemble. The parameter is based on a binary

representation of the collision angles shown in the inset of Fig. 2.4a, the same feature used

in our ML analysis. We define the peaks of the collision angles on a given Na+ as ‘1’ and the

rest of the time points as ‘0’, creating a vector of collision events over time. We then take as

our metric the absolute difference between these binary vectors for each Na+ as our collision

dissimilarity parameter, averaging over the non-equilibrium ensemble to generate the black

dots plotted in Fig. 2.4b. By this measure, the degree of dissimilarity between collision times

prior to electron localization is relatively low, but at the moment of the decoherence event,

the degree of dissimilarity sharply increases. Because we define this measure as a binary vec-

tor, the only way it can be non-zero is when there is a collision on one Na+ but not the other.

Superimposed on Fig. 2.4b is the collision frequency for the Na+ onto which the electron

eventually localizes (blue data points/lines) and for the other Na+ (pink data points/lines).

The data show that the Na+ onto which the electron localizes experiences a collision at the
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moment of localization ∼80% of the time. As described in the SI, we also considered features

such as the local solvent density (Figure S2), the collective solvent velocities (Figure S3), and

the absolute difference in the solvent potential between each Na+ (Figure S1), the behavior

of all of which are consistent with the idea that asynchronous solute-solvent collisions are

what induces quantum decoherence.

This idea of asynchronous solute-solvent collisions coinciding with decoherence makes

sense with our understanding of quantum systems. If two positional quantum states of a

system are highly entangled, as when the bond length is short, then the interactions ‘local’

to one site also impact the wavefunction situated on the other site. Moreover, simultaneous

collisions do not cause decoherence even when the bond length is sufficiently long. This would

suggest that experiencing collisions is not necessarily detrimental to preserving quantum

coherence so long as the interactions and timing on each fragment are not too different. Thus,

rather than simply trying to minimize collisions and interactions with the environment, our

results suggest that coherence could be preserved if one could design the quantum system

in such a way that the collisions act symmetrically on the entangled particles. One also can

design the system to maintain entanglement[226], such as is the case for our system when the

bond length is less than 8 Å, where the electron experiences only a single set of fluctuations

that cannot induce decoherence even if the interactions with the environment are strong.

2.3 Conclusions

In summary, we have explored the microscopic mechanisms underlying quantum decoherence

during a simple chemical reaction, the photodissociation of Na+
2 in liquid Ar. We found that

with the aid of machine learning, we were able to provide a molecular interpretation of the

chemical events underlying quantum decoherence and electron localization in this system,

which is what determines the products of this simple reaction. The use of machine learning

turned out to be critical to our analysis because the microscopic bath motions underlying
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decoherence could not be reduced to a singular molecular event; instead, our ML model

suggests that decoherence requires a higher-dimensional description. For the photodisso-

ciation of Na+
2 in liquid Ar, the primary environmental factors that influence decoherence

are a requisite spatial separation of the entangled positional atomic states as well as a need

for asynchronous solute-solvent collisions on each photofragment. Thus, the time evolu-

tion of entangled positional quantum states are determined by collective motions of the

bath rather than any specific single interaction. We close by noting that decoherence of

quantum states in condensed-phase systems is not limited to the bond breaking of diatomic

molecules but is fundamental throughout chemistry[101, 35, 247] as well as present in biologi-

cal systems[42, 98, 93, 94, 181] and has direct applications to emergent fields such as quantum

computing, sensing, and communications.[153, 110] The conclusions we have drawn in this

work, particularly the requirement for decoherence resulting from dissimilar interactions on

the entangled quantum particles, should extend generally to coherent quantum systems.

2.4 Methods

Overview of simulation details

In our MQC MD simulations, the Na+ cores and the argon solvent atoms are treated clas-

sically while the single bonding electron of Na+
2 is treated quantum mechanically, giving

us the respective classical and quantum subsystems. The classical subsystem is treated as

a Lennard-Jones (LJ) fluid with pair-wise LJ interactions between particles. The quantum

subsystem consisting of the single bonding electron is treated using a 323 grid basis set within

our simulation box. The time-independent Schrödinger equation is solved for our quantum

subsystem at every time step. Interactions between the classical and quantum subsystems

are accounted for using Phillips-Kleinman[176] (PK) pseudopotentials that have been pre-

viously developed and benchmarked.[207, 208] Contributions by the quantum subsystem to

the classical nuclear dynamics are calculated through the Hellman-Feynman force.
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The simulation box contains two Na+ cores, to model our solute, and 1600 argon atoms

to model the bulk solvent. The box length is set to 43.8 Å and the quantum subsystem

grid spans a length of ∼25 Å centered at the origin of our simulation box. A time step of

4 fs was used with the velocity Verlet algorithm to propagate the classical particles. All

simulations were performed on the (N, V,E) ensemble at a temperature of 120 K. The work

presented here is from a series of 210 nonequilibrium trajectories of the photodissociation of

Na+
2 in liquid argon. The initial configurations for each individual trajectory were taken from

uncorrelated time steps of a ground-state equilibrium simulation of Na+
2 in liquid argon. The

bonding electron in each trajectory is promoted to its first excited state and the dynamics are

allowed to propagate for 2 ps in order to study the early time dynamics on the first excited

state. Nonadiabatic transitions are enabled using the FSSH algorithm. Further discussion

on all simulation details can be seen in the SI.

Collision angle dissimilarity

The collision angles for each Na+ are calculated using their instantaneous velocities. At each

time step, the angle is calculated between the Na+ instantaneous velocity vector at time t

and the instantaneous velocity vector for that same Na+ at time t − 20fs. A peak finding

algorithm in Mathematica[1] was used to detect the collision times for each Na+ within each

trajectory for our entire ensemble.

The collision time dissimilarity is calculated by first expressing the collision angles for

each Na+ as a binary vector. The length of the vector is equal to the number of time steps

in our trajectory and the value at each time step is 0 if there are no collision peaks detected

and 1 if there is. For example, the localized Na+ in the example trajectory plotted in Figure

4 has a binary vector with 3 instances of 1, and the rest 0 in that time regime. We then

take the difference between the localized and unlocalized Na+ binary vector at each time

step, where a difference value of zero indicates no difference in the collisions at that time

step and a difference value of one indicates a collision on one Na+ but not the other. The
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difference between Na+ binary vectors is ensemble averaged in the 140-fs time window prior

to localization.

Machine Learning analysis

Feature Engineering & Selection

The features used in training the BRF model included the dimer bond distance, the effective

volume around each sodium, a spherically-integrated pseudopotential value around each

sodium, solvent atom-centered symmetry functions for each sodium core, and binary sodium

collision vectors. We trained models on all permutations of features and chose the smallest

subset that produced the best balanced accuracy results on a validation set. This final feature

set included the dimer bond distance, the integrated Na+ pseudopotential, and binary Na+

collision vectors, giving a dimensionality of five. For further information on the feature

set, feature selection, and hyper-parameter optimization of the atom-centered symmetry

functions as well as the BRF model, see the SI. Before model training and testing, all input

data except for the binary collision vectors was standardized.

Balanced Random Forest Training & Performance Validation

We trained and evaluated both a balanced random forest classifier as well as a balanced

bagging classifier. Over all performance metrics, including replicate test/train splits, single

test/train splits, and k = 5 cross-fold validation, the balanced random forest model per-

formed better than the balanced bagging model. K-fold cross validation used all 1,890 data

points while 80/20 train/test splits were used for test/train split validation. All models

were implemented in Python 3.9.4 using the imblearn 0.7.0 package[126], and evaluated us-

ing scikit-learn 0.24.2[171]. Since every 9 data points in our data set came from correlated

trajectories in our ensemble, a time-series data split was done to avoid data leakage that

would artificially boost model performance. That is, certain trajectories were assigned to
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the training data while completely separate trajectories were assigned to the test data. As

indicated above, our BRF model achieved a balanced accuracy score of 78%. A learning

curve of the model can be seen in the SI.

SHAP Analysis

SHAP values were calculated using the Python-implemented version 0.41.0[134]. Beyond the

violin summary plots shown above, SHAP feature importance plots also can be found in the

SI.
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CHAPTER 3

Solvent Control of Chemical Identity Can Change

Photodissociation into Photoisomerization

3.1 Introduction

Most chemical reactions take place in solution, where the solvent is typically viewed as a

background medium for reacting solute molecules to encounter one another via diffusion. Of

course, for a few special cases, such as solvated electrons[241] and charge-transfer-to-solvent

transitions,[22, 137] solvents can help to create electronic states that otherwise would not

exist if the solutes were in the gas phase. And in electron transfer and related reactions,

solvent reorganization is the primary driving force[138] to move charge from the donor to

the acceptor and thus determines the reaction rate.[139, 140, 10, 214, 164]

In addition to the special cases where reactions cannot occur without solvent mediation,

the presence of solvent molecules can also strongly alter our gas-phase-like picture of solution-

phase chemistry: solvent molecules can do much more than act as a reactive medium. For ex-

ample, first-shell solvent molecules can ‘cage’ the products of photodissociation reactions, in-

hibiting separation of the photofragments and promoting recombination.[130, 234, 15, 20, 54]

Additionally, photoreaction pathways and photofragment relaxation timescales can differ de-

pending on solvent polarity [99, 100, 107] or viscosity.[50] Moreover, solvent interactions can

alter the potential energy surface on which reactions take place, changing them significantly

from what they were for an isolated gas-phase solute[203, 245, 231, 96, 24, 97, 240, 114,

118, 37]. Previously, we have shown that Pauli repulsion interactions from surrounding sol-
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vent molecules can compress a solute’s bonding electrons, raising a solute’s bond vibrational

frequency.[71] We have also shown that modest locally-specific solute-solvent interactions,

with energetics similar to those of a hydrogen bond, can change the chemical identity of a

solute.[236, 237] In such cases, the chemical species must be thought of as a solute-solvent

complex rather than a gas-phase solute perturbed by solvent interactions.[236, 237]

In this work, we use quantum simulation methods to examine how solvent-induced

changes in chemical identity affect the breaking of chemical bonds. In particular, we show

that for a diatomic solute that normally undergoes a photodissociation reaction in the gas

phase, the chemistry following photoexcitation in solution is entirely different: the solution-

phase dynamics involve a two-step process whose first step is best described as a photoiso-

merization reaction involving solvent rearrangement, followed by a second quasi-dissociative

step that can take place only after the solvent isomerization is complete. Because motions

of the solvent molecules rather than the solute photofragments dominate the early-time dy-

namics, the solution-phase reaction needs to be described by a two-dimensional potential

energy surface involving collective motion of the first-shell solvent molecules rather than the

simpler one-dimensional potential energy curves that describe the gas-phase photoreactivity.

The results indicate that the solvent can play an intimate role in chemical reactions involving

bond breaking or formation, potentially requiring a whole new formalism beyond what is

typically used for gas-phase reactivity.

The system we choose to study in this work is the Na+
2 molecule dissolved in liquid

tetrahydrofuran (THF), which we simulate using mixed quantum/classical (MQC) molecu-

lar dynamics (MD). The Na+ solute cores and THF solvent molecules are treated classically,

while the valence bonding electron is treated quantum mechanically. We simulate photoex-

citation of the solute by taking uncorrelated equilibrium configurations of the ground-state

system and placing the bonding electron onto its first excited state at time zero, then prop-

agating dynamics adiabatically to generate a nonequilibrium ensemble of 20 trajectories.

We chose this system because it is readily amenable to study via MQC MD: the electronic
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structure of gas-phase Na+
2 is fairly easy to describe due to the relative lack of exchange and

correlation contributions between the valence bonding electron and the core electrons,[106]

and the necessary electron–Na+ core and electron–THF pseudopotentials[211] have already

been developed and thoroughly benchmarked.[68, 208, 70, 72] The methods we employ here

are similar to those in our previous work,[236, 231, 237] and they reproduce the gas-phase

quantum chemistry of Na+
2 [68, 106] and experimental properties of Na+:solvated electron

tight contact pairs in liquid THF[72, 73] quite well. Further details are given in the methods

section below as well as the Supporting Information (SI).

3.2 Results and Discussions

As a reference point for understanding solvent effects on chemical bond-breaking, we begin

our analysis by studying the behavior of the photoexcited Na+
2 solute in the gas phase. Figure

1a shows snapshots of the bonding electron’s charge density for the solute in the ground

state before excitation (left), in the Franck-Condon region immediately following excitation

(center), and when the fragments have separated to a distance of 8 Å (right). The ground

and Franck-Condon excited-state charge density clearly resemble bonding σ and antibonding

σ* molecular orbitals, respectively, with the nodal plane of the excited-state wavefunction

oriented perpendicular to the bond axis. As the molecule separates, half the bonding electron

is associated with each Na+ core, as there is nothing in the gas phase to break the symmetry

to localize the electron and create the eventual Na0 + Na+ photoproducts.

In liquid THF, however, the solvent forms dative bonds to the solute,[72] which changes

the solute chemical identity.[236] For Na+
2 in liquid THF, two new chemical species are

formed, consisting of Na(THF)4–Na(THF)+5 and Na(THF)5–Na(THF)+5 complexes, which

we will refer to as (4,5) and (5,5), respectively, for brevity. We have previously argued

that these complexes are separate molecules (with a ∼6 kBT barrier for interconversion

between them) with distinct Na+–Na+ bond lengths, vibrational frequencies, and electronic

30



(4,5) Liquid THF

Before Excita!on A"er Excita!on Near Dissocia!on Limit
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Figure 3.1: Simulation snapshots of the excited-state electron density for Na+
2 in different

environments: (a) the gas phase; (b) in liquid THF; (c) as a gas-phase Na(THF)4−Na(THF)+5

solvated cluster. In each panel, the left-most figure displays a snapshot of the Na+
2 species in

its ground-state equilibrium, the center figure shows the electron density in the Franck-

Condon region immediately after photoexcitation, and the right-most figure shows the

excited-state electron density after the photofragments have separated to a distance of ∼8

Å. The Na+ cores are plotted as black spheres and THF solvent molecules are plotted as

turquoise sticks with red oxygen atoms. Dative bonds are shown as thin black lines connect-

ing THF oxygen sites and Na+. The gas-phase Na+
2 bonding electron density resembles a σ*

MO immediately after photoexcitation. In the presence of datively-bonded THF, however,

the Franck-Condon excited-state bonding electron density resembles a π MO, whose node

re-orients to a σ* orientation only at the dissociation limit.
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absorption spectra.[237]. Here, we focus on the chemistry following photoexcitation of the

(4,5) species for conciseness, but a similar analysis and conclusions for photoexcitation of

the (5,5) complex can be found in the SI.

The change in chemical identity from gas-phase Na+
2 to a (4,5) (or (5,5)) solvated complex

completely changes the electronic structure of this species,[237, 236] as can be seen in Fig. 1b.

Due to Pauli repulsion of the datively-bound THF molecules, the bonding electron has its

excited-state node oriented parallel to the Na+–Na+ bond axis, similar to the structure of

a π bonding molecular orbital (center). As the Na+–Na+ distance lengthens, the electron

density shifts so that the node now lies perpendicular to the bond axis, picking up σ*

character (right; see also the movie of this process included in the SI).[231] Because of the

differences in electron density between Fig. 1a and Fig. 1b, photoexcitation of Na+
2 in liquid

THF, where dative bonds with the solvent cause changes in the chemical identity of the

solute, cannot be thought of as simply a gas-phase Na+
2 photodissociation reaction slightly

perturbed by the solvent.

In Fig. 1c, we show what happens following photoexcitation of a (4,5) Na+
2 /THF complex

as a gas-phase cluster, removing the effect of the bulk solvent. The excited-state relaxation

process in this case is similar to what occurs in the full liquid phase, where the bonding

electron initially has π character but transitions to have more σ* character by the ∼8 Å

dissociation limit. This verifies that the datively-bound THF molecules are important par-

ticipants in this photoexcitation reaction, confirming that the proper chemical identity is a

complex that includes the datively-bound THFs rather than a solvent-perturbed Na+
2 . A

comparison between Figs. 1b and c, however, shows that photoexcitation of (4,5) in solution

can be thought of as similar to that of the gas-phase (4,5) complex with minor perturbations,

emphasizing that including the datively-bound solvents as part of the solute is necessary to

understand this condensed-phase photoreaction.

The snapshots seen in Fig. 1 lead to an obvious question: what causes the excited-state

bonding electron to change its character from π-like to σ*-like? The answer lies in the spe-
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cific datively-bonded solvent molecular geometry and how this geometry evolves following

photoexcitation. For the 4-coordinated end of the (4,5) complex, the solvents are initially

arranged in a seesaw configuration and evolve into a more tetrahedral configuration after

photoexcitation and subsequent relaxation. For the 5-coordinated end of the (4,5) complex,

we see square pyramidal and trigonal bipyramidal configurations before and after photoex-

citation, respectively. To track the dynamics of these local solvent geometry changes, we

define an order parameter, h(t), based on the interior angles of the coordinating THFs at

end of the (4,5) complex.[237] The h(t) function is constructed to have a value of 0 when the

local geometry is seesaw/square pyramid and a value of 1 when the local geometry is tetra-

hedral/trigonal bipyramid. Details of how h(t) was constructed are given in the Methods

section below.

Figure 2 shows the connection between the molecular geometry, h(t), of the (4,5) com-

plex (green curves) and the angle of the node in the excited-state wavefunction relative to

the Na+–Na+ bond axis (blue curves) for the first ps following excitation. The node angle

is calculated by taking the dot product of the ground-to-first-excited-state transition dipole

moment with a unit vector along the Na+–Na+ bond axis, so that a value of 0 results when

the nodal plane is parallel to the bond axis (π-like MO) and a value of 1 means that the nodal

plane is perpendicular to the bond axis (σ∗-like MO). The data show that the rotation of

the excited-state node from parallel to perpendicular occurs during the same ∼200-fs period

following excitation as the coordinating THF’s change their geometry from a seesaw/square

pyramid to a tetrahedral/trigonal bipyramid configuration. In other words, after photoexci-

tation, the motions of the datively-bound solvent molecules are directly tied to the rotation of

the node in the bonding electron’s wavefunction. Since the distance between the coordinat-

ing THFs and the Na+ cores do not change during this solvent rearrangement, as discussed

further below, we refer to the dynamics during this ∼200-fs window as a photoisomerization

process.

The fact that the initial photoexcitation produces an excited-state wavefunction with
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Figure 3.2: Nonequilibrium ensemble average dynamics of the molecular geometry, h (green

curves), and node angle (dashed blue curves) of the (4,5) species following photoexcitation.

Panel (a) shows the molecular geometry and node angle evolution for the (4,5) complex in

liquid THF, while panel (b) shows the same for the (4,5) gas-phase cluster. In both cases,

there is a significant change in the molecular geometry over the first ∼200 fs that is correlated

with a change in the node angle. Panel (c) illustrates the ideal molecular geometry states of

both the 4-coordinate and 5-coordinate ends of the (4,5) complex with the h = 0 equating to

a seesaw/square pyramidal state and h = 1 equating to a tetrahedral/trigonal bipyramidal

state. Error bars are ±2σ.
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more π character than σ* character suggests that there is little driving force to separate

the Na+ ions in the Franck-Condon region: in other words, the presence of the datively-

bonded THF solvents means that photoexcitation is not initially dissociative.[231] Yet, if

trajectories are run for a sufficiently long time, i.e. a time much longer than necessary

for the gas-phase photodissociation reaction, the Na+ ions in liquid THF eventually do

separate. To understand this later-time separation and include the fact that the datively-

bonded solvent molecules are part of the identity of the molecule,[236, 237] we define a

dissociation parameter, R based on the distance between the centers of mass of Na(THF)+4

and Na(THF)+5 photofragments. What we will show next is that h and R represent effectively

orthogonal parameters that are capable of describing the excited-state dynamics of (4,5)

complexes in either liquid THF or the gas phase.

The left side of Figure 3 shows two-dimensional energy surfaces for the photoexcitation of

(4,5) in liquid THF (panel a) and for the (4,5) gas-phase complex (panel b), where one axis

is the datively-bonded solvent molecular geometry, h, and the other is the distance between

photofragment centers of mass, R. The specifics of how these surfaces were generated are

included in the Methods section below. Superimposed on the energy surfaces are orange

curves showing the time-averaged behavior of the nonequilibrium ensemble. The right side

of Fig. 3 shows the same 2-D nonequilibrium average behavior from a ‘top-down’ view, where

the energy change is shown via the color of the curve. The time along the nonequilibrium

average trajectory is labelled at a few select points in both sets of plots.

At the time of photoexcitation, Fig. 3 shows that the average equilibrium configuration of

the (4,5) complex has a value of R ∼ 6 Å and h ∼ 0.4, indicating a geometry that is closer to

seesaw/square pyramid. Immediately following photoexcitation, the (4,5) complex in liquid

THF (Fig. 3a) spends the first ∼200 fs moving solely along the molecular geometry coor-

dinate, with the datively-bonded THFs isomerizing to achieve a more tetrahedral/trigonal

bipyramid structure (h = 0.8), a process that is driven by an energy drop of ∼200 meV.

Only after the isomerization is complete does the system begin to move along the distance
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Figure 3.3: Two-dimensional energy surfaces (shown in blue in the left diagrams) with axes

comprised of the datively-bonded solvent geometry, h, and the photofragment distance sep-

aration, R, for the nonequilibrium dynamics following photoexcitation of a (4,5) Na+/THF

complex in (a) liquid THF and (b) as a gas-phase cluster. The right diagrams show the same

nonequilibrium average trajectory from a ‘top-down’ view with the color used to indicate

the value of the energy. The time following photoexcitation is shown at a few select points.

Clearly, the first ∼200-fs of the motion out of the Franck-Condon region is entirely along h,

effectively a photoisomerization reaction that is associated with a ∼200 meV drop in energy.

Only after the isomerization is complete can the system begin to move along the R dissocia-

tive coordinate. Dissociation of the gas-phase cluster in panel (b) is driven by only a ∼100

meV energy loss, while that of the (4,5) complex in the liquid in panel (a) is accompanied

by nearly a full eV energy loss due to a change in chemical identity as the reaction occurs

(cf. Fig. 4).
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coordinate (accompanied by fluctuations along the geometry coordinate), which leads to a

roughly 1 eV additional energy drop. The velocity of motion along the R distance coordinate

(compare Fig. 4, below) is much slower than for a bare gas-phase Na+
2 molecule, so we refer

to this separation as being only weakly dissociative. For comparison, the photodissociation

reaction of bare gas-phase Na+
2 has the fragments reaching a distance of 8 Å by ∼140 fs.

For photoexcitation of a gas-phase (4,5) complex (Fig. 3b), the first ∼200 fs of dynam-

ics after excitation is nearly identical to that seen in solution, with motion solely along the

molecular geometry axis and an associated energy drop of ∼200 meV. Once the isomerization

is complete, the system then moves slowly along the R coordinate, but the energy drop along

this coordinate is now only ∼100 meV instead of nearly a full eV. The net conclusion from

Fig. 3 is that once we account for the fact that the solvent is part of the chemical identity of

the molecule, the energy surface to describe photoexcitation is two-dimensional: photoexcita-

tion results in a two-step, sequential process where the first step involves solely isomerization

of the datively-bonded THFs. This means that carefully considering the chemical identity

and choosing the correct reaction coordinates are critical for understanding solution-phase

photexcitation reactions: if one were to think only of the species as dissolved Na+
2 with-

out explicitly considering the solvent, there would be no easily-constructed potential energy

surface that could readily explain the excited-state dynamics of this species.[231]

Figure 3 also leaves us with an interesting puzzle: why is the energy drop along the R

coordinate nearly an order of magnitude larger for the (4,5) complex in solution than that for

the same complex in the gas phase? The two sets of simulations differ only in the presence of

additional classical solvent molecules, so somehow the presence of extra THF molecules leads

to additional relaxation, but only after the initial photoisomerization reaction is complete.

To understand where this additional energy relaxation comes from, in Figure 4 we plot the

photofragment separation, R, and the total solvent coordination number of the complex (on

a color scale) against time for the initially-(4,5) complex in both liquid THF (panel a) and as

a gas-phase complex (panel b). The THF coordination number is calculated using a counting
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Figure 3.4: Plot of (4,5)-Na+
2 /THF complex fragment distance coordinate, R, following

nonequilibrium photoexcitation, with the color representing the total coordination number

of datively-bonded THFs in (a) liquid THF and (b) as a gas-phase cluster. As the R coor-

dinate for the (4,5) complex in liquid THF increases, panel (a) shows that the total THF

coordination number increases, indicating a change in chemical identity to (5,5) and in a few

cases, to (5,6). In panel (b), the (4,5) cluster coordination number cannot change with time

because there are no additional solvent molecules with which to coordinate. Panel (c) plots

the nonequilibrium ensemble average of the THF coordination number for the initially-(4,5)

complex in the liquid (black curve) and as a gas-phase cluster (red curve). The additional

complexation in the liquid is what leads to the extra dissociative driving force seen in Fig. 3a.
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coordinate[72, 73, 236, 237] based on the distance of the datively-bonded THF oxygen atom

from the Na+ core, as detailed below in the Methods section.

Figure 4b shows that the gas-phase (4,5) complex does not change its THF coordination

with time, which makes sense given that the complex is isolated in the gas phase. The

situation is quite different, however, when the (4,5) complex is photoexcited in liquid THF.

Figure 4a shows that once the isomerization is complete, THF molecules from the surround-

ing solvent can begin to datively coordinate with the solute, so that the solute coordination

state changes from (4,5) to (5,5) in about half of the nonequilibrium trajectories, and in

roughly 10% of the trajectories, the coordinate state can further change to (6,5). The ad-

ditional solvation energy that accompanies higher-coordinated complexes is what results in

the additional energy drop along the R coordinate following photoexcitation in the liquid

vs. that in the gas phase. In other words, the energy difference is the result of the solute

chemical identity changing on-the-fly during the photoreaction, effectively converting the

system from a (4,5) to a (5,5) surface that has a lower zero of energy.

3.3 Conclusions

In summary, we performed nonequilibrium excited-state simulations via MQC MD that

show that viewing weakly-interacting solvent molecules as a part of the chemical identity

of the solute is important to understand simple photoexcitation reactions in solution. The

simulations show that the the solvent plays an intimate role in the breaking of solution-

phase chemical bonds. For our reaction of interest, it is clear that what originated as

a photodissociation reaction of Na+
2 in the gas phase is better understood as a two-step,

sequential process of a solvated (4,5) complex, with the first step being a photoisomerization

reaction that must be completed before the second, weakly dissociative step, can take place.

We close by noting that it certainly should be possible to experimentally detect the sol-

vent effects described above. In previous work, we argued that one could create Na2(THF)+n
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species either in mass-selected gas-phase clusters or via pulse radiolysis in solution, and

that the different complexes present at equilibrium could be separated by transient hole-

burning.[237] Since the photoisomerization step involves rotation of the transition dipole

between ground and excited state of the complex, one should be able to use polarized tran-

sient absorption spectroscopy to directly observe the isomerization reaction. This would

allow direct interrogation of the role of the solvent in chemical bond breaking reactions in

solution. We certainly expect that the solvent effects on chemical identity described above

will apply generally to bond breaking and bond formation reactions in solution.

3.4 Methods

Overview of Simulation Details. In the MQC MD simulations the Na+ cores and the

THF solvent molecules are treated classically while the bonding electron of the solute is

treated quantum mechanically. The quantum mechanical electron is treated on a basis of

643 grid points that span the entire simulation box. The time independent Schrödinger is

solved for the bonding electron at each timestep. Interactions between the electron–Na+

core and electron–THF solvent molecules are treated using pseudopotentials that have been

previously developed and thoroughly benchmarked.[68, 208, 70, 72] The quantum electron

contribution to the dynamics is accounted for through the Hellman-Feynman force.

The system is composed of two Na+ cations bound by a single quantum mechanical

electron and 254 THF solvent molecules (in the liquid phase). The box size is 32.53 cubic

angstroms to match the experimental density of THF (0.89 g/mL at ∼298 K) with periodic

boundary conditions. A timestep of 4 fs was used with the velocity Verlet algorithm to

propagate dynamics and all simulations were performed on the (N, V,E) ensemble at 298 K.

All data presented in this work are from a set of 20 nonequilibrium trajectories for each

stable Na+
2 /THF complex, (4,5) and (5,5), both in liquid THF and as gas-phase clusters.

The trajectories start with uncorrelated equilibrium configurations and at time zero the
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bonding electron is promoted into the first electronic excited state, initiating nonequilibrium

photodissociation dynamics. For trajectories in the liquid phase, the simulations were run

for a total of 5 ps and trajectories for the gas-phase clusters were run for 3 ps.

Molecular Geometry Coordinate. We analyzed the dynamics of our solvated complexes

using a molecular geometry order parameter, h, based on the interior angles (∠OTHF-Na+-

OTHF) of the solute–solvent complex. We start by defining the sum of the squares of the

angle deviations from an ‘ideal’ geometry, ϕ(t):

ϕ(t) =
∑
i

(θi(t) − αi)
2, (3.1)

where θ is the angle for the solvent configuration at time t, α is the angle of the ideal final

structure (either 109.5◦ for tetrahedral or 90◦ or 120◦ for a trigonal bipyramidal structure),

and i iterates through all interior angles of the solute–solvent complex. With ϕ(t) in hand,

we then define our solvent geometry order parameter h(t) by applying a logistic function to

classify the configurations:

h(t) =
1

1 + exp[κ(ϕ(t) − 1
2

∑
i

(αi − βi)2)]
, (3.2)

where βi is one of the ideal angles for either the seesaw or square pyramid initial geometry and

κ is a scaling parameter, with κ−1 = 714 degrees2 for seesaw to tetrahedral and κ−1 = 570

degrees2 for square pyramid to trigonal bipyramid geometries. With this definition, h(t) has

a value of 0 when the local geometry is seesaw on the 4-coordinate side and square pyramid

on the 5-coordinate side, and a value of 1 for the corresponding tetrahedral and trigonal

bipyramid geometries. The values of h(t) shown in figures 2 and 3 result from averaging

across both ends of the molecule.

Energy Surfaces. The blue shaded energy surfaces in Fig. 3 represent the enthalpy of

the solute–solvent complex during the nonequilibrium dynamics. They are constructed by
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taking the sum of the Na+–Na+, Na+–THF, and THF–THF classical potential energies and

the energy of the quantum mechanical bonding electron. Effectively, the enthalpy is then

binned against the molecular geometry, h, and the photofragment distance, R, to create an

energy surface. The orange curve is the ensemble average (in other words the time average)

of the 20 nonequilibrium trajectories.

Coordination Number Coordinate. For determining whether or not a THF molecule

is part of the solute complex, we define a continuous coordination number, nNa+ , as

nNa+ =
∑
i

S(|rO,i − rNa+|), (3.3)

where i runs over every THF oxygen site and rNa+ and rO,i are the positions of the Na+ core

and the ith oxygen site, respectively. We then define a counting function, S(r), as

S(r) =
1

1 + exp[κ(r − rc)]
, (3.4)

where rc is a cutoff radius that determines when a solvent molecule is coordinated to the

Na+, and κ−1 is the width of the transition region where the function switches from 1 to 0

around rc. For this work, we selected κ−1 = 0.2 Å and rc = 3.65 Å, corresponding to the

first minimum of the Na+-THF oxygen site g(r). These values are similar to those used by

our group in previous publications[72, 236, 231, 237] but have been slightly re-optimized to

better represent the complexation of the Na+
2 molecule.
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CHAPTER 4

How Solvation Alters the Thermodynamics of

Asymmetric Bond-Breaking: Quantum Simulation of

NaK+ in Liquid Tetrahydrofuran

4.1 Introduction

Our basic understanding of the reactivity of a molecule or reaction in the gas phase is

usually based on potential energy surfaces (PESs).[25, 86, 156] Potential energy surfaces

make the assumption that the electrons respond instantaneously to the motions of nuclei,

so that the electronic energies are then a function of nuclear coordinates such as bond

distances, angles, or torsions. With a PES in hand, various molecular properties such as the

reactant and product equilibrium geometries, relative energetics, electronic and vibrational

spectra, and even the rates of reaction can be directly determined.[191] Commonly, PESs

are calculated for isolated molecules in vacuum, however, the majority of chemical reactions

occur in solution. This leads to the question of whether a gas-phase PES can adequately

describe a molecular species or reaction in the presence of a complex solvent environment.

Features of PESs such as conical intersections can be induced by coupling with the solvent, or

pre-existing intersections can be displaced or even disappear completely due to environmental

interactions.[174, 113, 36] Reaction barriers can also be enhanced[59, 183] or diminshed[128]

by solvation, and processes such as collisions[95, 217] with the surrounding solvent cage can

alter bond-breaking and bond-formation dynamics.[64, 206, 231] Even the relative stability

of reactants and products may differ once temperature, kinetics, and thermodynamics are
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considered in solution-phase chemical systems.

In previous work, we investigated the effect of solvation on the PESs and reactivity of

simple diatomic solutes like Na2 and Na+
2 .[236, 237, 231, 229, 150, 71] In weakly interact-

ing, non-polar solvents like liquid argon, the solvent compresses the density of the bonding

electron(s), altering the PES by decreasing the equilibrium bond distance and increasing

the bond vibrational frequency.[71, 236, 237] Even though both Ar and Na2 are nonpolar,

collisions between the solvent and solute can induce instantaneous solute dipoles due to Pauli

repulsive interactions that displace the bonding electron density, changing vibrational selec-

tion rules.[71, 236, 237] We also saw that during photodissociation of Na+
2 , asynchronous

collisions between Ar solvent atoms and the Na+ photofragments induce decoherence of

the bonding electron, localizing it onto a single Na+ and thus breaking the symmetry and

determining the dissociation products.[150]

In moderately polar solvents like tetrahydrofuran (THF), on the other hand, the solvent

molecules can make weak (∼1 kcal/mol) dative bonds to Na+, forming discrete solvation

structures. For example, the Na2 molecule in liquid THF forms three distinct solvent coordi-

nation states, which we referred to as (2,4), (3,3), and (3,4), where the numbers denote how

many THF molecules are datively bound to each Na+ core.[236] We saw barriers of ∼7-8

kBT for these structures to interconvert, making them chemically distinct. These coordina-

tion structures have distinct equilibrium bond lengths, vibrational frequencies and electronic

spectroscopic signatures, indicating that solvent interactions actually change the chemical

identity of solutes.[236] The Na+
2 molecule undergoes similar effects when solvated in THF,

exhibiting (4,5) and (5,5) coordination states.[237] Moreover, although Na+
2 readily pho-

todissociates in the gas phase, in THF the solvent complexes must undergo a solvent-related

photoisomerization reaction prior to dissociation, requiring a 2-D effective energy surface to

describe the basic reactivity of the solution-phase system.[229]

To date, the most detailed investigations of solvent effects on small molecules have ex-

plored symmetric diatomics, where there is only a single set of possible reaction products.[236,
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237, 231, 229, 230, 150, 54, 7, 13, 53, 227, 158, 243, 8] This leads to the question as to what

happens when solvents interact with small molecules that are asymmetric: can the local

asymmetry of a solvent environment enhance or even reverse the inherent asymmetry of a

solute? To address this question, we extend our previous simulation studies to examine the

behavior of NaK+ in THF solution. NaK+ is well studied in the gas phase, and the PESs

of the ground and higher-lying electronic states have been calculated at various levels of

theory;[224, 225, 155] the lowest two surfaces can be seen below in Fig. 4.1a. The PESs

predict that the NaK+ dissociation products in the gas phase are Na0 + K+ on the ground

state and Na+ + K0 on the lowest excited state.[224, 225, 155] The different products result

from the fact that Na and K have different ionization energies, with K being ∼860 meV

easier to ionize than Na.[47, 133]

Here, we perform a series of quantum simulations of the behavior of the NaK+ molecule

in liquid THF. We find that in solution, the thermodynamically stable ground and excited-

state dissociation reaction products are inverted relative to the gas phase. This is because

the Na+ and K+ dissociation products are differently solvated, changing not only the shape

of the PES in the Frank-Condon region but also the nature of the asymptotes at infinite

fragment separation. Because of the change in reaction products, our calculations show that

there must be an avoided crossing in the solution-phase potentials of mean force that does

not exist in the gas phase PES’s. The fact that there is a crossing of the energy surfaces

indicates that a long-range electron transfer process must occur for the reaction to reach

the thermodynamic products, all because of the presence of only modest locally-specific

solute-solvent interactions.

The theoretical approach we use to simulate NaK+ in solution is summarized below in

the Methods section and described in more detail in the Supporting Information (SI). Briefly,

we use mixed quantum/classical (MQC) molecular dynamics (MD) simulations, where the

nuclear components of the solute and the solvent are treated classically, the solute bonding

electron is treated quantum mechanically, and the interactions between the quantum and
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classical subsystems are described using pseudopotentials that are rigorously determined

from quantum chemistry calculations using the Phillips-Kleinman formalism.[207, 208] All

of the methods are the same as those used in our previously-published work studying the

properties of Na2 and Na+
2 in solution.[236, 237, 231] The cubic simulation box, treated

with periodic boundary conditions, spans a length of 32.5 Å and contains 254 THF solvent

molecules and one NaK+ solute in the N, V,E ensemble at an average temperature of 298 K.

The quantum mechanical bonding electron’s wavefunction is described on a 64 × 64 × 64 grid

that spans the simulation box. Condensed-phase free-energy surfaces (potentials of mean

force (PMFs)) were determined via umbrella sampling,[216] making use of the multistate

Bennet acceptance ratio (MBAR) method.[204]

Unfortunately, computational expense prevents us from significantly increasing the num-

ber of grid points that describes the NaK+ bonding electron, and the need for a fine grid

resolution prevents us from expanding the size of the simulation box and thus the grid spac-

ing. This is because expanding the grid to the sizes needed for direct simulation would

require trajectories with wall times of years, well beyond the bounds of computational fea-

sibility given the months of wall time already spent for the results presented here. Thus,

we unfortunately cannot explore separations of the molecule larger than half the simula-

tion box size, which given the presence of cation-THF dative bonds, limits our ability to

directly simulate Na–K separation distances of 8 Å, a value well below the dissociation limit.

Thus, to explore the dissociation limit, we took advantage of thermodynamic integration

(TI)[111, 112] to calculate the free energy difference between the Na0 + K+ and Na+ +

K0 possible dissociation products. The free energy difference was determined via a pair of

alchemical transformations, described below in Fig. 4.2, with more details provided in the

SI. To connect the directly-sampled PMFs at bond distances ≤ 8 Å to the dissociation limit,

we fit the umbrella-sampled free energy points to functional forms (with details found in the

SI) that resemble the gas phase PESs in order to interpolate the PMFs in the transition

region where direct simulation is not feasible.
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4.2 Results and Discussion
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Figure 4.1: Potential energy and free energy surfaces of NaK+ along the bond distance coordinate in

the gas phase (panel (a)) and liquid THF (panels (b) and (c)) environments. Green curves are energy

surfaces for the electronic ground state while purple curves are for the first excited electronic state. Panel

(a) shows that in the gas phase, the dissociation products on the ground-state surface are Na0 + K+ while

those on the excited state are Na+ + K0; the energy difference of ∼860 meV (or ∼33.7 kBT ) between

the long-distance asymptotes of these surfaces is the difference between the ionization energies of isolated

Na and K atoms. Panel (b) shows PMFs of the NaK+ molecule in liquid THF calculated via umbrella

sampling (data points), with the zero of energy set to that of the gas-phase ground-state product, Na0 +

K+, at an assumed separation of 40 Å. The pink arrow at long separations represents the solution-phase free

energy difference between Na0 + K+ (the gas-phase, ground-state product) and Na+ + K0 (the gas-phase

excited-state product) calculated via thermodynamic integration (cf. Fig. 4.2, below); solvation inverts the

stability of the possible products relative to the gas phase. The solid curves in panels (b) and (c) are fits

of the ground- and excited-state PMFs and the long-distance free energy curves to Morse and exponential

potential functions, respectively, with parameters given in the SI. Panel (c) shows an expansion of the free

energy surfaces depicted in (b); the dotted curves are quasi-adiabatic free energy surfaces created from the

PMFs via the decoupling procedure outlined in text and SI.

We begin our investigation of the thermodynamics of NaK+ dissociation by examining the

nature of NaK+ in liquid THF and how it differs from that in the gas-phase. In Fig. 4.1a, we

calculate NaK+ gas-phase PESs, which reproduce previous calculations in the literature.[224,
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225, 155] As mentioned above, our past work has shown that THF molecules can form

weak dative bonds to alkali metal cation cores, forming discrete coordination structures and

changing chemical identity.[236, 237]. The enthalpic strength of the Na+–THF interaction

is ∼1 kcal/mol (which we mis-stated as ∼4 kcal/mol in our previous work),[236, 237] so

that the ∼7 kBT barrier between the different coordination structures is due primarily to

reorganization of solvent molecules that are not involved in making dative bonds to the metal

cations. We note that the enthalpic strength of the K+–THF interaction is roughly 5 times

smaller than that of the Na+–THF dative bond, or less than kBT at room temperature. The

decreased strength of the K+–THF interaction thus changes the speciation of NaK+ relative

to that seen previously with Na+
2 . We observe 3 separate coordination states for NaK+ in

liquid THF – (4,5), (5,5), and (4,6) chemical species – where the first number represents

THF coordination to Na+ and the second to K+. All three coordinated NaK+ species lie

within a kBT of each other in terms of their respective free energies, with inter-conversion

barriers of ∼3-6 kBT (see Fig. S4 in the SI). Similar to what we saw previously for Na+
2

in THF[237], each of the three solvent-induced chemical identities for NaK+ has a different

equilibrium bond distance and vibrational frequency, as discussed in more detail in Fig. S5

of the SI. For the analysis discussed below, the condensed-phase free energy surfaces along

the Na–K distance are ensemble averaged over all three coordination states.

To see how the behavior of NaK+ changes once it is solvated in liquid THF, we need to

calculate the PMFs along the Na–K distance coordinate (R) on both the ground and first

excited electronic states. This requires umbrella sampling in order to find the free energies

at each value of R averaged over both the solvent coordination number and other solvent

fluctuations. The green (ground electronic) and purple (first excited electronic) data points

in Figs. 4.1b and c show the calculated PMFs, which have shapes that are generally similar

to that of the gas-phase PESs but with some important differences. One such difference is

that the equilibrium bond length in the ground state now extends to 5.4 Å, nearly an entire

angstrom longer than in the gas-phase (4.5 Å). Another difference is that the gas-phase
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NaK+ PESs level off in energy by a bond distance of 8 Å, but the solution PMFs show rising

ground-state and steeply descending excited-state surfaces even past 8 Å, the farthest bond

distance that we can simulate directly given computational limitations on the quantum grid

representing the bonding electron. This means that based on these direct simulations, we do

not know the relative free energies of the possible dissociation products in the limit of large

bond distances.

To overcome this limitation, we take advantage of thermodynamic integration (TI) to

determine the free energy difference between the two possible sets of products, Na0 + K+

(ground-state product in gas-phase) and Na+ + K0 (excited-state product in gas-phase).

When the two possible sets of NaK+ fragments are infinitely separated and non-interacting,

we can consider their solvated free energy differences in pairs. This means that we only need

to consider two separate TI paths that can then be summed to give the total free energy

difference between the possible products. Figure 4.2 illustrates how we have performed this

calculation. Our starting point is the gas-phase ground-state dissociation products, Na0 +

K+, shown at the bottom of Fig. 4.2. We then consider the alchemical transformation of

Na0 into K0, indicated by the turquoise arrow. Along this TI path, the Na+ Lennard-Jones

potential and Na+-e− pseudopotential are both gradually transformed into those associated

with K+: in other words, the Hamiltonian of the Na0 system is linearly switched to that of

K0 using a single parameter, λ, which interconverts the two systems over ∼10 sub-steps. The

integral of the derivative of the potential energy versus λ then gives a free energy difference,

∆FQM = 1.428 ± 0.058 eV. The calculated dU
dλ

curves, the convergence of the free energy

difference, the details of the different λ trajectories run, and the integration are all shown in

Figs. S1-S2 in the SI.

The fact that the free energy difference between Na0 and K0 is positive results both

from the fact that the electron is more strongly attracted to Na+ than K+ and the fact

that K0 is less well solvated than Na0 in liquid THF. Both experimental results[44, 31, 23,

63, 201, 177, 205, 45, 43, 202, 200, 28] and theoretical work[73, 29, 72] show that neutral
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alkali atoms in ether solvents form cation:electron tight-contact pairs (TCPs). In a TCP,

weak dative bonds between the ether solvent molecules and the metal cation core displace the

metal’s valence electron density, so that the electron is partially supported by the surrounding

solvent.[72, 73, 200, 44, 28] Although partly displacing the electron off the metal cation costs

electronic energy, the resulting induced dipole has a larger free energy of solvation than this

cost, explaining why TCP’s form.[72] The net result is that TCPs have equilibrium properties

between those of a solvated neutral metal atom and a separate solvated electron:cation

pair.[72, 73, 28] For both solvated alkali atoms in this work, our simulations correctly predict

the formation of TCPs that match experimental observations.[45]

Our simulations show that the quantum binding energy of the electron in the Na0 TCP is

∼0.4 eV larger than that in the K0 TCP, due primarily to the larger electron affinity of the

Na+ core. We also see that Na0 has on average 4.2 datively-bound THF molecules while K0

has an average THF coordination number of 5.0, as shown in more detail in Fig. S3 in the SI.

The SI also shows that K0 has a greater degree of fluctuations in the number of coordinated

THFs, but our calculations also show that the entropy change along the Na0 → K0 TI path

(calculated by subtracting the change in potential energy from the free energy difference

and dividing by the negative temperature) is less then 1% of the total free energy difference.

Figure S5 in the SI displays the calculated electron density distribution as a function of

distance from the cation for each of these TCP’s, showing that the valence electron of K0

sits at a farther distance than that of Na0, reflecting both the larger size and lower electron

affinity of the K+ core, a result consistent with the free energy difference between the two

species being primarily enthalpic.

The yellow arrow in Fig. 4.2 shows what happens for the alchemical conversion of K+

to Na+ in THF (i.e., the reverse process as above without the bonding electron); TI over

this path gives a free energy difference ∆FCL = −1.612 ± 0.065 eV. This shows that Na+

is much more favorably solvated by liquid THF than K+. Figure S3 in the SI compares

the coordination numbers of the two cations, showing that Na+ has an average coordination
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number of 6.0 while K+ has an average of 6.4 with a broader distribution. Once again, we

find the entropic contribution to the free energy difference is fairly negligible, suggesting

that the more favorable solvation of Na+ in liquid THF is due both to the five-times-greater

Na+-THF dative bond strength and to the solvation of the datively-bonded cations by other

THF molecules.

The sum of the free energy changes along the two TI paths gives the free energy difference,

∆∆F , between Na0 + K+ and Na+ + K0 (pink arrow in Fig. 4.2), which is −0.18 eV. This

means that in THF solution, the Na+ + K0 products are actually more stable than the Na0

+ K+ products: the relative stability of the products is inverted from the gas phase, which

is one of the principal results of this work. This inversion results primarily from the fact

that the solvation free energy of Na+ in liquid THF is much more favorable than that of K+,

stabilizing the Na+ + K0 products even though Na0 is more stable than K0.

What does this inversion of the ground- and excited-state products imply about the

NaK+ PMFs in THF? To answer this question, we start by setting Na0 + K+ (the gas-

phase most stable products) at the infinite separation limit (40 Å) as our zero of free energy.

The TI calculation tells us that the Na+ + K0 products sit ∼200 meV below our zero of

free energy, illustrated by the pink arrow in Fig. 4.1b. We also can set the offset between

the ground and first-excited state free energy surfaces in the Franck-Condon (FC) region

as the sum of the vertical excitation energy and the reorganization energy of the solvent in

response to the change in electron density from the electronic excitation. By combining this

free energy difference between the ground- and excited-state PMF curves in the FC region

with the asymptotic offset from the TI calculations, we were able to use umbrella sampling

to produce the free energy data points in Figs. 4.1b and c. We then fit these data points and

the large-distance offset to a Morse potential for the ground state (green solid curve) and an

exponential decay for the excited state (purple solid curve), with details on the construction

and fitting of these free energy surfaces given in the SI. The purpose of these fits is to allow us

to interpolate the PMFs at bond separations larger than what is feasible to directly simulate;
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Figure 4.2: Free energy differences between the possible products of the NaK+ dissociation

in liquid THF, calculated using thermodynamic integration. In the snapshots, the red and

turquoise sticks are THF solvents, the blue spheres are Na+, the pink spheres are K+, and the

wire mesh shows the wavefunction of the electron in the cation:electron tight-contact pairs.

∆FCl and ∆FQM are the free energy differences involved with the alchemical transformations

Na+ → K+ and Na0 → K0, respectively. ∆∆F = ∆FCL + ∆FQM gives the free energy

difference between the two possible sets of infinitely-separated solvated product species. The

calculations give ∆∆F = ∼−200 meV, indicating that due to solvation, the Na+ + K0 gas-

phase excited-state product is actually the stable ground-state product in liquid THF.
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i.e., in the regime between 8 and 40 Å.

One important issue with these calculated PMFs is that given the directly-sampled

data points in the Franck-Condon region and the asymptotic energy offset, the two curves

must cross somewhere in the region R ≈ 10 Å. This means that these surfaces must be

quasi-diabatic states, since true adiabatic surfaces with the same symmetry should never

cross.[92, 213] This suggests that the PMFs we have calculated are coupled, and that we can

estimate the true adiabatic free energy surfaces by removing the coupling.[212] Treating our

ground- and excited-state surfaces as a two-level system, our estimated adiabatic surfaces

are calculated via diagonalizing the modified Hamiltonian (i.e., the diabatic energies and

coupling matrix elements) of the system. Unfortunately, there is no easy way to calculate

the coupling matrix elements in the condensed phase,[242] so we estimated a degree of cou-

pling using a blip function that produces a reasonable curvature for the estimated adiabatic

surfaces; the results are shown as the dotted curves in Fig. 4.1c. The equations for our

diagonalization as well as the parameters and functional form of the blip function we used

are detailed in the SI.

Clearly, the gas phase NaK+ PESs and condensed phase PMFs show significant quali-

tative differences: the dissociation products are inverted, they have different ground state

equilibrium bond distances (4.5 Å in the gas phase vs. 5.4 Å in THF solution), different

vibrational frequencies (74.1 cm−1 in the gas phase versus 57.7 cm−1 in solution), and differ-

ent bond energies (22.4 kBT in the gas phase versus 6.7 kBT in the condensed phase), etc.,

emphasizing the importance of solvent effects on even relatively simple molecules. This dif-

ference is due to the change in chemical identity when the NaK+ molecule is placed in THF

solution, as discussed above and in our previous work.[236, 237] All of this indicates that

solvation changes not only the reactivity of this species but also the dynamics and actual

outcomes of its reaction on different electronic surfaces.

To better understand how solvent interactions affect the properties of NaK+ in liquid

THF, we have performed a detailed investigation of the behavior of the bonding electron on
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Figure 4.3: Electron–cation overlap and THF dative bond coordination number along the ground- (left

column) and excited-state (right column) dissociation paths of NaK+ in liquid THF. Simulation snapshots

of NaK+ in THF at the 8 Å simulation limit in the ground (panel a) and excited (panel b) electronic states.

Panels c and e show the electron overlap (integration of electron density around each cation) and THF

coordination states on the ground state, while panels d and f show the same measures for the excited state.

Dashed curves show the gas-phase overlap in panels c and d, while the blue and red data points and solid

lines represent the overlap (and in panels e and f the coordination number) on Na+ and K+, respectively, in

THF solution. The results show that in THF, the electron overlap is anti-correlated with the coordination

number on each fragment on the ground state. At 8 Å, prior to the predicted crossing point of the free

energy surfaces in Fig. 4.1b, the ground-state electron is clearly becoming associated with Na+, so a long-

range electron transfer must occur at larger bond distances to reach the lower-energy Na+ + K0 ground-state

products. On the excited state, there is little overlap of the bonding electron with either fragment at 8 Å

bond separation, again indicating that the final products do not form until further distances are accessed.
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both the electronic ground and excited states. We do this by integrating the electron density

within the van der Waals radii of Na+ and K+ to determine the overlap of the bonding

electron with each atomic core. We note that with this definition, not all of the bonding

electron is included in the integration regions, so the total overlap does not necessarily sum

to unity. We performed this integration as a function of the bond length R both in the

gas phase (dashed curves) and in solution (data points) using the same umbrella sampling

simulations used to construct the PMFs in Fig. 4.1; the results for the ground and excited

electronic states are plotted in Figs. 4.3c and d, respectively.

The dashed curves in Fig. 4.3c represent the electron flow during gas-phase ground-

state thermal dissociation, showing a smooth progression of electron overlap as Na+ and

K+ separate. The electron roughly equally overlaps with the two cations in the FC region,

and as the bond is stretched, the overlap of the electron with both cations decreases as

the bonding electron density becomes more diffuse. However, as R approaches ∼6 Å, the

bonding electron overlap with the Na+ core increases with increasing R while that with the

K+ core goes to zero, indicating that the charge transfer in the ground state from K+ to

Na+ fully takes once the bond approaches the dissociation limit.

In THF solution, however, the data points in Fig. 4.3c show that the electron overlap

stays roughly equally split between the two metal cations as the bond separation increases

until a critical separation distance of ∼7.4 Å is reached, at which point the electron is

essentially fully transferred from K+ to Na+. We can understand the suddenness of this

transfer by examining the THF coordination around each cation. Figure 4.3e shows that the

electron overlap on each cation is anti-correlated with the degree of solvent coordination,

which makes sense since the addition of datively-bonded THF solvent molecules helps to

push electron density off of each cation. At the critical ∼7.4 Å bond separation where the

electron overlap jumps, there is a corresponding jump in coordination number, with K+

becoming fully solvated with ∼7 datively-bonded THFs, while Na+ reduces its coordination

to only 4 datively-bonded THFs, the number that is known to characterize an equilibrium
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Na+:electron TCP in THF.[72, 71] In other words, 7.4 Å is the distance where there is room

to squeeze in an extra THF molecule around K+, forcing the electron onto the Na+ cation.

Figure 4.3a shows a snapshot at R = 8 Å where it is clear that the electron resides in a

Na+:electron tight contact pair and that the K+ ion is essentially fully solvated.

Figure 4.3d shows an even more striking difference in the equilibrium dissociation be-

havior of the NaK+ bonding electron between the gas and condensed phases on the excited

state. In the gas phase, the dashed curves show a smooth transition from roughly equal

overlap in the FC region to the electron residing nearly fully on the K+ core as the bond

lengthens, indicating that photoexcitation effectively drives an electron transfer from Na+

to K+. In liquid THF however, the electron tends to remain near the bond midpoint, los-

ing overlap with both cations as the bond dissociates. Part of this is driven by increases

in THF coordination number on both cations. The electron overlap remains near zero on

both cations at the longest bond distances we can directly simulate, showing clearly that

dissociation has not gone to completion by R = 8 Å. Figure 4.3b shows a snapshot of the

excited-state NaK+ bonding electron density in THF at R = 8 Å, verifying that the bonding

electron density has relatively little overlap with either cation.

The localization of the bonding electron in solution to form the final products of disso-

ciation is not observed on the excited state for the longest distances that we can simulate.

This fits with the PMFs shown in Figs. 4.1b and c, which also suggest that solvation in THF

greatly extends the length scales required for the dissociation reaction to go to completion.

Clearly, the molecular nature of NaK(THF)+n is quite different from that of NaK+, likely

due to the fact that the datively-bound THF molecules displace electron density off of both

cation cores, increasing the effective size of each dissociation fragment and necessitating a

larger separation to screen the interactions between fragments.

Of course, all of the analysis in Fig. 4.3 is done for configurations with R ≤ 8 Å, which

is prior to the ∼10 Å crossing point of the diabatic PMFs seen in Figs. 4.1b and c. This im-

plies that the adiabatic PMFs, the dotted curves in Fig. 4.1c, undergo a qualitative change
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in character as the reaction traverses the avoided crossing. In other words, the bonding

electron behavior should be more similar to that in the gas phase at bond distances smaller

than the crossing point (as we indeed see in Fig. 4.3), but should become more similar to

the thermodynamically-favored products at bond distances beyond the crossing point. This

means that as NaK+ in THF traverses this crossing regime, a long-range electron trans-

fer process must take place for the molecule to reach the thermodynamic product:[77, 238]

this long-range transfer must take the electron from the Na+ core to the K+ core on the

ground state and vice-versa on the excited state. Although there is clearly a thermodynamic

driving force for this long-range electron transfer, it is difficult to deduce the actual mecha-

nism by which this transfer might take place. It is possible that direct long-range electron

transfer might occur via tunneling, although work by Gray and Winkler suggest that this

type of process across a 10 Å separation occurs on a nanosecond time scale, at least in

2-methyltetrahydrofuran glass.[77] Alternatively, an indirect superexchange-like mechanism

might be possible, where a short-range electron transfer from the Na0 tight -contact pair

takes place to one of the naturally-occurring cavities in liquid THF,[30, 31, 17, 18] forming a

transient solvated electron-like intermediate, followed by electron transfer from the cavity to

K+ to form the K0 tight contact pair. Such a mechanism would provide a clear spectroscopic

signature that could be monitored in ultrafast transient absorption experiments.
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CHAPTER 5

How to Probe Hydrated Dielectrons Experimentally:

Ab Initio Simulations of the Absorption Spectra of

Aqueous Dielectrons, Electron Pairs and Hydride

5.1 Introduction

An excess electron in liquid water forms a stably solvated species known as the hydrated

electron (e−hyd).[233, 83, 84, 76, 82] Though hydrated electrons are the simplest chemical

solute, they display a wide array of fascinating properties and have been of considerable

experimental[6, 76, 82, 141] and theoretical[27, 168, 178, 169, 121, 188] interest over the last

several decades. Experimentally, hydrated electrons are easily made via pulse radiolysis[233,

76, 82], multi-photon ionization,[132, 136, 120, 89] or the charge-transfer-to-solvent excitation

of solvated anions.[145, 109, 66, 228] Theoretically, their treatment results in a challenging

but potentially tractable quantum many-body problem. Despite this, there are still many

open questions about the e−hyd, namely the nature of the solvation structure around this

species[218, 74, 168, 27] and how the solvation structure controls its reactivity as a strong

reducing agent in solution.[129, 188, 184, 160]

Hydrated electrons are known to react with a variety of organic molecules[51], and recent

ab initio simulation work has illuminated some features of this reactivity,[160, 188, 184]

particularly for the reduction of CO2.[188, 160] The reaction of interest for this work, which

is common in the radiation chemistry of water, involves two hydrated electrons reacting with
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H2O to form hydrogen gas and hydroxide:

e−hyd + e−hyd + 2H2O → H2 + 2OH−. (5.1)

This hydrogen evolution reaction typically takes place in high concentration e−hyd solutions.

These solutions are thought to contain a mixture of single e−hyd’s, separate but spin-correlated

e−hyd pairs with parallel spins (triplet), and separate but spin-correlated e−hyd pairs with op-

posite spins (open-shell singlet). It is also possible that two e−hyd’s at high concentration can

occupy the same cavity in the singlet spin state, a species termed the hydrated dielectron,

(ehyd)2−2 .

Experiments have observed that atomic hydrogen is not a product of reaction (1) and that

the only products are diamagnetic,[194] suggesting that H· is also not a reactive intermediate.

Since triplet H2 is unbound, the hydrated electrons that participate in this reaction, as

well as any reactive intermediates, must be spin singlet.[194] Thus, the intermediates in

this reaction have been speculated to be the spin-paired hydrated dielectron and/or the

aqueous hydride ion.[151] From experimental measurements of the reaction rate, Schmidt

and Bartels estimated that e−hyd’s within ∼9 Å of each other combine to initiate reaction

(1).[194] The mechanism of this reaction is thought to proceed via the following multi-step

process involving formation of the (ehyd)2−2 intermediate:[26, 65]

e−hyd + e−hyd→ + (ehyd)2−2 , (5.2)

(ehyd)2−2 + H2O → H− + OH−, (5.3)

H− + H2O → H2 + OH−. (5.4)

Despite their potential importance as intermediates in reaction (1), the existence of hy-

drated dielectrons has not been directly established. Experiments have sought to measure

this species using absorption spectroscopy, and early work from Basco et al.[11] argued that

the absorption of the (ehyd)2−2 should occur in the IR at wavelengths >700 nm. However,

subsequent works either did not find an IR absorbing species[172], assigned the dielectron
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absorption as occurring in the UV[12], or concluded that there were no absorption signatures

consistent with (ehyd)2−2 [151]. In alkali metal/ammonia solutions, dielectrons are suspected

to play a role in the increased electrical conductivity and decreased spin density that accom-

pany an insulator-to-metal transition observed with increasing alkali metal concentration.[39]

Moreover, in recent work, Hartweg et al.[85] implicated the formation of dielectrons in am-

monia clusters following UV excitation in the presence of already-existing solvated electrons.

Based on all the indirect experimental evidence for solvated dielectrons, there has been

a significant theoretical push to understand their properties,[248, 146, 149, 244, 135, 108]

including previous work from our group.[123, 124, 125, 26] Ab initio simulations predict

that spin singlet hydrated electron pairs in close proximity preferentially occupy the same

cavity,[65, 9, 26] forming (ehyd)2−2 , and that spin triplet hydrated electron pairs prefer to

occupy separate cavities.[65] All of the ab initio simulations,[65, 9] including ours,[26] predict

that hydrated dielectrons are indeed the primary intermediate of reaction (1), as specified

in reactions (2) and (3).

Our previous publication studying reactions (2-4) found a range of lifetimes for the

(ehyd)2−2 and H− intermediates. We saw that a second electron injected in the presence of

an already-equilibrated e−hyd instantaneously localizes into the same cavity to form (ehyd)2−2 ,

giving a rigorous time zero for starting reaction (2). The (ehyd)2−2 lives for hundreds of fem-

toseconds, on average, before reaction (3) takes place.[26] We found that the timescale of this

first proton abstraction to form H− depends on the existence of a hydrogen bond network to

shuttle the OH− far from the reaction center through a Grotthus-type[52, 3] proton hopping

mechanism.[26] Once formed, the H− intermediate exists for 10 to ∼150 fs, depending on the

degree of solvation, before reaction (4) takes place.[26] These relatively short lifetimes are

the reason why direct experimental detection of (ehyd)2−2 and H− in reactions that require

diffusion of two electrons to start reaction (2) has been unsuccessful thus far.

In this work, we propose that for the possible intermediates for reaction (1) – separated

spin-paired singlet or triplet hydrated electron pairs, hydrated dielectrons in a single cavity

60



and solvated H− – the best route to investigate them experimentally is through ultrafast

transient absorption spectroscopy.

To date, the only studies of hydrated dielectron spectroscopy via simulation was in pre-

vious work from our group using mixed quantum/classical simulations;[123, 124, 125] there

have been no ab initio-based spectroscopic studies of paired hydrated electrons, dielectrons

or H−. If the absorption spectrum of (ehyd)2−2 (i.e., two spin singlet electrons localized to the

same solvated cavity) has unique spectral features or dynamic behavior compared to that of

a (single) e−hyd, then it should be possible to experimentally characterize this species if one

knew where to look. It is also possible that as two hydrated electrons approach each other

en route to reaction (2), their mutual coulomb repulsion and/or interaction of their solva-

tion structures could affect their spectroscopy in measurable ways. The H− intermediate in

reaction (3) could also have experimentally-identifiable spectral features.

The goal of this paper is to provide ab initio-predicted spectral features for all of these

species, with the hope of inspiring experimentalists to look for their signatures. We take

advantage of trajectories from our previous work[26] to perform a time-dependent density

functional theory (TD-DFT) analysis of the spectroscopy of (ehyd)2−2 and H−. We also study

the spectral behavior of separate but interacting (single) e−hyd pairs in both the triplet and

open-shell singlet spin states. We find that the absorption spectra of both triplet and open-

shell singlet e−hyd pairs show noticeable shifts (∼0.2 eV) depending on the distance between

them. As the distance between the electrons decreases, the absorption spectrum of open-shell

singlet e−hyd pairs red-shifts, while that of spin triplet electron pairs blue-shifts, providing a

definitive spectral signature of e−hyd interaction that could be observed experimentally. We

also predict that if a second (opposite spin) hydrated electron is injected in the presence of

an already-equilibrated e−hyd, dielectrons will be formed immediately, with a spectrum that

is ∼0.3 eV red-shifted from that of the single e−hyd. Additionally, we predict that the H−

sub-intermediate has an absorption spectrum that is a few eV blue-shifted from all the other

species, providing a unique spectral window for its potential observation. With knowledge of
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the spectroscopy and lifetimes of the reaction (1) intermediates,[26] we offer a set of specific

pump/probe experiments that could be performed to detect these species.

The details of our simulations are largely the same as those used in our previous work[168]

and are described in more detail below in the Methods section. Briefly, we perform AIMD

simulations with 64 water molecules and one or two excess electrons in the N, V, T ensemble

at 298 K. The PBE0[173] exchange-correlation functional was used with 25% exact exchange

with Grimme’s D3 dispersion correction[78]. In this work, hydrated (di)electrons are repre-

sented using their maximally localized Wannier functions (MLWFs),[148] and their positions

determined as the Wannier orbital centers (WOCs).

Sixteen trajectories were performed in which a second e−hyd was injected into an already

equilibrated e−hyd system with parallel spins to simulate triplet e−hyd pairs. We then took 22

equilibrated triplet electron pair congifurations and changed the spin state to anti-parallel,

thus simulating open-shell singlet e−hyd pairs. The open-shell singlet systems were run until the

e−hyd pairs recombined into hydrated dielectrons, which occurred in all 22 of our trajectories.

Configurations for calculating the spectra of (ehyd)2−2 and H− were taken from trajectories

from our previous work.[26] These (ehyd)2−2 configurations were pulled from trajectories a few

hundred fs after injection of the second e−hyd to provide time for solvent equilibration, and

also were sampled prior to the start of reaction (3). Hydride configurations were taken after

the completion of reaction (3) and prior to the start of reaction (4).

Absorption spectra were calculated using Tamm-Dancoff approximation (TDA) TD-DFT

in CP2K.[88] These calculations are fully periodic and 10 excited states were used to de-

termine the spectra for e−hyd/paired e−hyd systems, while 20 excited states were used for

the (ehyd)2−2 and H− systems. We note that use of this methodology introduces a signif-

icant spectral blue-shift compared to both our previous non-periodic calculations that used

an optimally-tuned range-separated hybrid functional[168, 169, 167] and the experimental

spectrum.[104] This methodology is also known to sometimes include spurious charge trans-

fer transitions,[168, 41] and these are removed from our spectra using the so-called ”Ghost
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Hunter” index.[40] Further details can be found in the Methods section and SI. However,

use of the periodic TD-DFT methodology does allow us to make rigorous relative spectral

comparisons between each of the electron-based species explored in this work. Further details

on calculation of the absorption spectra are provided in the Methods section.

5.2 Results and Discussion

To understand the spectral features of the intermediates associated with reaction (1), we

start by examining what happens when hydrated electrons are present in close proximity

(i.e., the left side of reaction (2)). Previous experiments have initiated reaction (2) through

the generation of high-concentration e−hyd solutions via either pulse radiolysis[151, 194] or

flash photolysis.[11, 12] It is thought that singlet e−hyd pairs can combine via diffusion to form

(ehyd)2−2 , while triplet e−hyd pairs cannot form dielectrons.[194] The questions we now address

pertaining to reaction (2) are: do spin-correlated e−hyd pairs have spectral features that are

distinct from those of the equilibrium hydrated electrons? Is there any difference between

the absorption spectra of singlet and triplet e−hyd pairs?

In Figures 5.1b and d, respectively, we report the electron-electron distance (r1,2, calcu-

lated as the distance between WOCs) dependent absorption spectra of triplet (blue curves)

and open-shell singlet (green curves) e−hyd pairs. The black dashed line in each panel marks

the peak of the equilibrium absorption spectrum of the (single) e−hyd calculated using the

same methodology. At relatively far distances (r1,2 ≥ 5.7 Å), the spectra of triplet and

open-shell singlet e−hyd pairs matches that of single hydrated electrons; the electron pairs also

have similar solvation structures as single hydrated electrons (Figure S5 in the SI). As r1,2

decreases, however, we observe significant (∼0.2 eV) shifts of the spectra of triplet and open-

shell singlet electron pairs: the spectrum blue-shifts as triplet-paired electrons approach each

other, but red-shifts when the electrons’ spin are open-shell singlet.

Spectroscopically, hydrated electrons behave roughly as particles in a spherical box, with
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three quasi-degenerate s→ p electronic transitions.[102] Indeed, visualization using natural

transition orbitals[144] (Figure S6 in the SI) show that our TD-DFT-calculated spectral

transitions do resemble s→ p transitions. In the spherical box model, the excitation energies

depend on the size of the box, which for a e−hyd is roughly its radius of gyration (Rg).

Figures 5.1a and c show scatter plots of the average radius of gyration, ⟨Rg⟩, calculated from

the MLWFs of both electrons, versus r1,2 for triplet and open-shell singlet electron pairs,

respectively. The solid black lines are least squares fits to the data points to emphasize

the trends. Clearly, the ⟨Rg⟩ of triplet e−hyd pairs decreases and that of open-shell singlet

e−hyd pairs increases as the electrons approach each other. This trend correlates well with

the observed spectral shifts, with smaller box sizes for triplet pairs increasing the excitation

energies while larger box sizes for singlet pairs decrease excitation energies as the electrons

get closer to each other.

The fact that singlet and triplet e−hyd pairs have opposite spectral trends with distance

is likely due to Pauli repulsion. As the e−hyd cavities become closer together, the parallel

spins of triplet e−hyd pairs prevent the two electrons from overlapping in space. This Pauli

repulsion causes each e−hyd to decrease its Rg to accommodate the proximity of the other

electron. For open-shell singlet pairs, in contrast, electrons with opposite spin can overlap

in close proximity; this means that each electron can slightly occupy the other’s cavity,

increasing their ⟨Rg⟩. Figure 5.1e plots the electron-electron overlap for triplet (blue data

points) and open-shell singlet (green data points) e−hyd pairs, calculated as the dot product of

their MLWF densities. The data show that the open-shell singlet electron-electron overlap

increases with decreasing r1,2 while the triplet electron-electron overlap remains close to zero

as the electrons approach each other, consistent with the distance-dependent trends in ⟨Rg⟩.

Additionally, the absence of configurations with closer r1,2 highlights the significant energetic

barrier for triplet e−hyd pairs to spatially overlap.

The data in Fig. 5.1 predict that there is a distinct spectral feature associated with the

recombination of singlet e−hyd pairs that may be detectable via transient absorption spec-
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Figure 5.1: Comparison of the average radius of gyration, ⟨Rg⟩, panels (a) and (c), and

the TD-DFT-calculated absorption spectra, panels (b) and (d), as a function of the electron-

electron distance, (r1,2), for triplet and open-shell singlet hydrated electron pairs, respec-

tively. The black lines in panels (a) and (c) are least-squares fits to the data points to

emphasize the trends. The ⟨Rg⟩ of triplet electron pairs decreases as the electrons approach

each other while that of open-shell singlet electron pairs increases. This leads to a blue-shift

of the spectrum of triplet pairs and a red-shift of that of open-shell singlet pairs relative to

the spectrum of (single) hydrated electrons, whose spectral maximum is indicated by the

black dashed line in panels (b) and (d). Panel (e) plots the electron-electron MLWF overlap

for both types of electron pairs as a function of r1,2. When in close proximity, open-shell

singlet electron pairs (green data points) are able to overlap while triplet pairs (blue data

points) are not, explaining the observed trends in ⟨Rg⟩.
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troscopy. One possible experiment would be to generate a high concentration of e−hyd’s via

some short-pulse method, such as pulse radiolysis,[151, 194] charge-transfer-to-solvent exci-

tation of a dissolved anion like I− or [Fe(CN)6]
4−,[145, 109, 66, 228] or direct multiphoton

ionization of water.[132, 136, 120, 89] It is well known following their initial injection, non-

equilibrated hydrated electrons absorb to the red of the equilibrium e−hyd spectrum, but

equilibration is known to be complete in ≤ 1 ps after injection.[152, 131, 190, 109] Once

equilibrated, if the concentration is high enough, a subset of the electrons will be paired

as open-shell singlets, producing a red shoulder in the transient absorption spectrum that

should decay on the time scale of reaction (2), leaving the equilibrium (single) e−hyd spectrum

behind. It might also be possible to pick up the spectral signatures of proximal triplet e−hyd

pairs (for which there should be three times as many as singlet pairs given the spin statistics)

as a blue shoulder on the equilibrium spectrum, although this may be harder to detect given

that the equilibrium spectrum has a strong absorption tail to the blue.[104]

It is worth noting, however, that our simulations predict a significant absorption spectral

shift only at quite small electron-electron distances. If the paired hydrated electrons are

separated by ≥ 6 Å, their spectra are indistinguishable from those of equilibrated single hy-

drated electrons. If the reaction distance of ∼9 Å estimated for reaction (2) is correct,[194]

then there would be very little transient population of singlet e−hyd pairs relative to single hy-

drated electrons, thus decreasing the chance of detecting this species via transient absorption

spectroscopy.

Given the challenges in measuring the spectral shifts of hydrated electron pairs at high

concentrations, we next propose a different experiment[123, 124, 125] that should provide

better access to detect the presence of the (ehyd)2−2 and possibly also the H− reactive interme-

diates. First, a short laser or radiolysis pulse could be used to generate hydrated electrons.

After a time delay to ensure that this population reaches equilibrium, a second pulse could

then used to generate additional electrons; based on our previous simulations,[26] some of

these will co-localize into the same cavity as a pre-equilibrated hydrated electron, directly
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creating (ehyd)2−2 . The second pulse thus provides a rigorous time zero for the generation of

a (ehyd)2−2 population, which is expected to live for ∼1 ps.[26] The question we explore next

is: what are the spectral features of the dielectron, and is there is an experiment that could

also detect the H− sub-intermediate?

Figure 5.2 plots radial distribution functions (RDFs) between the centers of the electron

(black dashed curves), dielectron (orange curves) and the H (panel a) or O (panel b) atoms

of the surrounding water molecules; panel c shows running coordination numbers calculated

by integrating the center-to-oxygen RDFs. The data show that the hydrated dielectron has

a slightly larger cavity than the (single) e−hyd, as seen from the fact that its first shell peaks

sit at a farther distance. The running coordination number shows that the larger and more

highly-charged (ehyd)2−2 has an additional coordinating water molecule (∼6) compared to

the single e−hyd (∼5).[178] We also find an Rg of 2.91 Å for (ehyd)2−2 compared to 2.51 Å for

the single e−hyd, as calculated using their MWLF densities. All of these measures indicate

that the hydrated dielectron sits in a larger cavity than the hydrated electron, which along

with the electron-electron repulsion should give a distinct spectral signature that could be

detected by transient absorption.

Figure 5.2 also shows the solvation structure of the H− sub-intermediate (plum curves).

Our previous simulations indicate that H− lives for ≤ 100 fs due to the rapid rate of reaction

(4),[26] so the solvent structure of this species never fully comes to equilibrium before it

reacts. As a result, H− largely adopts the solvation structure left behind by the (ehyd)2−2

that created it from reaction (3), so the two species have generally similar RDFs. We note

that H− is significantly smaller than the dielectron due to coulomb attraction from the central

proton, which allows some of the first-shell waters to move closer to the H− center prior to

reaction (4), as seen by the tails toward smaller distances in the RDFs.

Figure 5.3 plots the TD-DFT calculated optical absorption spectra of the hydrated elec-

tron (black dashed curve), hydrated dielectron (orange curve), and hydride (plum curve).

The (ehyd)2−2 spectrum exhibits a significant red-shift of ∼0.3 eV compared to that of the
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Figure 5.2: Radial distribution functions (RDFs) of the hydrated electron, hydrated di-

electron, and hydride from our DFT-based simulations. Panel a shows center to water H

RDFs, panel b shows center to water O RDFs, and panel c shows the running water coor-

dination number of each species. The black dashed, orange, and plum curves correspond

to the hydrated electron, hydrated dielectron, and hydride, respectively. The positions of

the first-shell H and O atoms are slightly farther for dielectrons than for (single) hydrated

electrons, indicating a larger cavity. The running coordination number shows that the larger

dielectron has ∼6 first-shell waters, which is more than the ∼5 of the single hydrated elec-

tron. Since hydride is generated when the dielectron abstracts a proton from a coordinating

water and does not have time to equilibrate, the H− solvation structure is similar to that of

the dielectron water structure, though perturbed.
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Figure 5.3: TD-DFT calculated and normalized absorption spectra of the hydrated electron

(black dashed curve) and the hydrated dielectron (orange curve) and hydride (plum curve)

reactive intermediates. Relative to the spectrum of the single e−hyd, the absorption spectrum

of the dielectron intermediate shows a significant red-shift, providing a signature that could

be detected experimentally. The hydride sub-intermediate exhibits a large spectral blue shift

relative to the other species, offering another potential spectroscopic signature that could be

used to test the mechanism of reaction (1).

single e−hyd. This red-shift results from both the fact that the dielectron has a larger cavity

and thus Rg and the fact that the coulomb and exchange repulsion between the two elec-

trons should raise the ground-state energy more than the excited-state energies relative to

the (single) e−hyd . We note that the spectral shift is larger than that of the open-shell singlet

e−hyd pair in close proximity due both to the larger Rg and the stronger coulomb/exchange

repulsion of (ehyd)2−2 from greater electron overlap .

Our prediction is that if one were to create dielectrons with two sequential pump pulses
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to induce co-localization, a third probe pulse should be able to detect them by probing at

wavelengths on the red side of the single e−hyd absorption spectrum. This prediction falls

along the same lines as Basco et al.,[11] who also concluded that the signature absorption of

the dielectron occurs in the IR at wavelengths > 700 nm. The one caveat for this experiment

is that the predicted lifetime of (ehyd)2−2 is comparable to the solvation relaxation time of

the (single) electrons generated by the second pump pulse, so precise characterization of the

solvation dynamics following the first pump pulse will be needed to determine if the second

pump pulse produces an additional red-shifted spectral feature associated with dielectrons.

Our simulations also predict that even though the H− sub-intermediate has a much

shorter lifetime than (ehyd)2−2 , it might be easier to detect spectroscopically: the plum curve in

Fig. 5.3 suggests that H− absorbs several eV to the blue of hydrated electrons and dielectrons.

In the gas phase, H− does not have any bound electronic excited states,[87] but the presence

of surrounding solvent can create bound excitations, referred to as charge-transfer-to-solvent

(CTTS) states. The position of the H− absorption band fits well to assignment as a CTTS

transition. Previous calculations predicted that the CTTS spectrum of aqueous Na− would

be at ∼3 eV,[69] and one would expect the H− CTTS excitation to be higher in energy than

that of Na− based on the higher electron affinity of H relative of Na. In the SI, we provide

snapshots of the H− excitation NTOs, which do somewhat resemble what might be expected

for a CTTS transition.

5.3 Conclusions

In conclusion, we report predicted spectroscopic signatures of the reactive intermediates that

take part in reaction (1). Direct measurements of open-shell singlet and triplet e−hyd pairs

might be feasible in experiments generating high concentrations of e−hyd through short-pulse

methods: open-shell singlet e−hyd pairs are predicted to exhibit a detectable red-shoulder

on the equilibrium e−hyd absorption spectrum, while triplet electron pairs in close proximity
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should exhibit a blue shoulder, leading to a potentially observable broadening of the spectrum

relative to the spectrum of single hydrated electrons. For hydrated dielectrons, despite a large

amount of theoretical interest, there has yet to be any direct observation by experiment. To

remedy this, we have proposed the following three-pulse transient absorption experiment to

detect this important intermediate.

The first pulse in this experiment is used to generate single hydrated electrons in solution.

Techniques such as multiphoton ionization,[179, 166] CTTS excitation of anions,[145, 109, 66,

228] or pulse radiolysis[194] can generate high concentrations of injected hydrated electrons,

in some cases up to decimolar concentrations.[179] These conduction band electrons are

then allowed to equilibrate into hydrated electrons. This first set of hydrated electrons

would have a half-life of up to microseconds,[2] providing ample time and trap density for

the introduction of the secondary pulses for electron capture and subsequent probing.

Once the first population of hydrated electrons is equilibrated, a second set of hydrated

electrons is then injected into the solution via one of the methods listed above. Our pre-

vious experiments have shown that injected electrons preferentially localize near Na+ traps

rather than localizing independently into cavities irrespective of traps.[159] Other experi-

mental work that injected electrons at decimolar concentrations into liquid water observed

saturation of the available traps, forcing these electrons to remain delocalized in the conduc-

tion band until additional traps became available.[179] These results suggest that injected

electrons are always trap-seeking, and thus should prefer to localize in the cavities of pre-

existing hydrated electrons than elsewhere in the liquid. Indeed, our previous theoretical

work[123, 125, 124, 26] has shown that injected electrons are captured with 100% efficiency

if a previously equilibrated hydrated electron is available. Moreover, theoretical work by Bu

and co-workers has shown that hydrated dielectrons are energetically more stable than two

separate single hydrated electrons.[65] Together, this body of experimental and theoretical

work suggests that equilibrated hydrated electrons, which can be produced in decimolar

concentrations,[179] can serve as traps for injected conduction band electrons (given they
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are spin anti-parallel).

One caveat with the source of the secondary injected conduction band electrons is that

their introduction should not directly perturb the population of pre-existing electrons. For

example, if one were to create the secondary electrons via multiphoton ionization at 266

nm,[179, 166] some of the pre-existing electrons might also be excited at this wavelength, lead-

ing to signals that could confound the observation of dielectrons. However, hydrated electrons

have a very low absorption cross-section at 266 nm,[84] and if one generated the secondary

electrons via CTTS excitation of a strongly-absorbing molecule like K4Fe(CN)6,[159, 209]

nearly all of the light would be absorbed by the ferrous cyanide with essentially no excitation

of the pre-existing hydrated electrons.

Once the secondary electrons are injected, 25% of them should have singlet-paired spins

with the pre-existing hydrated electrons; as argued above, the fact that hydrated electrons

are trap-seeking suggests that a significant fraction of these should be captured by the

pre-existing electrons to form dielectrons. The dielectrons have a unique spectral feature,

absorbing well to the red of single hydrated electrons. Of course, the ‘hot’ injected electrons

that do not recombine into dielectrons will also absorb to the red of the single hydrated

electron, but the spectral kinetics of hot electron relaxation have been well-studied since the

1980’s.[152, 131, 190, 109] In our proposed 3-pulse experiment, the spectral relaxation of ‘hot’

single hydrated electrons can be well characterized after the first excitation pulse, so that

one could look for spectral differences associated with the second excitation pulse that would

be indicative of dielectron formation. Given that the lifetime of hydrated dielectrons in our

simulations is predicted to be longer than the relaxation time of single injected electrons,[26]

it should be possible to see the singlet hydrated dielectrons after any triplet-paired hydrated

electrons and non-captured singlet hydrated electrons have finished their relaxation process.

Spectral detection of hydrated dielectrons will be aided by the fact that their oscillator

strength is twice that of single hydrated electrons, so that it may be possible to isolate

their spectral signatures even if only a few percent of the secondary hydrated electrons are
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converted to dielectrons. If needed, one could also run the experiment at higher temperatures,

where the rate of dielectron conversion to hydrogen slows down,[46, 194] possibly extending

the lifetime of this important reactive intermediate.

We also predict that the same 3-pulse experiment might be able to detect hydride ion sub-

intermediate by probing deep in the UV, providing possible proof of the mechanism suggested

by reactions (3) and (4). We acknowledge that the hydride lifetime as characterized by our

previous work[26, 65] is short (order tens to ∼100 fs) however the distinctness of its spectral

signature relative to the other intermediates may make its detection feasible, albeit difficult.

5.4 Methods

To simulate the hydrated dielectron via sequential injection of an excess electron into an

already equilibrated single electron system,[26] we used starting configurations from our

previously-published single hydrated electron simulations.[168] These simulations were done

with the CP2K[117] software package in the N, V, T ensemble at a temperature of 298 K.

The simulation cell contained 64 water molecules with a cell length of 12.427 Å. A timestep

of 0.5 fs was used, and a Nose-Hoover[147] chain thermostat was coupled to the system to

maintain the target temperature. The volume of the system was chosen to reproduce the

experimental density of water at 298 K and 1 atm. The PBE0 exchange-correlation functional

with default 25% exact exchange, Grimme’s D3 dispersion correction,[78] and Goedecker-

Teter-Hutter(GTH) pseudopotentials[75] along with the TZVP-GTH basis set were used in

these simulations. Hartree-Fock (HF) exchange calculations were expedited by way of an

auxiliary density matrix method.[80] We acknowledge that other groups have simulated the

hydrated electron with the PBE0 functional using 40% exact exchange[178, 121] including

work studying the DEHE reaction[65]. Our previous work has shown that the resulting

solvation structure for 25% or 40% exact exchange PBE0 are nearly identical[168]. Moreover,

the agreement of our current work with Bu & co-workers[65] indicates that, for the case of
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dielectron reactivity, varying the amount of exact exchange does not make a significant

difference.

Absorption spectra calculations were done using Tamm-Dancoff time-dependent density

functional theory[88] (TD-DFT) in CP2K.[117] The calculations were fully periodic and for

each configuration, 10 excited states were calculated for the e−hyd and paired e−hyd systems,

while 20 excited states were used for the (ehyd)2−2 and H− species. Approximately 50-100

configurations were used for each system.

Previously, we calculated the absorption spectrum of the (single) hydrated electron using

a non-periodic TD-DFT methodology suggested by Uhlig et al.,[221] which involves periodic

replication of point charges around the quantum box, removal of periodic boundary condi-

tions, and the use of an optimally-tuned range-separated hybrid functional. Unfortunately,

for the simulations presented here, the process of replication is complicated by the inclusion

of two electrons that in many configurations exist relatively far apart. This led to difficulties

with performing this replication because electrons near the edge of the simulation box did

not remain localized in their cavities. Therefore, we decided to do fully-periodic TD-DFT

calculations to obtain the absorption spectra in this work. We note that this makes compar-

ing the spectra presented here to previous work more difficult, but this choice allows for a

detailed comparison of the spectra of the different intermediates that are calculated at the

same level of theory.

As mentioned above, calculating the spectra using periodic TD-DFT calculations also

leads to issues with spurious charge transfer states[40, 56, 55], so to remedy this we employed

the so-called ghost hunter index[40] to identify and remove such spurious states. We found

that the only spurious states with non-negligible oscillator strengths appeared on the red-side

of the calculated spectrum and that there were no non-spurious states in this region, so we

also implemented an energy cutoff whereby transitions with energies below the cutoff were

removed from our spectral calculations. Details of how we developed the cut-off are shown

in the SI.
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In our previous work,[168] where the single electron absorption spectra was calculated

using the non-periodic TD-DFT methodology of Uhlig et al.[221], the peak of the absorption

spectrum occurred at an energy of 2.52 eV, which is already significantly blue-shifted from the

experimental absorption peak at 1.73 eV.[48] For the periodic TDA TD-DFT calculations

of the single hydrated electron in this work, we find that the calculated peak is further

blue-shifted by ∼0.4 eV, lying at 2.92 eV. This additional blue shift likely results from a

combination of periodic boundary effects and the use of the PBE0 functional instead of the

optimally-tuned range-separated hybrid ω-PBE functional.

For the structural analyses used in this work, including the RDFs and calculation of

Rg and r1,2, maximally localized Wannier functions (MLWFs) were used to represent the

hydrated electron(s). We used the Wannier orbital centers to determine of the positions of

the positions of the (di)electron(s). We note that this measure provides a slightly different

center position than the spin density or SOMO that we explored in our previous work.[168].

We made this choice because the spin density cannot be used for the hydrated dielectron

or open-shell electron pairs because both electrons occupy the same spatial orbital with

opposite spins. A similar issue affects triplet electron pairs, whose Kohn-Sham orbitals are

near-degenerate, since each hydrated electron can partially occupy both cavities, leading to

an artificially high Rg and skewing the calculated center to lie between the two cavities.

Our choice to use MLWFs thus allowed us to analyze all the two-electron systems on the

same theoretical footing. A comparison of Rg calculated using the spin density, SOMO and

MLWF representations of the e−hyd can be seen in Figure S4 in the SI.
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CHAPTER 6

Appendix

The source code for the MQC-MD simulations, the Na+
2 in liquid argon and NaK+ in liquid

THF can be found on the orange LaCie hard drive. These are located within the src code

directory under argon code and NaK code, respectively. Each contain a directory, labeled

src, which contain the contents of the source code. Each also contains examples and the

necessary input files on how to run the simulations. Various functions used for analysis can

be found within the Analysis directory within the orange LaCie hard drive.

• argon dissoc.py and set fxns.py are some of Andy Vong’s functions used in Chapter 2.

• thf dissoc analysis.py contains some functions used for Chapter 3.

• nak dissoc.py contains functions used in Chapter 4.

• abs spec.py is the Python script used to compute the absorption spectrum of the

hydrated electron used in Chapter 5, from CP2K outputs.

• The hyd elec per replicat.py file is used to create a file with replicated point charges

surrounding the QM water box used in the non-periodc TD-DFT calculations in

QChem.

• The elec com.py file is used to calculate the center of mass of the hydrated electron

using periodic boundary conditions.

• The files cube.py and elec.py contain general functions for use with hydrated electron

CP2K outputs.
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• The eDens dist file calculates the radial electron density distribution for the hydrated

electron in with CP2K outputs.

The data for these works is located in the Data directory of the orange LaCie hard drive.

The nak+ directory contains dynamic trajectories, umbrella sampling runs and thermody-

namic integration outputs. The Dielectron directory contains outputs from dielectron tripelt,

singlet, and open-shell singlet runs, including equilibration and TD-DFT outputs.
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[206] P. Slav́ıcek, P. Žďánská, P. Jungwirth, R. Baumfalk, and U. Buck. Size effects on

photodissociation and caging of hydrogen bromide inside or on the surface of large inert

clusters: From one to three icosahedral argon layers. J. Phys. Chem. A, 104(33):7793–

7802, 2000.

[207] C. J. Smallwood, R. E. Larsen, W. J. Glover, and B. J. Schwartz. A computation-

ally efficient exact pseudopotential method. I. Analytic reformulation of the Phillips-

Kleinman theory. J. Chem. Phys., 125(7), 2006.

[208] C. J. Smallwood, C. N. Mejia, W. J. Glover, R. E. Larsen, and B. J. Schwartz. A

computationally efficient exact pseudopotential method. II. Application to the molec-

ular pseudopotential of an excess electron interacting with tetrahydrofuran (THF). J.

Chem. Phys., 125(7), 2006.

101



[209] G. Stein. Photochemistry of the ferrocyanide ion in aqueous solution: hydrated electron

formation and aquation. Isr. J. Chem., 8(4):691–697, 1970.

[210] J. E. Subotnik, A. Jain, B. Landry, A. Petit, W. Ouyang, and N. Bellonzi. Under-

standing the surface hopping view of electronic transitions and decoherence. Ann. Rev.

Phys. Chem., 67(1):387–417, 2016.

[211] L. Szaz. Pseudopotential Theory of Atoms and Molecules. Wiley, New York, 1985.
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