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SPECIAL REPORT

In recent years, there has been enormous interest in applying artificial intelligence (AI) to radiology. Although some of this interest may 
have been driven by exaggerated expectations that the technology can outperform radiologists in some tasks, there is a growing body of 
evidence that illustrates its limitations in medical imaging. The true potential of the technique probably lies somewhere in the middle, 
and AI will ultimately play a key role in medical imaging in the future. The limitless power of computers makes AI an ideal candidate to 
provide the standardization, consistency, and dependability needed to support radiologists in their mission to provide excellent patient 
care. However, important roadblocks currently limit the expansion of this field in medical imaging. This article reviews some of the chal-
lenges and potential solutions to advance the field forward, with focus on the experience gained by hosting image-based competitions.

Artificial intelligence (AI) is not a new concept, but re-
cent advancements in computing power, data avail-

ability, and algorithm performance have given rise to an 
“AI renaissance,” whereupon AI is being incorporated into 
nearly every business vertical with the hope to maximize 
productivity, efficiency, and accuracy. An extraordinary 
amount of interest in AI followed reports that deep learn-
ing algorithms could achieve human-level performance 
at several specific tasks. Some of the nonmedical applica-
tions enabled by artificial neural networks include recogni-
tion of cursive handwriting, autonomous vehicles, optical 
telescope focusing, and so forth (1). Medicine and, more 
specifically, medical imaging, are particularly suitable to 
machine learning applications and may see tremendous 
positive impact in the near future as a result of new re-
search and approaches enabled by this technology. One 
particular advantage of machine learning is that many of 
the advancements in the field can be shared across all in-
dustry segments. For example, the software frameworks 
used to create these applications (eg, TensorFlow, Caffe, 
MXNet, PyTorch, Chainer, and Keras) are typically adapt-
able to multiple domains and are not specifically designed 
for medical imaging (2–7). In addition, AI models created 
for one specific use case such as recognizing objects on 
standard photographic images (eg, Inception V3 originally 
created to classify photographic images on the ImageNet 
database) can be successfully used in other domains such as 
medical imaging (8–10). Even the weights of some nodes 
in the network that may have been used to learn basic im-
age features, such as edges and shapes, can be adapted and 
applied to other seemingly unrelated use cases by using 

methodologies such as transfer learning or fine-tuning 
(8,11,12). Despite the similarities in development of AI 
algorithms, there are many unique considerations when 
applying AI to medical imaging; before we start discuss-
ing ways to advance the field forward, it is important to 
understand challenges specific to this area. The first part of 
this article will focus on current challenges related to AI re-
search in medical imaging. The second portion will review 
some of the potential solutions to the barriers with special 
attention to the importance of image-based competitions.

Data Heterogeneity and Complexity of 
Medical Images
Many of the early successes in computer vision were 
based on photographic images of common objects such as 
fruits, cars, houses, and so forth. One of the most famous 
competitions, the ImageNet Large Scale Visual Recogni-
tion Challenge, started in 2010 with a training set con-
taining more than 1.2 million Joint Photographic Expert 
Group (JPEG) photographic color images distributed in 
1000 classes. The average image resolution in this collec-
tion was relatively small at 482 × 415 pixels (13). Medi-
cal images, which are usually stored in Digital Imaging 
and Communications in Medicine (DICOM) format, 
are inherently different from the ImageNet dataset. The 
DICOM standard was created to enable numerous pro-
cesses in medical imaging and is responsible for a variety 
of advancements in the field, especially the digitization of 
radiology. The standard can support varying resolutions 
and bit-depth allocation. For example, mammographic 
studies can have resolutions up to 3000 × 4000 pixels 
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Each scenario is composed of a series of specific tasks that may 
be suitable for machine learning, including disease detection 
(localization and classification), lesion segmentation, and clas-
sification. For example, when radiologists are reviewing a chest 
CT study, pulmonary nodules are detected, characterized, and 
classified as potentially benign or malignant (15). Other tasks 
requiring quantification such as the volumetric assessment of 
anatomic structures (eg, hippocampal volumetric assessment) 
require tools that can enable segmentation (16). In addition, 
there are instances in which the goal is calculation of a nu-
merical value rather than to classify an object; an example is 
bone age assessment based on radiographic images of the hand 
(17,18). Image-based outcome prediction can also be per-
formed as when trying to determine the likelihood of hema-
toma expansion on the basis of initial head CT presentation 
(19). The sheer number of clinical scenarios and the variety of 
tasks that each of these focused areas can contain is astronomi-
cal and clearly impossible to be tackled by one individual or a 
single organization with existing methodologies.

Challenges Associated with Medical 
Imaging Data Curation
ImageNet was transformational to computer vision research 
because it illustrated the importance of data curation in ad-
dition to feature and algorithm generation (20). One of the 
reasons ImageNet was so successful was that multiple individu-
als contributed to the effort, which resulted in a very large data-
base of image classes (21,22). For the task of labeling standard 
photographic images containing relatively easily recognized 
objects, the general population was well-qualified for the task 
of classification or annotation, and ground-truth could be eas-
ily established. However, labeling of medical images requires 
the expertise of one or more trained radiologists, and labeling 
of images at a large scale requires reliance on multiple experi-
enced and expensive domain experts, rather than relying on 
the general public to accomplish this task. Moreover, detec-
tion of subtle imaging findings, even by experts, can vary sub-
stantially by observer, which can have considerable impact on 
the final interpretation process. Inter- and intraobserver agree-
ment, even among experts, can be very low for specific clinical 
conditions (23,24). Furthermore, the degree of specialization 
required for annotation limits the number of individuals who 
can contribute to the process, thereby imposing limitations on 
the ability to “crowdsource” this required information.

Concerns Regarding Patient Privacy
Historically, it has been notoriously difficult to create large 
public databases of medical images. This has been largely 
driven by fear of inadvertently exposing protected health in-
formation (PHI). This fear is further supported by the fact 
that DICOM images contain PHI hidden in unpredictable 
locations within the associated metadata (25,26). In addition, 
medical images can contain PHI embedded into the pixel data 
itself (burned-in annotations) or digitized films with handwrit-
ten PHI (25). Facial recognition software has been successfully 
used to reidentify patients from three-dimensional reconstruc-
tions of their facial structures, posing risks to confidentiality 

(14). While most medical imaging modalities produce gray-
scale images, there are some that are displayed and stored as 
color images, such as PET/CT, Doppler US, and secondary 
capture objects (eg, advanced visualization images).

The way medical images are acquired differs from photo-
graphic images. For example, some imaging studies in medicine 
(eg, radiographs) may require more than one view to determine 
three-dimensional position of structures within the body, whereas 
cross-sectional modalities such as CT and MRI acquire image data 
in a volumetric fashion. Also, multisequence modalities such as 
MRI contain multiple image types of the same body part to extract 
specific characteristics of the imaged tissue. The concept of image 
comparison, a vital feature in medical imaging used to determine 
alterations in patients’ health status over time, is not commonly 
explored in nonmedical applications. Moreover, medical imaging 
findings are often not specific for a single disease entity and can be 
identified in a variety of diseases. For example, a focal opacity on a 
chest radiograph can potentially represent infection, noninfectious 
inflammation, hemorrhage, scarring from prior trauma, or malig-
nancy, and therefore requires correlation with other data such as 
comorbidities, symptoms, and laboratory test results. Proof of a 
diagnosis is often established with pathologic confirmation, yet an 
imaging finding is frequently acted on without pathologic proof 
in the instance of pneumonia or thromboembolic disease for ex-
ample. To complicate evaluation further, there are also anatomic 
variants that do not have any pathologic implications to the pa-
tients but may simulate diseases at imaging.

Variety of Tasks and Endless Clinical 
Scenarios
Medical imaging is used to address a variety of clinical sce-
narios, ranging from disease detection to disease surveillance. 

Abbreviations
AI = artificial intelligence, DICOM = Digital Imaging and Com-
munications in Medicine, JPEG = Joint Photographic Expert 
Group, NIHCC = National Institutes of Health Clinical Center, 
PHI = protected health information, PNG = Portable Network 
Graphics, RSNA = Radiological Society of North America, TCIA = 
The Cancer Imaging Archive

Summary
The article emphasizes two main points that are extremely important 
to advancements in the field of artificial intelligence in medical imag-
ing: (a) recognition of the current roadblocks and (b) description of 
ways to overcome these challenges focusing specifically on the role of 
image-based competitions such as the ones the Radiological Society 
of North America has been hosting for the past 2 years.

Key Points
nn Activities such as the competitions organized by the Radiological 

Society of North America may prove to be an important way to 
address current roadblocks in applying artificial intelligence to 
medical imaging and to increase the dialogue among radiologists 
and data scientists, which serves to guide and move the field for-
ward. 

nn Although competitions may help move research forward, the field 
should still rely on standard rigorous scientific methodology to 
ensure safe and clinically relevant outcomes.

https://pubs.rsna.org/journal/ai
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services can run on a single host and access the same operat-
ing system kernel. However, even in this scenario, the work 
required to integrate these applications with local clinical 
systems may be quite challenging if the right infrastructure 
is not in place.

Machine learning algorithms are created with the as-
sumption that they will be applied to datasets with identical 
characteristics and probability distributions. This property 
is known as the generalizability of the algorithm. However, 
there is the practical reality that the patient population, the 
image acquisition devices, and image protocols can vary 
greatly between institutions, and therefore, the transferability 
(ability to transfer performance to data containing different 
probability distributions) of an algorithm may prove difficult 
even when the algorithm performance is excellent on data 
from a single source. Unfortunately, no statistical method ex-
ists to test transferability of an algorithm except for testing 
the algorithm on the new data at disparate locations.

Knowledge Dissemination Is Prolonged with 
Traditional Hypothesis-driven Research
It has long been recognized that there is a large temporal gap 
between the time that knowledge discoveries happen in the 
medical research setting relative to when they are clinically 
implemented. Prior work suggests that this gap may be as long 
as 17 years in the public health sector (28). One contribut-
ing factor to prolonged knowledge discovery and dissemina-
tion of the results is that traditional research methodologies 
follow a serial rather than a parallel path. The traditional re-
search process is hypothesis-driven whereby a researcher or 
group of researchers in an organization formulate a research 
question that they set out to prove or disprove. Next, they re-
quest approval from their institutional review board to con-
duct the research in their own organization. Once approval is 
obtained, the research is conducted, and research findings are 
published in a journal not necessarily accessible to the entire 
community. Once a research group from another organization 
becomes aware of those findings, they will try to validate them 
and publish their own experience (Figure, A). The process can 
be repeated multiple times until some degree of confidence is 
reached that the initial findings are generalizable. While this 
activity is extremely important and has been the cornerstone 
of the scientific advancements in many decades, it could po-
tentially benefit from a more decentralized approach of initial 
knowledge discovery, such as image analysis competitions. In 
this case, multiple individuals or groups can compete for the 
best solution to a specific problem and openly share their new 
findings, methods, and approaches, which can later be further 
tested with standard scientific rigor.

Potential Solutions to Current Challenges 
and the Role of Image Competitions in 
Fostering AI Research
AI holds extremely exciting opportunities for medical imag-
ing, but several of the aforementioned challenges related 
to data complexity, data access and curation, concern for 

when these datasets are released to the public (27). In addi-
tion, necklaces, wristbands, and other accessories may contain 
patients’ names or be unique enough to allow patients to be 
recognized on volumetric images. Therefore, prior to making 
their datasets publicly available, many organizations manually 
curate each image for any potential identifiable information. 
This is both an expensive and labor-intensive process.

Considerations for Algorithm Design 
and Measures of Performance in Medical 
Imaging
Although existing programmatic frameworks and libraries 
to create AI algorithms are shared across many domains, 
there are unique requirements to consider when creating 
tools for medical applications. When selecting the appro-
priate performance metrics for a medical AI algorithm, at-
tention needs to be given to potential clinical implications, 
and the measures should be carefully chosen to ensure that 
performance reflects the clinical question. For example, an 
algorithm built to expedite decision making when using 
coronary CT angiography in patients suspected of having 
myocardial infarction may have disastrous consequences if 
the false-negative rate is not designed to be considerably low. 
Because positive cases are less common than normal cases in 
this setting, the unbalanced nature of the data makes ac-
curacy and negative predictive value poor metrics to assess 
algorithm performance. Recall and area under the receiver 
operating characteristic curve would better reflect perfor-
mance in this case. The scope of the algorithm is also an 
important part of design. A narrow algorithm designed for 
the single specific task of recognizing pneumonia on a chest 
radiograph cannot be used to independently interpret these 
examination findings despite high performance because it 
would fail to recognize other potentially equally important 
findings such as pneumoperitoneum with potentially tragic 
consequences.

Lack of Algorithm Transparency and Issues 
with Validation and Testing
Another issue with existing mechanisms of algorithm design 
relates to lack of transparency in the underlying methodolo-
gies employed to create them and the difficulties associated 
with clinical implementation. Testing reproducibility of a 
proprietary algorithm can already be very difficult in one 
single site; expanding the evaluation to other sites and dif-
ferent datasets can be extremely complex. This is especially 
true because machine learning applications do not always 
follow the same pipeline from data ingestion to output, and 
no standardization of the process exists. For example, algo-
rithms with similar performance may have very different ap-
proaches to solve the same problem and may require unique 
preprocessing methodologies prior to inference. Therefore, 
each application may require its own server or virtual en-
vironment, making scalability difficult. One solution to 
implementation challenges is the creation of separate appli-
cation containers in which multiple isolated applications or 

https://pubs.rsna.org/journal/ai
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Multiple additional databases of medical images have become 
available, including 30 000 CT imaging studies of multiple le-
sions in the chest, abdomen, and pelvis recently released by the 
NIHCC (32). The Cancer Imaging Archive (TCIA) has a large 
collection of anonymized DICOM images of various cancer 
types donated from numerous organizations and is cross corre-
lated to the tissue and genomic bank of The Cancer Genome At-
las. The anonymization process employed by the TCIA is quite 
rigorous to ensure patient privacy (33). Recently, a dataset search 
engine has become available (34), listing datasets of multiple or-
ganized databases and prior competitions, potentially improving 
discoverability of existing data sources.

A newer strategy to protect patient privacy is to retain the 
datasets within each organization firewall and only move the 
algorithms or trained parameters to each site. The intent is to 
expedite model validation when applied to different settings or 
when a single institution dataset is small (35).

Several additional competitions have already been conducted 
in the medical imaging domain, many of them presented at 
https://grand-challenge.org. These competitions cover a variety of 
clinical scenarios and multiple machine learning tasks. An exten-
sive review of prior machine learning competitions in medical 
imaging has been provided by Maier-Hein et al with 150 com-
petitions being reported up to 2016 (36). Most of the competi-
tions focused on segmentation tasks (70%), and the most com-
mon imaging modality was MRI (62%). The reported number 
of training cases in these competitions has been relatively low, 
with a median of 15 cases and interquartile range varying be-
tween seven and 30 cases. The maximal number of cases re-
ported was 32 468 (36). More recently, one of the competitions 
that received considerable attention was the 2017 Data Science 

patient privacy, transferability of 
algorithms to the mass market, 
as well as integration of these 
tools into the clinical workflow, 
need to be addressed effectively 
to bring this technology to the 
forefront where it can augment 
patient care.

In the past 2 years, the Radio-
logical Society of North America 
(RSNA) has hosted several public 
AI competitions to promote AI 
research in radiology. In 2017, 
the goal of the competition was 
prediction of the age of pediatric 
patients based on hand radio-
graphs by using machine learning 
(29). In 2018, the competition 
focused on pneumonia detection 
(localization and classification) 
(30). In the following sections, we 
offer some of the lessons learned, 
which address some of the afore-
mentioned idiosyncratic chal-
lenges when applying machine 
learning to medical imaging.

Addressing Data Complexity, Data Access, 
and a Variety of Clinical Scenarios While 
Ensuring Patient Privacy
The advent of deep learning has invigorated research in neural 
networks and imaging informatics in general. Recognizing that 
these techniques rely heavily on large datasets, several organiza-
tions started to focus on creating medical imaging databases to 
advance AI research for a variety of clinical scenarios. The fear 
of exposing patient health information has been at least par-
tially mitigated by converting DICOM files into other formats 
such as JPEG, Neuroimaging Informatics Technology Initia-
tive, or NIfTI, and Portable Network Graphics (PNG), ensur-
ing the metadata will not be exposed. This has been the strategy 
of some of the publicly released medical imaging datasets. For 
example, the database used for the first RSNA Machine Learn-
ing Challenge converted radiographs of the hand in pediatric 
patients obtained from Stanford University and University of 
Colorado to JPEG format. The second competition for pneu-
monia detection leveraged an existing public dataset by creat-
ing new annotations for a subset of the 112 000 radiographs of 
the chest from the National Institutes of Health Clinical Cen-
ter (NIHCC) (31). In this case, DICOM images were initially 
converted to PNG prior to release to the public for complete 
removal of the associated metadata by the NIHCC group. To 
allow participants of the competition to familiarize themselves 
with the medical imaging standard and to facilitate annotation, 
the PNG images were converted back to DICOM format. This 
process ensured complete removal of any patient identifiable 
information while maintaining the DICOM format for the 
competition.

Figure:  Diagram demonstrates the differences between, A, traditional institutional research 
and, B, the model of research promoted by image-based machine learning competitions. While 
traditional model follows a serial sequence of events (hypothesis formulation, institutional review 
board approval, data acquisition, knowledge discovery, and manuscript submission), image 
competitions promote a parallel approach to knowledge discovery and dissemination in which 
multiple participants of varying disciplines find solutions to the same problem and openly share 
their discoveries on the web or manuscripts in a short time period.

https://pubs.rsna.org/journal/ai
https://grand-challenge.org


Radiology: Artificial Intelligence Volume 1: Number 1—2019  n  radiology-ai.rsna.org� 5

Prevedello et al

sponsoring site forums. Visibility of individual algorithm per-
formance is a principle prerequisite of any data competition. 
This is accomplished through posting algorithm performance 
of competitors on a public leaderboard such that each partici-
pant understands his or her relative performance. During the 
2017 RSNA bone age competition, the participants gained ad-
ditional knowledge to develop and enhance their algorithms 
through shared experiences from participants and the sponsors. 
The lessons learned from the competition organizers culmi-
nated in an article describing the process, as well as a detailed 
description of the top-five winning solutions (41). In the 2018 
RSNA challenge, many of the solutions were openly described 
and posted on the discussion forums (30). The top 10 con-
tributions will be shared with the community as open-source 
systems (training code), so people can learn from them and test 
performance of the algorithms with the standard competition 
dataset or by using their own local databases to test transfer-
ability. Another recent trend in machine learning publications 
has been the willingness of the authors to publish their work 
openly on forums, blogs, websites, or open manuscript plat-
forms such as arXiv.org to share their work with the commu-
nity and gather continuous feedback. The educational value of 
open-source codes, discussions forums, and open publications 
is immense for participants of the competition and other inter-
ested parties in the rapidly evolving field of machine learning.

Expediting Knowledge Discovery and 
Dissemination
While traditional hypothesis-driven research follows a serial 
path employing a single investigator or group, competitions 
promote a parallel process of iterative knowledge discovery and 
dissemination. There is also cross-pollination among different 
specialties and domains because of the open nature of the re-
search. Once the competition opens and a dataset is made pub-
licly available, multiple individuals from varied backgrounds 
and disciplines work toward solving the problem. In a relatively 
short time, numerous solutions to the same problem are pre-
sented and discussed openly. The 2017 RSNA Bone Age Chal-
lenge illustrated how a parallel approach can accelerate discov-
ery; in less than 3 months, more than 10 solutions surpassed 
performance of previously published state-of-the-art algo-
rithms. Issues identified with the datasets including the meth-
odologies employed to create them were also openly discussed 
to determine their limitations. Solutions to the problems were 
presented and shared back with the community in the form of 
web posts or manuscripts (Figure, B). Researchers around the 
world continually benefit from the public dissemination of the 
datasets used in former and current image-based competitions.

Caveats and Limitations of Machine 
Learning Competitions Compared with 
Traditional Approaches
Although competitions may be an excellent catalyzer to foster 
collaborative research in machine learning for medical imaging, 
it does not replace standard hypothesis-driven peer-reviewed 
publications with rigorous scientific scrutiny to ensure valid-

Bowl challenge in which participants were asked to develop al-
gorithms that attempted to predict cancerous lung lesions. The 
prize money for this competition was 1 million U.S. dollars, and 
as a result, it generated wide interest from individuals and orga-
nizations across the world, with 1972 teams joining the compe-
tition and multiple open-source models and modeling insights 
shared publicly on the web (37). While a cash prize can provide 
substantial financial incentive, many participants engage in the 
competitions for other reasons, including increased notoriety in 
the data science community, the excitement of collaboration and 
competition, and the long-term benefit of contributing to the 
public good. For example, the RSNA 2018 Machine Learning 
Challenge provided a conservative financial reward ($30 000), 
yet it had 360 teams join the competition just in the initial 4 
days of its launch and 1399 teams during the total time of the 
competition.

Collaborative and Distributed Data 
Curation
The 2018 RSNA Machine Learning Challenge employed a 
collaborative and distributed process for data annotation. The 
curation process started with creating consensus definitions of 
what would be considered positive cases and a method for how 
they would be annotated. The more explicit the definitions 
are, the more consistent the labels become. The methodology 
employed in the data curation process is described in detail in 
Shih et al (38). Despite extensive effort to maintain consistency 
and uniformity of the labeling process, the annotated datasets 
showed a skewed distribution of annotation frequencies across 
users. Because the cases assigned to annotators were randomly 
selected, it is likely that some degree of interrater variability 
existed, further emphasizing the challenges related to data cu-
ration in medical imaging.

Automated tools such as natural language processing have 
also been used on radiology reports to curate large imaging da-
tasets (31,32,39). Recent reports show promising results in these 
methodologies to label image datasets created for classification 
tasks and seem to indicate that imperfections of the natural lan-
guage processing system can be counterbalanced by increasing 
the number of images in the training set (40). This is an im-
portant field of study because it would essentially minimize the 
need for expensive and time-consuming data curation in some 
scenarios; however, it would not replace the process of designat-
ing the location of an abnormality.

AI Research Fosters Collaboration and 
Community Building through Competition
One of the advantages of machine learning competitions over 
traditional hypothesis-driven research relates to the innate dif-
ferences in the approach to problem solving. Data competi-
tions by nature encourage multiple participants or groups to 
simultaneously address a specific problem independently and 
concurrently. This fosters rapid development of many unique 
solutions. While there is a competitive aspect in creating the 
best performing algorithm, there is often a simultaneous col-
laborative experience brokered through social media and 

https://pubs.rsna.org/journal/ai
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ity, generalizability, and transferability of the results. Recent 
publications have exposed several weaknesses of competitions, 
including how inconsistencies in their methodologies may af-
fect reproduction, interpretation, and cross-comparison of the 
results (36). In addition, the rank order of the winning algo-
rithms is sensitive to several variables related to design choices, 
including how the test set was created and the methodology 
employed to assess algorithm performance (36). Moreover, 
competitions with flawed design may allow competitors to 
“game the system” and achieve higher performance by submit-
ting only selective or “easy cases” if the performance metric is 
not designed to penalize missing values (42). These problems 
emphasize the need for competitions to follow a standard or 
at least adhere to best practices as promoted by groups with 
extensive expertise in the subject (36,42).

In conclusion, medical imaging machine learning research is 
a new paradigm for traditional radiology researchers. There are 
new processes, limitations, and challenges that need to be learned 
and managed when performing state-of-art data science analysis. 
Readily available, well-curated, and labeled data of high quality 
is paramount to performing effective research in this area. The 
radiology community, as stewards of this imaging data, needs to 
remain cognizant of our patients’ privacy concerns tempered by 
the need for large volumes of high-quality data. Activities such as 
the competitions organized by RSNA may prove to be an impor-
tant activity to collaboratively address these problems by facili-
tating dialogue between radiologists and data scientists, which 
serves to help guide and move the field forward while relying 
on standard rigorous scientific methodology to ensure safe and 
clinically relevant outcomes.
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