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Abstract

Design of Network Architectures:
Role of Game Theory and Economics

by

Nikhil Gopinath Shetty
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley
Professor Jean Walrand, Chair

The economics of the market that a network architecture enables has a important bearing
on its success and eventual adoption. Some of these economic issues are tightly coupled
with the design of the network architecture. A poor design could end up making certain
markets very di�cult to enable, even if they are in the better interest of society. The
analysis of these cross-disciplinary problems requires understanding both the technology
and the economic aspects. This thesis introduces three major recurring themes in these
problems - revenue maximization, welfare maximization and missing markets - and provides
enlightening examples for them. It then delves deeper into three problems representative of
these three themes and provides a complete analysis and discussion for each of them.

First, the thesis studies user incentives for the adoption of femtocells or home base sta-
tions and their resulting impact on network operator revenues. The thesis develops a model of
a monopolist network operator who o�ers the option of macrocell access or macro+femtocell
access to a population of users who possess linear valuations for the data throughput. The
study compares the revenues from two possible spectrum schemes for femtocell deployment;
the split spectrum scheme, where femtocells and macrocells operate on di�erent frequencies
and do not interfere, and the common spectrum scheme, where they operate on the same
frequencies (partially or fully) and interfere. The results suggest that the common spec-
trum scheme that creates heavy interference for the macrocell still performs comparably to
the split spectrum scheme for revenue maximization. This suggests that the common spec-
trum scheme with good interference management may be the pathway to better femtocell
adoption.

Second, the thesis investigates the impact of the provision of two classes of service in
the Internet on the surplus distribution between users and providers. The study considers
multiple competing Internet Service Providers (ISPs) who o�er network access to a �xed
user base, consisting of end-users who di�er in their quality requirements and willingness to
pay for the access. User-ISP interactions are modeled as a game in which each ISP makes
capacity and pricing decisions to maximize his pro�ts and the end-users only decide which
service to buy (if any) and from which ISP. The model provides pricing for networks with
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single- and two-service classes for any number of competing ISPs. The results indicate that
multiple service classes are socially desirable, but could be blocked due to the unfavorable
distributional consequences that it in�icts on the existing Internet users. The research pro-
poses a simple regulatory tool to alleviate the political economic constraints and thus make
multiple service classes in the Internet feasible.

The third topic is a problem involving missing markets for cyber-security insurance. The
study explains why insurance markets for Internet security fail to take o� due to a number
of factors including information asymmetry, e�ciency losses due to network externalities
and competition. The interdependent nature of security on the Internet causes a negative
externality that results in under-investment in technology-based defences. The research
investigates how competitive cyber-insurers a�ect network security and user welfare. The
model explores a general setting, where the network is populated by identical users with
arbitrary risk-aversion and network security is costly for the users. The user's probability to
incur damage (from being attacked) depends on both his security and the network security.
First, the model considers cyber-insurers who cannot observe (and thus, a�ect) individual
user security. This asymmetric information causes moral hazard. If an equilibrium exists,
network security is always worse relative to the no-insurance equilibrium. Though user
utility may rise due to a coverage of risks, total costs to society go up due to higher network
insecurity. Second, the study considers insurers with full information about their users'
security. Here, user security is perfectly enforceable (zero cost). Each insurance contract
stipulates the required user security and covers the entire user damage. Still, for a signi�cant
range of parameters, network security worsens relative to the no-insurance equilibrium. Thus,
although cyber-insurance improves user welfare, in general, competitive cyber-insurers may
fail to improve network security.
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Chapter 1

Introduction

Networking researchers have long known and argued [9, 66, 24, 39] that the economics
of the markets enabled by their network architecture have a huge bearing on its success and
eventual adoption. Some of these economic issues are tightly coupled with their design of
the network architecture. A poor design could end up making certain markets very di�cult
to enable even though enabling such markets could be in the better interest of society. In
many cases, even when the technologies are mature and well-researched, adoption is either
very slow or just plain fails in the face of the economics. Examples of such failures include
Asynchronous Transfer Mode (ATM)1, the slow adoption of IPv62 and end-to-end quality of
service on the Internet.

Studying how a change in architecture a�ects user and provider welfare is important
because this analysis ultimately determines the success or failure of a new invention. This
analysis requires an understanding of both the technology and the resulting economics of
the market enabled by it. On one hand, the performance o�ered by a new architecture can
be analyzed using tools like queueing theory, systems theory, etc. This analysis provides a
sense of the utility that users derive from the usage of that architecture. On the other hand,
problems involving incentives are usually handled well using tools from game theory. These
tools provide us the ability to analyze the welfare obtained from the adoption of a certain
architecture, taking into consideration that users and providers may be independent decision
makers. It is this con�uence of technology and game theory that this dissertation aims to
study.
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Figure 1.1. Framework

1.1 Framework
Let us �rst start by introducing a general framework into which most of the problems

can be placed. Fig. 1.1 represents the block diagram into which most problems can be cast
[99]. Network providers invest in their chosen network architecture and then charge prices
to users. Users observe the prices and choose to adopt the services, if any. This usage of
the network may a�ect the performance that is observed by the users. This combination of
prices and performance determines the utility observed by a user which, in turn, determines
user adoption and associated provider revenues. In addition, providers may compete or
need to coordinate with each other to provide certain services - this may also determine the
investment, equilibrium prices and user utility. The external agent in this framework is the
government or the regulator whose concern it is to maximize the welfare of the system as a
whole and to ensure that innovation continues unimpeded. The government may also have
special powers to mandate certain behaviors from the providers which may help eliminate
certain coordination problems, improve social welfare and create a favorable distribution of
the surplus.

To see an example of how this framework applies, let us look at the case of provision of
multiple service classes in the Internet. Internet service providers invest in an architecture
that enables QoS - this could be Di�Serv, IntServ or some other new architecture [100]. The
providers then charge prices for the di�erent service classes and users choose which service
class to use, if any. The observed user performance depends upon their network usage and the

1An internetworking standard that was a competitor to IP.
2IPv6 adoption is still very slow though IPv4 addresses are close to exhaustion.
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policies implemented by the ISPs. Users may now observe this performance and determine
whether they are satis�ed with the quality of the service obtained. If not, they may switch
to a di�erent service from any of the ISPs or choose not to take up any service at all. In
equilibrium, no user will want to shift to a di�erent service option and no ISP will want
to charge di�erent prices. A regulator observing this situation might want to set policies
regarding such multiple classes of service to suitably protect user welfare. His policy must
also consider whether future ISP investment will be impacted which in turn could a�ect the
long term utility of the users. Alternatively, if ISPs cite coordination issues due to a lack of
common standards as a reason for no such market, the regulator may step in to encourage
such coordination using a mandate.

The framework thus provides us with a clear mental picture of the problem. It enables us
to separate out the technological and economic parts of the problem and attack each portion
separately. The framework also gives us an insight into how the various parameters interact
with each other to determine the �nal equilibrium.

1.2 Research Problems
There are many interesting research problems at this interdisciplinary intersection. In

this section, I will describe a few aspects that show up often in these problems. Most
problems will incorporate multiple aspects from those described below.

1.2.1 Revenue Maximization

Maximizing revenues is the concern of network providers. Providers want a good return
on their investment and they choose an architecture that allows them to maximize their
pro�ts. Though this may seem like a simple cost-bene�t analysis, in many cases, calculation
of costs and bene�ts is complicated by the fact that users may create negative externalities
for other users by congestion. A lot of research has been performed on how this congestion
pricing must be performed. For example, [70, 39] suggest that multiple service classes must
be simply isolated and the price charged to users must determine the congestion and the
performance in the class. [6] also performed experiments on real Internet users to determine
how demand changes with the price. [54, 17] suggest changes in the congestion control
mechanism to charge for packets marked during periods of congestion. On the other hand,
some recent work [88] suggests that the monetary gains from multiple service classes may not
be large enough for certain user demands to justify investing in a QoS architecture. These
examples suggest that revenue maximization is a complex process requiring knowledge of
both user demand and the choice of an appropriate architecture to implement congestion
control and QoS.

Managing congestion and pricing it appropriately is becoming extremely important in
today's wireless networks, where bandwidth is scarce and supporting heavy data usage re-
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quires massive investments in the infrastructure. Wireless congestion management is also
complicated by the fact that channel quality depends upon the user's position in the cell and
can vary rapidly. How should resources be allocated to di�erent users and how should the
users be charged for those resources become interesting questions in such a dynamic scenario.

1.2.2 Welfare Maximization

Welfare maximization usually takes the perspective of maximization of total system util-
ity, including both the providers and end users of a technology. Welfare increases when
all user types and requirements are satis�ed by the adoption of a certain architecture. If
the architecture prevents serving a certain essential user requirement due to the way it is
structured, this results in lowered welfare. For example, researchers [82] argue that the lack
of an in-built per-�ow charging mechanism in the Internet may have led to a missing market
for enhanced quality of service guarantees at a �ow level. Though the increase in network
capacity has allowed Voice over IP (VoIP) services to take o� without this per-�ow require-
ment (though not with assured guarantees), video conferencing is now facing the same issues
that voice did a few years back. Though enterprises have taken care of this issue by buying
reserved bandwidth, such services are hardly available to end users. I believe that there will
always be applications on the horizon that cannot be handled purely using the statistical
guarantees provided by the Internet and will require some guaranteed services.

E�ciency Losses

The operating point that maximizes total system welfare is called the social optimum.
Such a social optimum can only be reached by a central planner who can enforce the behavior
of all the entities in the system. However, very rarely do large systems have such centralized
decision-making. Behavioral decisions are usually made by entities with their own sel�sh
interest in mind. If such behavior is associated with externalities, i.e., if one user's behavior
a�ects the utility observed by others in the system, these sel�sh choices result in an equi-
librium that is much worse than the social optimum. This may be interpreted as a loss of
e�ciency or, when rephrased in terms of costs, is also known as the �price of anarchy� [55].
[51] have derived the worst case loss of e�ciency for certain resource allocation games in
networks where agents make decentralized decisions . Similarly, [78] have derived the price
of anarchy in routing games, where routing decisions are made independently by users. In-
terestingly, under linear utility/cost assumptions, both these papers suggest that e�ciency
losses are bounded by a factor of 3/4.3

Another interesting example of e�ciency losses is the case of Internet security. Computer
security is interdependent and when users under-invest in security, this creates a relatively
more insecure environment for the other users. Such users may not necessarily see the direct

3In [51], this bound assumes that the users can bid on individual links. If they bid on a path, the POA
can be arbitrarily large.
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costs of such risky behavior though they enjoy the lower costs associated with their lower
investment. When all users apply the same logic, the result in under-investment in security
throughout the network relative to the socially optimal level [97]. This is also referred to
sometimes as the free-riding problem. Similar results have been derived by [62, 49] under
constrained network topologies and corresponding externalities. In Chapter 4, I will present
a model for network security with full connectivity and a general user utility and replicate
the results mentioned here.

Surplus Distribution

At times, just maximizing total social welfare may not be enough. Regulators may also
be interested in how the surplus is actually distributed between the participants. For exam-
ple, in a �ercely competitive scenario, a large part of the surplus remains with the users and
providers may end up with zero pro�ts (no surplus). This explains why regulators encourage
policies that foster competition in provider markets. Other times, when new technologies
enable providers to extract more surplus from users, regulators may be concerned about
the backlash this may generate from such losing users. Though the new technologies may
also expand the market and increase availability, regulators may still be concerned about
the e�ects of the transition on these existing users. An example of this case is the discus-
sion regarding network neutrality where an important part of the debate is a consideration
whether two classes of service create distortions in the distribution of surplus between users
and providers. In this case, the regulator needs to balance the protection of current user
surplus with the future incentives to invest in greater capacity. This example is analyzed in
detail in Chapter 3.

1.2.3 Missing Markets

Missing markets are markets that increase both user and provider welfare (Pareto) and
yet, fail to take o� in reality. Such missing markets are a result of many factors, a few of
which we will discuss here.

Information Asymmetry

Information asymmetry exists when information regarding quality of the service or prod-
uct is not available equally well to two entities involved in a transaction. Information asym-
metry makes contracts di�cult to enforce, resulting in a collapse of markets. The seminal
work in the Economics literature includes the lemon market problem, where it was shown
that the market for used cars could collapse if lemons could not be suitably distinguished
from the good cars [5]. Similar problems exist in the network and in fact, may be accentu-
ated by the choice of the network architecture. For example, if a certain data path traverses
multiple ISPs. With the current IP architecture, if there is a problem with the quality of
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service experienced by the �ow, there is no way of knowing which ISP is the source. Such
information is local and private to the ISPs and without some monitoring systems [60],
end-to-end quality of service contracts across multiple ISPs will be impossible.

More examples exist in the computer security market. If security products cannot be
su�ciently distinguished in their quality of protection, this could result in a lemon market
for such products [7]. Similarly, if insurance companies cannot su�ciently gauge how well
an enterprise has protected its network from external attacks, problems like moral hazard
and adverse selection show up and can result in a collapse of the insurance market [76, 77].
This example of insurance for network security is analyzed in detail in Chapter 4.

Network E�ects and Switching Costs

When the utility from adoption of a technology depends upon the number of other users
of that technology, we say that network e�ects are in play [29, 28]. Network e�ects create
lock-in into network architectures. This lock-in can be extremely strong, as can be seen in
the poor adoption of IPv6 in the Internet. IPv4 is the principal protocol on the Internet.
Suppose a new content provider o�ers his services on the Internet. Lets say she has a choice
of IPv6 or IPv4. Her standalone bene�ts from adopting IPv6 are not hugely higher than her
bene�ts from adopting IPv4.4 However, due to being the incumbent standard, her network
bene�ts from adopting IPv4 are huge compared to that from IPv6. If she chooses IPv6, she
still has to provide converters for users who access her services using IPv4, which can further
raise her costs. Here, the role of converters/gateways from one architecture to another and
the standalone bene�ts of adoption become very important [53, 50]. Also important is a
critical mass of early adopters who can push the rest of the market to the new architecture.
A regulator could encourage such adoption by mandating government installations and o�ces
to adopt the new architecture, thus providing this critical mass.

A similar example exists for the transmission control protocol TCP. Though newer �avors
of TCP have been suggested that provide improvements in throughput for fat pipes [101] or
rely not on network losses but on latency to adjust rates [16], these attempts have failed at
adoption because either they do not work well in the presence of TCP Reno or they impact
TCP Reno �ows negatively, thus inviting the network provider's wrath. These network
e�ects are so huge that researchers have proposed �TCP-friendly� rate control algorithms
with the goal to improve TCP performance while still maintaining fairness when combined
with the usual TCP �ows [32].

Transaction Costs

In his seminal work on transaction costs, economist Ronald Coase [23] suggests that
all economic transactions involve costs and these costs must be accounted for in analyzing

4IPv6 does o�er some improvements in security and user management.
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whether a particular economic arrangement is e�cient.5 Transaction costs can be both
external and internal to a �rm. Here, we are only concerned with external transaction
costs that come into play when a �rm interacts with other �rms to deliver a product or
service. These transaction costs involve the cost of acquiring the service information from
the partners, cost of writing up complicated service contracts involving a large number of
variables and the costs of monitoring and enforcing those contracts. If the costs of performing
these activities are higher than the pro�ts made by providing the service, �rms may decide
not to o�er such a service at all, resulting in a missing market. Certain network architectures
may raise these enforcement costs and make certain markets very di�cult to enable. In the
following paragraphs, I will provide examples of manifestations of this problem of transaction
costs.

Coordination:
Coordination in network upgrades is a major problem that providers face. Usually, this
problem arises because there are positive externalities associated with the upgrade process
of a single provider. When a single operator upgrades his network, he may indirectly provide
better performance for other operators' tra�c �owing through his network. This results in
the free-rider problem, wherein the incentive to upgrade for his rival decreases, especially if
the cost of upgrade is high. This may result in a contest, where operators wait for others
to adopt the new technology, thus delaying adoption for inordinately long amounts of time.
[48] investigated the conditions under which ISPs upgrade their networks by setting up a
repeated game model for the value derived from a network upgrade. Such coordination
problems may require external stimulus by providing some mechanism by which ISPs can
coordinate their network investments. This could involve government mandates or schedules
set by standard bodies for network upgrades.

Competition:
Sometimes, competitive pressures may preclude investments in new technologies. A good
example of this may be network virtualization [8, 20, 68]. Network virtualization enables
operators to experiment and program new architectures in software over an existing in-
frastructure, thus reducing the need for frequent network upgrades. However, virtualized
network equipment may come at a higher cost or lower performance compared to equipment
that cannot support future architectures but handles all existing architectures very well.6
Though a virtualized architecture is obviously better for society because of the accelerated
innovation ability it provides, it is not clear that a provider running virtualized architecture
is in a better competitive position to one who does not. Though such an operator can bring
innovations to market quicker, the higher costs of operating such an architecture may negate
the potential bene�ts from being the �rst to market. Additionally, there is also the risk
associated with betting on the success of future innovations.7 In this case, the coordination
mechanism to ensure that all competitive operators invest in such a virtualized architecture
may be too costly to implement.

5Other interesting readings include [103, 69, 104]
6Hardware implementations are usually much faster than software ones.
7This is work in progress. The author and his collaborators have pinned down the rate of new successful

innovations and the rate of network upgrades as important factors underlining the decision to choose a
virtualized infrastructure.
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(a) IP Market Structure (b) Telephone Market Structure

Figure 1.2. Market Structure

Market Structure:
Market structure, that is a result of the network architecture, may also play a big role in
the adoption of new services. An example is the current market structure of the Internet[11,
92, 95]. The structure of contracts is bilateral, i.e., ISPs set up tra�c contracts with their
neighbors only [60]. In addition, �access� ISPs always pay �transit� ISPs for tra�c �owing in
either direction - they are paying for connectivity to the �rest of the Internet.� This is di�erent
from telephone networks where contracts are source-based, i.e., the source sets up contracts
with each of the networks that the tra�c lands up on and termination fees are paid to each
of these networks. Some argue that this modi�cation keeps contracts simple and local [89].
But, this market structure only works well for best-e�ort tra�c where quality requirements
are lax. However, for guaranteed services, this market structure creates incentive problems.
Fig. 1.2 shows this di�erence in payment structure. ISP 3, on whom high-priority tra�c
is terminated, still has to pay for this tra�c (maybe higher price) even though no session-
speci�c revenues are shared with him. Also, if the end users do not pay for any di�erentiated
services, there may be no incentive for him to give better service to this �ow. He may just
instruct ISP 2 to remark all packets as normal priority.

Another interesting problem related to market structure is the role it plays in innovation.
[61] investigate the resultant market structure from a virtualized network, where infrastruc-
ture providers and service providers are di�erent entities. As an example, consider the cable
TV providers. This can be envisioned as an infrastructure provider who manages the cable
system and a service provider who provides TV service over this system. In this two-level
system, users may end up paying the infrastructure provider or the service provider or both.
[61] concludes that, since infrastructure providers are few, a market structure where the user
pays directly to the service provider will be most competitive and encourage newer innova-
tions both in the network and in the service layer. In fact, they believe that a system where
payments happen through the infrastructure provider alone will not generate the necessary
innovation incentive. [61] only look at independently generated innovations - it would be in-
teresting to investigate how their results change when network providers need to coordinate
and move to new architectural standards enmasse and not independently.
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1.3 Organization
In this dissertation, I will attack three problems, each focusing mainly on one of the

aspects discussed above. First, I will investigate a problem involving revenue maximization
that arises with the adoption of femtocells8 for 4G networks. This will be the topic of Chap-
ter 2. It is expected that with heavy network usage, 4G networks will require some o�oading
of data tra�c onto femtocells. Here, the operators have a choice of two possible spectrum
schemes for femtocell deployment; the split spectrum scheme, where femtocells and macro-
cells operate on di�erent frequencies and do not interfere, and, the common spectrum scheme,
where they operate on the same frequencies (partially or fully) and interfere. We model a
monopolist network operator who o�ers the option of macrocell access or macro+femtocell
access to a population of users who possess linear valuations for the data throughput and
compare the revenues from the two schemes. The results will suggest that common spectrum
schemes that create heavy interference for the macrocell still perform comparably to the split
spectrum scheme for revenue maximization. This suggests that common spectrum schemes
with good interference management may be the pathway to better femtocell adoption.

Second, I will investigate a problem involving welfare maximization where I estimate the
e�ect on surplus distribution between users and providers from provision of two classes of
service in the Internet. This problem has relevance to the much-larger debate on network
neutrality. This will be the topic of Chapter 3. In this case, I take the view of a regulator
to determine under what conditions multiple service classes should be permitted. Here,
I consider multiple competing Internet Service Providers (ISPs) who o�er network access
to a �xed user base, consisting of end-users who di�er in their quality requirements and
willingness to pay for the access. ISPs make capacity and pricing decisions to maximize
their pro�ts and the end-users only decide which service to buy (if any) and from which
ISP. I will show that competition per se does not preclude the provision of service classes,
i.e., there is no missing market due to competitive pricing instability. Though the results
indicate that multiple service classes are also socially desirable in the long run, they could be
blocked due to the unfavorable distributional consequences that it in�icts on some existing
Internet users and the short run considerations of a regulator.

Third, I will investigate a problem involving missing markets. Here, I will look at why
insurance markets for Internet security fail to take o� due to a number of factors including
information asymmetry, e�ciency losses due to network externalities and competition. This
will be the topic of Chapter 4. I will utilize a general setting, where the network is populated
by identical users with arbitrary risk-aversion and network security is costly for the users.
A user's probability to incur damage (from being attacked) depends on both his security
and the network security, thus creating an externality. Thus, there are e�ciency losses and
network security is worse than the socially optimal level. Total costs to society go up due
to this higher network insecurity. However, even with competitive security insurance, the
situation is no better. There are two cases - case with information asymmetry, i.e., lack of
an enforceable security contract, between the insurer and the insured and the case without.

8Femtocells or home base stations are a proposed solution to the problem of degraded indoor service from
the macrocell base station in future 4G data networks.
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With information asymmetry, an equilibrium rarely exists, i.e., there is a missing market.
Even when it exists, network security is always worse relative to the no-insurance equilibrium.
This suggests that the architecture must provide strong enforcement mechanisms that reduce
this asymmetry. With no asymmetric information, an equilibrium exists but network secu-
rity still worsens relative to the no-insurance equilibrium for a range of parameters. Thus,
the results suggest competitive cyber-insurers may fail to improve network security, which
implies that an enforceable mechanism is required to ensure that cyber-insurers maintain
high network security even in the face of competitive pressures.
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Chapter 2

Revenue Maximization - Femtocells

4G networks, especially those operating at high frequencies, are expected to face the
problem of poor connectivity inside the users' home. This is mainly due to the high attenu-
ation su�ered at these frequencies. To circumvent poor reception inside such built-up areas,
the industry has proposed tiny base stations for homes called femtocells [73, 46, 18, 74].1
These femtocells not only enable high-quality use of mobile devices in the user's home but
also allow the user to seamlessly move his calls and data sessions between the macrocell and
his femtocell.2

From the point of view of the network operator, femtocells appear advantageous since
femtocell usage reduces the load on the macrocell network and allows more users to be
served, which helps raise revenues. In addition, network operators may be able to price
discriminate and extract a higher value from femtocell users. However, an operator's use of
femtocells is not devoid of costs. In this chapter, we do not consider an increase in operational
costs (like the additional costs of managing an integrated macro-femto network, customer
support, etc.) due to the provision of femtocells. We only consider the opportunity costs
of the network operator due to the (in)e�cient use of spectrum in the hybrid macro-femto
network. Note that these opportunity costs would not exist if femtocells were to operate
in free spectrum, like those in the 2.4 and 5.8 GHz bands. However, due to the proli�c
number of devices (that the operator himself does not control) present in these frequencies,
no quality of service (QoS) guarantees can be given. To provide QoS, the operator must
utilize his own spectrum, adding opportunity costs to his femtocell operations.

Various spectrum deployment options have been proposed for the deployment of femto-
cells [44]. The authors in [44] suggest 3 possible spectrum schemes - the �separate carrier�
deployment where the spectrum is divided into two parts and a dedicated fraction is used for

1The previous incarnation, picocells, operated at higher powers and were costlier, making them unsuitable
for wide deployment in homes.

2We do not consider WiFi hotspots as examples of femtocells since seamless mobility when moving from
the macrocell to the WiFi access point has not yet been achieved.
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femtocells, the �shared carrier� deployment where the macrocell and the femtocells operate
on the same frequencies and the �partially-shared carrier� deployment where the femtocells
operate only on a fraction of the spectrum used by the macrocell. In this chapter, we will
consider two spectrum schemes only. The �rst scheme - which we term �split spectrum� -
will be similar to the separate carrier scheme. The second scheme - which we term �common
spectrum� - will model both the shared carrier and the partially-shared carrier cases.

Both femtocell schemes provide gains via increased macrocell capacity due to lower con-
gestion. However, the two schemes impose di�erent costs on the macrocell. With split
spectrum, macrocell capacity is not a�ected due to interference, but, dedicating spectrum
for femtocell usage directly reduces the capacity of the macrocell. With common spec-
trum, there is no loss due to dedicated capacity, but increased adoption of femtocells leads
to increased interference for macrocell users and decreases its capacity. Previous research
[21, 43, 74, 19, 65] has focused on how this interference a�ects macrocell capacity and ser-
vice quality and have suggested that common spectrum deployments are as feasible as split
spectrum ones.

Figure 2.1. High Level Model

The focus of this chapter is to study the impact of the complex interplay of interference
and service pricing on user adoption of femtocells. Fig. 2.1 depicts the high-level model
that we analyze in this chapter. Analysis of femtocell adoption is not straightforward. With
split spectrum, as femtocell adoption increases, the pure macrocell service becomes more
attractive to the users. Hence, user incentive to adopt femtocells decreases as femtocell
adoption rises. Due to the presence of this positive externality, adoption of femtocells may
be hindered. With common spectrum, this e�ect reappears, but is further complicated by the
addition of interference for the macrocell users. In this chapter, we analyze these e�ects from
the point of view of a monopolist network operator's revenues. Under his optimum choice of
prices, we will compare the revenues from the competing spectrum schemes. Though some
papers [22] have focused on the �nancial aspects of femtocells, they focus on the network
deployment costs only. To our best knowledge, no previous work focuses on determining the
network operator's optimal pricing choices and the resulting users' incentives for femtocell
adoption.

The rest of the chapter is organized as follows. Section 4.2 describes the model with
subsections 2.1.1 and 2.1.2 describing the network model and the interference model respec-
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tively. Section 2.2 describes how the network operator revenues are determined. We present
the numerical results in Section 2.3 and conclude in Section 4.5.

2.1 Model
Consider a monopolist wireless network operator who o�ers mobile services to a popu-

lation of users N . Assume that this operator has a �xed amount of spectrum to deploy.
Assuming that the operator wants to deploy femtocells, he has the following two options:
deploy femtocells under a split spectrum scheme or under a common spectrum scheme. In
both these cases, we will assume that the operator only provides two service options - a
mobile-only service m that allows the user to access the macrocell only and a mobile-plus-
femto service f that permits the additional usage of a home-based femtocell. Let pm and
pf be the prices charged for the services m and f respectively. Once the prices are charged,
users are free to choose their preferred service, if any. Let the operator's objective be to
maximize his revenue V given by:

V = pmXm + pfXf , (2.1)

where Xm and Xf are the number of users who adopt services m and f respectively. Also,
de�ne

X = Xm + Xf , x =
X

N
and α =

Xf

X
. (2.2)

Next, we model the user demand for services m and f . Let Tj be the instantaneous
data throughput received by a user from service j = m, f. We assume that a user derives an
instantaneous bene�t γf(Tj) from the service where γ represents the user's valuation for this
throughput and f(·) is a concave function with f ′ > 0 and f ′′ ≤ 0. Further, we assume that
the user population consists of users of type γ ∈ (0, γmax] and let the cumulative distribution
function (cdf) of the user types be Γ, satisfying the usual conditions Γ(γ ≤ 0) = 0 and
Γ(γ ≥ γmax) = 1.

The instantaneous throughput Tj varies with the user's position, the time of access,
and the congestion in the network (i.e. the access times of other users). We obtain the
user's expected bene�t γE

[
f(Tj)

]
from adoption of the service j by taking the expectation

over all possible user trajectories and network access times. Next, we make the simplifying
assumption that E

[
f(Tj)

]
is a function of x and α only and does not depend upon a speci�c

user. Let this dependence be given by the function gj(α, x) for j = m, f . Then, a type γ
user's utility from adopting service j = m, f will be

Uγ
j = γgj(α, x)− pj. (2.3)

For any given x and α, we assume

gf (α, x) > gm(α, x), (2.4)
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i.e., a user derives a higher bene�t from service f than service m. Hence, if pf ≤ pm, α = 1,
i.e., users choose to buy the service f only, if any. Note that α may be 1 even when pf is
higher than pm.

From (2.3) and (2.4), for j = m, f , if for some γ̃, U γ̃
j > 0, then, Uγ

j > 0 for all γ > γ̃. This
implies that there is a threshold user type beyond which all users (with a higher valuation
for the throughput) adopt some service. De�ne γm to be the critical user type beyond which
all users buy some service. Then, the fraction of users who adopt some service will be:

x =
[
1− Γ(γm)

]
. (2.5)

Next, suppose α < 1. From (2.3) and (2.4), if for some γ̃, U γ̃
f > U γ̃

m, then, Uγ
f > Uγ

m for all
γ > γ̃. This implies that all users with type greater than a certain critical user type adopt
service f over service m. De�ne γf to be the critical user type beyond which all customers
buy service f . Then, given x, the fraction of customers who adopt service f will be:

α =

[
1− Γ(γf )

]

x
. (2.6)

Fig. 2.2 depicts γm, γf , α and x.

Figure 2.2. Relationship between γm, γf , α and x

Theorem 2.1.1 For any given pm and pf , the values of x and α in equilibrium are deter-

mined from (2.5) and (2.6) with γm and γf given as below:

γm =





pf

gf (1,x)
, α = 1

pm

gm(α,x)
, α < 1, and,

(2.7)

γf =
pf − pm

gf (α, x)− gm(α, x)
, if α < 1. (2.8)

Proof See Appendix.

Corollary 2.1.2 If gf (α,x)

gm(α,x)
≥ gf (1,x)

gm(1,x)
∀α < 1, then, for any x, α = 1 ⇔ pf

pm
≤ gf (1,x)

gm(1,x)
.
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Proof See Appendix.

From Corollary 2.1.2, in equilibrium, if α = 1, the operator must charge pf =
gf (1,x)

gm(1,x)
pm to

maximize his revenue. Hence, even when α = 1 in equilibrium, pf > pm, i.e., service f will
be costlier than service m. Substituting the values of x and α from Theorem 2.1.1 in (2.1)
and optimizing w.r.t. pm and pf , we obtain the monopolist's optimal choice.

2.1.1 Model for g(·)
In this section, we present an approximation to the function g. First, we assume that the

user's bene�t f(T ) is proportional to the instantaneous throughput T that he receives [80]:

f(T ) = kT,

where k is the constant of proportionality. We discuss the implication of this assumption in
Section 4.5. Thus, the utility for the user type γ if he adopts service j = m, f becomes

Uγ
j = γkE[Tj]− pj,

which, from (2.3), gives us
gj(α, x) = kE[Tj], j = m, f. (2.9)

In the rest of the discussion, we will restrict our attention to the throughput obtained in the
downlink only. A similar analysis for the uplink may be performed.

Next, let users spend a fraction fi(fo = 1 − fi and fo < fi) of their time inside their
home. Then, we assume

E[Tf ] = fiE[Tb] + foE[Tm], (2.10)
where Tb is the throughput obtained by the user from his broadband connection via the
femtocell. We assume that E[Tb] is �xed and independent of the user's position in his home,
the interference from femtocells and macrocell users in the neighborhood (see Fig. 2.3 for
the only interference that is modeled) and the spectrum scheme being employed. E[Tb]
depends on the congestion in the wired network and is not the maximum supportable data
rate of the femtocell. It is conceivable that E[Tb] > E[Tm] for the near future and this gives
us our desired condition: gm(α, x) < gf (α, x). Note that (2.10) underestimates E[Tf ]. Since
femtocell adopters use macrocell services only when they are outside, they may receive better
expected throughput E[Tm] than pure macrocell users. Yet, this impact will be low since
fi > fo and E[Tb] > E[Tm].

Tm depends upon the position-varying and time-varying channel conditions, interference
from the femtocells and the congestion in the network. Analyzing data rate variations due
to channel conditions is beyond the scope of this chapter. Hence, to simplify, we de�ne a
macrocell data rate R(αx), that captures all channel variations and depends only upon the
fraction of population that has adopted femtocells. R(αx) can be conceived as an average
throughput received from the macrocell if exactly one user were to move around the macro-
cell, both outside and inside his home, in the presence of αx fraction of femtocells. Note that
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Figure 2.3. Interference

R(αx) depends on the spectrum scheme being employed (see Section 2.1.2). With R(αx)
thus de�ned, the throughput Tm depends upon the congestion in the network only.

To determine E[Tm], we model the congestion in the macrocell network as follows. First,
we assume that user population is distributed identically across all cells. Then, if Xcell are
the adopters and Ncell are the number of users in any macrocell, we let x = Xcell

Ncell
= X

N
. Next,

let users generate i.i.d. requests for downloads following a Poisson process of rate λo when
they are outside their homes and rate λi when they are inside. De�ne the activity ratio β as

β =
λo

λi

. (2.11)

Next, assume that the �le lengths are exponentially distributed. Then, if this download is
served at rate R(αx), it would take random exponential amount of time of mean 1/µ, where

µ =
R(αx)

Mean File Length . (2.12)

When l (≥ 0) downloads are simultaneously active, and each download shares the macrocell
data rate equally, each download will be served in random time given by an exponential
distribution with mean l

µ
. With this, we can now generate a Markov chain of the number of

active downloads in the system. In this Markov chain, at any state l, let λt be the rate at
which new downloads are added and µt be the rate at which downloads are removed from
the system. The Markov chain thus generated is identical to a processor-sharing queue and
is depicted in Fig. 2.4. Next, we determine λt and µt.

Fig. 2.5 depicts how λt is modeled. Suppose foXcell users are outside their homes, and
they generate download requests for the macrocell at rate λo irrespective of whether they
have adopted service m or f . Of the remaining fiXcell users who are inside their homes, a
fraction α have adopted the femtocell and do not generate any requests for the macrocell
while the rest generate requests at a rate λi. Note that this does not capture correlated
behavior (like peak hour) but only an average sense of the tra�c load. Then, we have,

λt = [fi(1− α) + βfo]xλiNcell. (2.13)

When there are l downloads in parallel for the Markov chain, each taking i.i.d. exponential
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Figure 2.4. Markov Chain

amount of time with mean l
µ
, the rate at which the system exits from state l is given by

µt =
µ

l
× l = µ =

R(αx)

Mean File Length . (2.14)

Figure 2.5. Macrocell Download Arrival Rate

Assume λt < µt. Then, in the stationary state, the probability that the system is in state
l is given by

P (l) =
1

1− λt/µt

(
λt

µt

)l

=
1

1− ρt

(ρt)
l,

where ρt = λt/µt. When the system is in state l, individual requests obtain a data rate of
R(αx)

l
from the system. Thus, letting E[Tm] be the expected rate at which the system serves
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individual requests, when requests are present, we have

E[Tm] =

∑∞
l=1

R(αx)
l

P (l)∑∞
l=1 P (l)

.

Note that
∑∞

l=1 P (l) 6= 1; it represents the fraction of time that the macrocell is busy serving
a download. On simpli�cation, we have

E[Tm]

R(αx)
= τ(α, x) =

(
1− ρt

)− log
(
1− ρt

)

ρt

. (2.15)

From (2.14), since µt depends on R(αx), we note that τ also depends upon the spectrum
scheme being used. Henceforth, we use the subscripts s and c to denote the quantities speci�c
to the split and common spectrum schemes respectively.

2.1.2 Model for R(αx)

Assume that the operator has a total spectrum availability of 1.2W . We will assume
that the macrocell data rate is proportional to the employed spectrum. Accordingly, if the
operator employs this complete spectrum for the macrocell, let him obtain the macrocell
data rate 1.2R0. Let the corresponding service rate as de�ned in (2.14) be 1.2µ0.

Split Spectrum

In this scheme, assume that the operator chooses to split his spectrum as follows - W
for the macrocell and 0.2W for the femtocells.3 In this case, we assume there will be no
interference due to the femtocells and the macrocell data rate will be R0 (correspondingly
µ0):

Rs(αx) = R0. (2.16)

Common Spectrum

In this scheme, the operator chooses to operate both the macrocell and the femtocell in the
same 1.2W MHz spectrum. In this case, when no femtocells are adopted, the macrocell data
rate will be 1.2R0 (correspondingly 1.2µ0). As femtocell adoption rises, interference from
the femtocell downlink reduces throughput for macrocell users by a�ecting the downlink
macrocell rate (see Fig. 2.3). Next, assuming that all femtocell users contribute equally to
degradation of the macrocell data rate, we let the macrocell data rate decrease linearly in
the number of users who adopt the femtocell.

Rc(αx) = max{1.2R0(1− dαx), 0}, (2.17)
3This closely models the solution proposed by Clearwire/Sprint where 5 MHz will be reserved for femto-

cells and 30 MHz for the macrocell.
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where d > 0 is the coe�cient of degradation and x = Xcell

Ncell
= X

N
. For any network, d may

be estimated as follows. If R(α) 6= 0 for α < 1, i.e., if the macrocell rate does not go to 0
before every user adopts the femtocell, then d = 1 − R(1)

R(0)
≤ 1. Else, d = 1

αmin
> 1 where

αmin = arg min
R(α)=0

α.

Model for Γ

Γ gives us the distribution for the user valuations. For γ ≤ 0, Γ(γ) = 0 and for γ > γmax,
Γ(γ) = 1. In this chapter, we will assume only a uniform distribution of users.

Γ(γ) =
γ

γmax

, γ ∈ (0, γmax]. (2.18)

2.2 Operator Revenues
To simplify expression, we de�ne the broadband rate factor b and the macrocell capacity

c0 as
b =

E[Tb]

R0

, c0 =
µ0

λiNcell

, (2.19)

and normalize the values of pm, pf , gm, gf w.r.t. kR0. From (2.1) and (2.7), revenue has the
same units as γg(·)X ∼ γkR0xN . Henceforth, we normalize the revenues w.r.t. kR0N .

2.2.1 Femtocell: Split Spectrum

From (2.9), (2.15) and (2.16), we have (normalizing gs
m and gs

f )
gs

m = τ s, gs
f = (fib + foτ

s), (2.20)
τ s = (1− ρs

t)
− log (1−ρs

t )

ρs
t

where ρs
t = [fi(1−α)+βfo]x

c0
.

Solving (2.5), (2.6), (2.7) and (2.8) using (2.18) and (2.20), we can obtain the values of x
and α for any given pm and pf . Substituting these values in (2.1) and optimizing w.r.t. pm

and pf , we get the monopolist's optimal choice.

2.2.2 Femtocell: Common Spectrum

From (2.9), (2.15) and (2.17), we have (normalizing gc
m and gc

f )

gc
m = 1.2τ c[1− dαx]+, gc

f = (fib + fog
c
m), (2.21)

τ c = (1− ρc
t)
− log (1−ρc

t )

ρc
t

where ρc
t = [fi(1−α)+βfo]x

1.2(1−dαx)c0
.
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Solving (2.5), (2.6), (2.7) and (2.8) using (2.18) and (2.21), we can obtain the values of x
and α for any given pm and pf . Substituting these values in (2.1) and optimizing w.r.t. pm

and pf , we get the monopolist's optimal choice.

2.2.3 Base case: No Femtocell

In this case, the entire spectrum is used for the macrocell and no femtocells are deployed.
Hence, this is similar to the common spectrum femtocell deployment with α = 0. From
(2.5), (2.7) and (2.21), γm is a solution of

γ =
pm

gc
m(0, 1− Γ(γ))

=
pm

1.2kR0τ c
. (2.22)

Normalized operator revenue is pmX
kR0N

= 1.2γmτ c
[
1− Γ(γm)

]
.

2.3 Results
We carried out the numerical analysis4 in MATLABr. For each scenario, we varied

pm, the price of service m, and pf , the price of service f . For each such pair (pm, pf ), we
determined the values of x and α in equilibrium using the �xed point approach. Table 2.1
lists the parameter values5 used for the numerical analysis. Unless otherwise speci�ed (or
varied), the parameter values used in the numerical analysis are the ones listed in Table 2.1.

Table 2.1. Table of default parameter values
Parameter Description Value
fo = 1− fi Fraction outside 0.3

β Activity Ratio
(

λo

λi

)
1

b Broadband factor
( Tf

R0

)
2

c0 Macrocell capacity
(

µ0

λiNcell

)
0.5

d Degradation coe�cient 0.5
γmax Maximum User Type 1

Figures 2.6(a), 2.6(b) and 2.6(c) depict the optimal values of the normalized revenues, x
and α varying with the network capacity c0 (de�ned in (2.19)). For each value of c0, pm and
pf have been chosen optimally. From Fig. 2.6(a), all femtocell schemes yield much higher
revenues than with no femtocells. Further, this revenue gain is relatively more pronounced
when the macrocell capacity is low. However, at these low levels of capacity, even the common

4Code is available upon request from nikhils[AT]eecs.berkeley.edu.
5Refer [73] for the choices of fo and β.
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Figure 2.6. Revenues, x and α vs c0

spectrum scheme with d = 1 earns revenues comparable to the split spectrum deployment.
As the degradation coe�cient (d) increases, revenues from common spectrum deployments
strictly decrease as expected. However, the common spectrum scheme with d = 0.1 earns
higher revenues than the split spectrum scheme for all c0, which con�rms that a common
spectrum scheme with low enough d may be superior to the split spectrum scheme. In
fact, even with d = 0.5, the revenues from a common spectrum scheme are only marginally
lower for all c0. From Fig. 2.6(b), all femtocell schemes serve a larger number of users in
equilibrium with the split spectrum scheme performing the best. Finally, from Fig. 2.6(c),
at low macrocell capacity, almost full adoption is optimal for all femtocell deployments. At
high macrocell capacity, optimal α < 1 for common spectrum schemes with high degradation.
Here, macrocell degradation impacts the number of users served. To keep the number of
users (and the resulting revenues) high enough, α is reduced via a higher pf .
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2.4 Conclusion
In this chapter, we provide an economic framework for the analysis of adoption of fem-

tocells. We compared the economic viability of two spectrum schemes - split spectrum
and common spectrum - for deployment of femtocells in a 4G network. We assumed that
a single monopolist network operator sets prices for both the mobile-only service and the
femto+mobile service. Users were assumed to possess linear utility for data throughput and
have di�erent valuations for data throughput. Our results suggest that the optimal pricing
scheme always charges a higher price for the femtocell service. Further, at the optimal prices,
almost full adoption of femtocells is achieved in most cases. As expected, if the degradation
coe�cient is su�ciently low, the revenues from the common spectrum scheme are always
higher than with the split spectrum scheme. However, interestingly, when the macrocell ca-
pacity is low, though all femtocell deployments bring in higher revenues, the revenues from
common spectrum schemes are comparable to the split spectrum even when they heavily
degrade the macrocell capacity.

Though we assumed that the user bene�t is linear in throughput, in reality, we expect
it to be concave. The linearity impacts our results in two ways, yet we will argue that it
does not markedly change our results. One, high femtocell throughput does not result in
proportionally higher revenues from femtocells. Including this e�ect will reduce the viability
of all spectrum schemes equally, without a�ecting the relative performance. Two, users
lose utility if the throughput varies considerably during usage. Though it appears that
the common spectrum scheme su�ers more from this e�ect than the split spectrum scheme
due to the random interference from femtocells, this may not necessarily be true. Since
the macrocell in the split spectrum scheme has lower capacity (due to the lower spectrum
availability), the higher congestion may cause large throughput variations and wipe out any
gains in the user utility.

We do not consider the additional operational cost of deploying femtocells and the prob-
able femtocell revenue share with wireline providers. These factors will further reduce the
viability of both schemes, but, the relative performance of the two schemes may not be af-
fected. Though the linear interference model may be simplistic, it provides a framework for
estimating the real-life parameters for such an environment.

We carry out the analysis from the point of view of service provider revenues only and
do not consider the total utility accrued to users as a result of the scheme adopted. It is
conceivable that the scheme that provides maximal revenues does not maximize the total
utility for the users. The restriction to a monopolist is also a drawback of the analysis. As
part of future work, the authors wish to investigate the performance of the two schemes in
the presence of operator competition.
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Appendix

Proof of Theorem 2.1.1

The user with type γm will be indi�erent between buying some service and not buying,
i.e., Uγm

m = 0 or Uγm

f = 0 depending upon the value of α.
If α = 1, the critical user type γm prefers to buy service f over service m, and he is

indi�erent between buying service f and not buying anything:

γmgf (1, x)− pf = 0, and γmgm(1, x)− pm ≤ 0,

which gives us the desired result: γm =
pf

gf (1,x)
≤ pm

gm(1,x)
.

If α < 1, the critical user type γm is indi�erent between buying service m and not buying
anything and his utility from buying service f is strictly lower:

γmgm(α, x)− pm = 0, and γmgf (α, x)− pf < 0,

which gives us the desired result: γm = pm

gm(α,x)
<

pf

gf (α,x)
. Note that if γm > γmax, then x = 0.

For any given x, if α < 1, the critical user type γf is indi�erent between service m and
service f , i.e., U

γf
m = U

γf

f :

γfgm(α, x)− pm = γfgf (α, x)− pf

which gives us the desired result: γf =
pf−pm

gf (α,x)−gm(α,x)
. Note that if γf > γmax, then α = 0.

Proof of Corollary 2.1.2

If α = 1, for any x, γm =
pf

gf (1,x)
≤ pm

gm(1,x)
. Then, it must hold in equilibrium that

pf

pm
≤ gf (1,x)

gm(1,x)
. If α < 1, for any x, γm = pm

gm(α,x)
<

pf

gf (α,x)
. Then, it must hold in equilibrium

that pf

pm
>

gf (α,x)

gm(α,x)
. If pf

pm
≯ gf (α,x)

gm(α,x)
, α ≮ 1, which gives us α = 1 and the desired result.
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Monotonicity of g(·)
Let ρ = λt

µt
. From λt < µt, we have 0 ≤ ρ ≤ 1. Then,

∂τ(α, x)

∂ρ
=

∂

∂ρ
((1− ρ)

− log(1− ρ)

ρ
)

∴ ∂τ(α, x)

∂ρ
=

1− ρ

ρ

1

1− ρ
+
−1

ρ2
(− log(1− ρ))

=
1

ρ
+

log(1− ρ)

ρ2

=
ρ + log(1− ρ)

ρ2

The numerator ρ + log(1 − ρ) is 0 at ρ = 0. For ρ > 0, the slope of the numerator is
1− 1

1−ρ
= −ρ

1−ρ
< 0 which means it is a decreasing function. Hence, the numerator is always

negative. Since the denominator is always positive,

∂τ(α, x)

∂ρ
< 0. (2.23)

From (2.13) and (2.14), we know that ρ = [fi(1−α)+βfo]λiNcell

µ
x, which gives us ∂ρ

∂x
> 0 and

∂ρ
∂α

< 0. Hence, from (2.23),

∂τ(α, x)

∂X
=

1

N

∂τ(α, x)

∂x
< 0 and ∂τ(α, x)

∂α
> 0. (2.24)
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Chapter 3

Welfare Maximization - Quality of

Service

In today's Internet, despite the technological possibility of providing network-wide dif-
ferentiated services (QoS),1 no such services are actually o�ered by the ISPs [26]. Although
ISPs o�er multiple contracts (rate tiers), these rate tiers are hardly service classes - they only
specify the peak data rate on the access link and the maximum volume of data (aggregate
per user). Indeed, no contract is backed by congestion guarantees throughout the network.
Thus, although some contracts may improve performance if the access link was the network
bottleneck, the user's data may still be congested at other points in the network. In this
chapter, we do not explicitly consider these service tiers, though our analysis will re�ect
their presence. Recently, some ISPs have begun to o�er services that prioritize the user's
packets throughout their individual networks [1]. But such prioritization is limited by the
amount of time (via restricting the volume of data) during which a �le's download is sped
up. We believe that these modest attempts to improve QoS are inadequate and re�ect the
ISPs' concerns about the imposition of network neutrality regulations.

In the broadest sense, network neutrality is about �the rules of the game� (standards, laws
and regulations) between all networked parties. The network neutrality debate includes a
wide array of issues about ISPs' rights and responsibilities with respect to network pricing and
management, and interactions with content providers. We make no attempt at summarizing
the issues. For extensive coverage, see [87].2 The question whether current ISP practices
should continue and be mandated by law, or ISPs ought to be allowed to charge users for
QoS is part of this larger debate on network neutrality. This chapter addresses only this
aspect of the network neutrality debate.

1For brevity, the term quality of service (QoS) refers to such services.
2Also see [96] for a discussion of relevant pros and cons.
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In general, lack of QoS could be driven by numerous demand and supply considerations.
Indeed, from the demand side, the ISPs could choose no QoS provision due to high uncer-
tainty about demand for bandwidth,3 and meager end-user demand for premium QoS, which
does not justify the necessary up-front expenses.4 In this chapter, we do not address these
demand-side reasons.

From the supply side, four reasons are worth mentioning. First, the lack of QoS could be
driven by di�culties of QoS pricing due to ISP competition [38, 93, 41]. Second, QoS provi-
sion could be an inferior investment relative to plain capacity expansion.5 Third, contractual
di�culties between the ISPs also undermine ISP incentives for QoS, that is if QoS were de-
pendent on a single ISP, it would be pro�table to o�er,6 but the end-to-end QoS guarantees
could become impractical due to contractual and informational imperfections. Lastly, fourth,
the threat of network neutrality regulations hampers ISPs' incentives for QoS. Indeed, at
present, the ISPs are �at their best behavior,� i.e., they su�er from self-imposed constraints,
and these constraints may preclude the ISPs from investing into developing QoS [30, 105, 90].

In practice, ISPs are increasingly `managing' network congestion via di�erentiated treat-
ment of tra�c from heavy network users. ISP investment into network equipment that
enables them to implement such policy decisions indicate that they view plain capacity ex-
pansion as an inferior option. Contractual di�culties could be an important cause for the
lack of end-to-end quality of service. But, increasingly, a large fraction of network tra�c is
being served via Content Distribution Network (CDN) servers and data centers located at
the edge of the network [59]. Hence, only a small fraction of tra�c traverses ISP boundaries.
This implies that ISPs can substantially improve service quality by o�ering di�erentiated ser-
vices within their own domains. End-to-end di�erentiation is an open problem and will not
be tackled in this chapter. To sum up, this chapter addresses supply-side reasons, focusing
on the �rst and fourth reasons only.

We build on the classical industrial organization literature pioneered by [64, 56], where
both capacities and prices are chosen strategically. [56] demonstrated that when the �rms
�rst compete in capacities, and thereafter engage in price competition (Bertrand), the
Cournot-like outcome is an equilibrium. Several recent papers [52, 3, 2, 79] apply these
ideas to large-scale communications networks, and most address QoS issues (congestion)
only from a routing perspective. None of these papers considers two service classes.

Our pricing model is based on the network architecture similar to the Paris Metro pro-
posal (PMP) [70]. Other closely related papers modeling PMP are [33, 27]. Both [33, 27]
focus on ISP competition, with network access provided by duopolists, but include no anal-
ysis of the e�ects of ISP choices on user welfare. We assume that capacity is costly, and
provide complete analysis of ISP capacity choices and its division between service classes.
We calculate end-user welfare for any number of competing ISPs, and compare equilibria for

3This uncertainty is so profound that demand estimation posits di�culties [37, 98, 6].
4From analysis in [25], with high upfront costs, only primitive QoS mechanisms are viable, which may be

insu�cient to achieve a meaningful quality increase.
5For example, [71] asserts that improving QoS by investing in capacity is more pro�table than investing

in provision of multiple service classes.
6We demonstrate in [84], that QoS provision is indeed pro�table for a monopolist.
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a single- and two-service classes networks. Our results indicate that ISP competition per
se does not preclude QoS provision. We �nd that even with perfect competition between
ISPs, two service classes remain optimal. Thus, in contrast with [33], we do not view ISP
competition alone as a valid explanation for the lack of QoS in the Internet.

Instead of appealing to ISP competition to explain the current lack of QoS, we suggest
that the lack of QoS could be driven by political economic considerations. Indeed, in our
setting, when the number of competing ISPs is small, a high fraction of ISP capacity is
allocated to premium service. In this case, the fraction of existing (who used to buy access
in a single service class regime) users forced to buy premium access is also high, because
the quality of basic service does not satisfy their needs. For these users, the welfare is lower
than it was with a single service class, and this adverse distributional e�ect could bring the
discontent of such users. The ISPs may fear that this will justify the imposition of neutrality.
Thus, at low levels of ISP competition, the threat of network neutrality regulations could be
used to explain the current lack of QoS on the Internet. This e�ect becomes less signi�cant
with increased ISP competition, and disappears when the number of competing ISPs is high.
Even with highly competitive ISPs, our analysis indicates a superiority of two service classes
for both ISPs and end-users. Still, even in this case, driven by the ISP fear of neutrality
regulation, ISPs may constrain themselves from o�ering two service classes.

In our related work [85], we explore an inexpensive regulatory tool that alleviates in-
vestment disincentives of ISPs by securing their property rights over a pre-speci�ed fraction
of their capacity. This tool achieves two goals. It reduces negative distributional e�ects
of adopting multiple service classes; also, it eliminates the threat of imposition of network
neutrality for a pre-speci�ed fraction of the ISPs' capacity and restores the ISPs' incentives
for QoS deployment.

The chapter is organized as follows. In Section 3.1, we outline our model. In Sec-
tions 3.2.1 and 3.2.2, we analyze the networks where each ISP provides a single-service class
and two-service classes respectively. In Section 3.3, we present our results and in Sections 3.4
and 3.5, we discuss our �ndings and conclude. The technical details are relegated to the Ap-
pendix.

3.1 Model

3.1.1 The environment

To start, let us consider a single service class network. We assume that M identical
competing ISPs (where M is �xed) o�er connectivity to a user base of �xed size. Let N
(which we assume to be large) be the total number of end-users. Here, and below, we use
the superscript m = 1, ..., M to denote the variables of the m-th ISP. First, each ISP chooses
his capacity Cm ≥ 0 that he builds at a constant unit cost τ > 0. Investment in capacity is
irreversible. Second, once the capacity is sunk, each ISP makes his pricing decision pm, after
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which the end-user price for network connection p (access price p for short) is determined
by

p = min
m=1,..M

pm. (3.1)

From (3.1), when one of the ISPs announces a price lower than the other ISPs, due to ISP
competition, all others must lower their prices as well. Indeed, the frequently occurring
provision �If you �nd an o�er with a lower price, we will be happy to match it� amounts
exactly to (3.1).

Each user decides whether to purchase the service, and from which ISP. The m-th ISP's
objective is to maximize pro�t Πm

total which equals his revenue net of his capacity expense:

Πm
total = max

Cm,pm
{pZm − τCm} ,

where Zm is the number of users who adopt the service from the m-th ISP. Also, let Z =∑
m Zm be the aggregate number of end users who purchase the service.
Next, let us consider two service classes l and h. Let the m-th ISP allocate capacities

Cm
i , and quote prices pm

i with pm
h > pm

l for service i = l, h. Also, let Ci =
∑

m Cm
i be the

aggregate capacity for service i. Similar to (3.1), the access prices pi are determined by

pi = min
m=1,..M

pm
i , i = l, h. (3.2)

We call h premium service (the service with a higher access price), and we call l basic service
(the service with a lower access price). Then, the m-th ISP's objective becomes:

Πm
total = max

Cm
i ,pm

i

{∑
i

piZ
m
i − τCm

}
,

where Cm =
∑

i=l,h Cm
i and Zm

i is the number of users who adopt service i from the m-th ISP.
Let Zi =

∑
m=1,..M Zm

i be the aggregate number of end-users adopting service i = l, h and
Ci =

∑
m Cm

i be the aggregate capacity. The access price pi of each service i is determined
by (3.2).

We de�ne the quality of service q observed by users as q = 1 − Z/C, if Z users are
multiplexed in capacity C. This de�nition of quality re�ects the common perception about
service quality [33]. As Z decreases and capacity remains the same, the quality of service
improves, i.e., as the capacity per user increases, so does the quality. Finally, we assume that
each user contributes equally to the loss of quality, i.e. each user generates an identical unit
amount of tra�c. Let z = Z/N denote the fraction of the users who purchase the service
and c = C/N denote the capacity per user in the base. Then, using these normalized values,
q = 1− z/c. Similarly, for i = l, h, let zm

i = Zm
i /N , cm

i = Cm
i /N and qi = 1− zi/ci.

Let each user in the user base be characterized by his type θ, which we assume to be a
random variable with support [0, 1]. For a user with type θ, the lowest acceptable service
quality is q = θ; and his highest a�ordable access price is p = θ. Thus, a user buys a service
only if this service is acceptable and a�ordable, i.e., p < θ ≤ q [99]. Here, we assume that
the user willingness-to-pay and the quality requirement coincide, i.e., a user with a high
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quality requirement also has a high willingness-to-pay. One can imagine cases violating this
assumption. For example, a user with low willingness-to-pay could have high requirement
for quality. Still, we expect that, in most cases, price and quality requirements are highly
correlated, and our model is well-suited for such a scenario. For the user with type θ, the
surplus Uθ is given by

Uθ = (θ − p)I(q − θ), where I(y) =

{
1 if y ≥ 0

0 if y < 0
. (3.3)

The parameter θ can also be interpreted as the network quality required for the most quality-
intensive application that this user utilizes. Indeed, when a user adopts a service for e-mail
only, he gains no extra bene�t if his network quality permits someone else to use streaming
video, which makes (3.3) a good �t. Our user preferences are primitive, but similar to
routinely used preferences in such contexts [2, 102]. In these papers, user utility depends
explicitly on q, which they term �congestion cost,� but all users are homogeneous. Our users
di�er in type, but the preferences depend on q as a step function only.

In general, for a distribution p(θ) of user types θ ∈ [0, 1], the aggregate user surplus can be
expressed as Utotal =

∫ 1

0
Uθp(θ)Ndθ. With an assumption of user types uniformly distributed

in [0, 1], we have Utotal =
∫ 1

0
UθNdθ. Although the uniformity assumption is restrictive, it

is common [42]. We impose this assumption for analytical tractability. In contrast to this
assumption, [4, 88] impose fewer restrictions on the distribution of user types but provide
their analyses for a monopolistic ISP only. Let U = Utotal

N
be the surplus per user in the base.

Then,
U =

∫ 1

0

Uθdθ. (3.4)

Similarly, let Πm =
Πm

total

N
. With a single service class, the m-th ISP objective is:

Πm = max
cm,pm

{pzm − τcm} ,

and with two service classes, his objective becomes:

Πm = max
cm,xm,pm

i=l,h

{∑

i=l,h

piz
m
i − τcm

}
. (3.5)

Per user in the base, the social surplus S is the sum of user surplus and provider pro�t:
S = U + Π, where Π =

∑M
m= Πm.

We assume that, for each service, the number of end-users who purchase a service from
the m-th ISP is proportional to his share of capacity dedicated to provision of that service.7
Then, for a single service class we have:

zm = smz, where sm =
cm

c
(3.6)

7This assumption may be relaxed and was imposed for expositional reasons.
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and for two- service classes we have:

zm
l = sm

l zl and zm
h = sm

h zh, where sm
l =

cm
l

cl

, sm
h =

cm
h

ch

. (3.7)

We justify (3.6) and (3.7) by the following provision routinely present in the end-user con-
tracts: �you can cancel your contract any time during the �rst 30 days�. Indeed, if one of
the ISPs serves a higher share of end-users than his respective share of total capacity, his
users would experience a lower quality. Then, the marginal user (for whom this quality dif-
ference matters) will use this provision to switch to another provider with disproportionately
(relative to his installed capacity) lower number of end-users. In other words, the provision
permits to recreate the situation in which the ISPs' investments are observable by end-users.

3.1.2 Network Regulations

Let xm denote the fraction of the m-th ISP capacity allocated to the premium service.
Then we have:

cm
l = (1− xm)cm and cm

h = xmcm. (3.8)
From (3.8), one can easily switch between the use of (cm

l , cm
h ) and (cm, xm) as choice variables.

In fact, we will freely switch between these two notations.
We will say that the network is regulated when the regulator restricts capacity division

between the service classes. The regulator's choice variable is x̄ = (x̄1, . . . x̄m . . . , x̄M), i.e.,
the regulator only a�ects the m-th ISP by constraining him from dedicating more than a
fraction x̄m of his capacity to service h. We assume that the regulatory constraint is identical
for all ISPs x̄m = x̄. Then, with regulations, the m-th ISP's objective becomes

Πm = max
cm,pm

l ,pm
h

{
plzl

cm
l

cl

+ phzh
cm
h

ch

− τcm

}
and cm

h ≤ x̄cm.

The case of a single service class is identical to the imposition of x̄ = 0. We do not consider
explicit regulations in the case of single service class, but we believe that the lack of QoS
provision by ISPs in the current Internet re�ects the tacit presence of such a regulatory
threat. The ongoing network neutrality debate con�rms that this threat is indeed real.
We argue that this regulatory threat makes the ISPs to act as if x̄ = 0 is imposed. This
regulatory threat could explain why QoS is not provided currently (see Introduction). Thus,
we use the surplus of the single service class users as a proxy for the surplus of the current
Internet users.

We consider three regulatory scenarios. Regulator 1 (a social planner) maximizes social
surplus (sum of aggregate user surplus and ISP pro�t), regulator 2 maximizes user surplus
and regulator 3 maximizes the surplus of the users who are served under a single service
class. For the regulators 1 - 3, the respective objectives S1, S2 and S3 are:

S1 = max
x
{U + Π} ; S2 = max

x
U ; S3 = max

x
U |θ∈Θ, (3.9)

where U is de�ned in (3.4), and Θ denotes the set of end-users served in the network with a
single-service class only. Let x̄1, x̄2, x̄3 be the values chosen by the regulators 1-3 respectively.
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3.1.3 The Order of Moves

In the unregulated two-service class case, we assume the following order of moves. First,
the ISPs simultaneously and independently invest in irreversible capacity c = (c1, ..., cM),
and observe c. Second, the ISPs simultaneously and independently choose x = (x1, . . . , xM),
i.e., the capacity division between the services. Let ci = (c1

i , ..., c
M
i ) denote the vector of ISP

capacities dedicated to the provision of service i = l, h with cm
h = xmcm. Next, the ISPs play

a subgame G(c,x), in which they make pricing decisions pm
i and the access price pi of each

service i is determined by (3.2).
With the regulator present, we assume that he makes the �rst move and announces

x̄. After the ISPs observe x̄, they simultaneously and independently invest in irreversible
capacity c. Next, upon observing the capacities the ISPs play the game G(c,x). In contrast
with the unregulated case, where c is chosen before x, with a regulator, x̄ is chosen before
capacities are sunk. Notice, that single-class service equilibrium can be obtained as the case
in which all ISPs must choose xm = 0, and this restriction is imposed before the ISPs invest
in capacities.

Another possibility is that the regulator announces x̄ after the ISPs' capacity is installed.
Then, in the short-run, since ISP capacity investments are irreversible, the regulator could
impose an x̄ that is extremely favorable to users. However, in the long-run, as tra�c require-
ments increase for all users, ISPs will aver from capacity upgrades and the new equilibrium
will correspond to the order of moves we have described here. In the rest of the text, we
analyze only a regulator concerned about the long-term impact of his choices. We refer an
interested reader to our working paper [86] for a complete analysis and comparison of both
the long-run and the short-run cases.

With two service classes, in both cases, with and without regulator, we assume that
the ISPs choose their prices after they observe capacities c. We justify this assumption by
the scale of the required initial investments. Capacities of the ISPs tend to be longer-term
investments in infrastructure, and thus are harder to adjust.

In the unregulated case, the ISPs' capacity divisions between service classes x is assumed
�xed and observable prior to prices being chosen by the ISPs. We justify this assumption
by letting prices adjust quickly to changes in x. Indeed, consider the situation where the
m-th ISP alters his xm after the prices are chosen. In reality, such an alteration would be
immediately followed by price adjustments and ISPs would choose the new prices optimally,
given the new x. Hence, we can also view this subgame as a game being replayed by the ISPs
until a stable capacity division vector x and the corresponding optimal prices are reached.
Modeling this as the result of a game where x is chosen before prices is hence justi�ed.

3.1.4 Subgame G(c,x)

Consider the subgame G(c,x), which occurs after ISPs' capacities have been sunk and
their divisions are chosen. In G(c,x), each ISP maximizes his gross revenue.
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We analyze G(c,x) when the ISPs provide a single- (x = 0) or two service classes:

(a) Single service class: The ISPs simultaneously choose pm, and the access price is deter-
mined by (3.1).

(b) Two service classes: The ISPs simultaneously choose (pm
l , pm

h ), and the access prices
are determined by (3.2).

In G(c,x), the m-th ISP objective Rm = Rm
total/N is:

Rm = max
ph,pl

(
∑

i=l,h

sm
i piz

m
i ) =

cm
l

cl

plzl +
cm
h

ch

phzh. (3.10)

Short-run Game

In addition, we will consider a modi�ed game to address the short-run e�ects of transition.
We will de�ne this short-run game as a game where ISP capacities are �xed at the equilibrium
level of the single service class (c†). With this capacity �xed, the ISPs engage in provision
of two service classes with or without regulation imposed. Accordingly, the regulator also
assumes a �xed c† in his optimization.

3.2 Analysis
Although a single service class can also be viewed as a regulatory restriction x̄ = 0, to

ease the exposition we consider the case of single service class separately.

3.2.1 Single Service Class

Assume that all ISPs provide a single service class only. This means that the entire
capacity c is o�ered at the access price p, determined by (3.1).

Theorem 3.2.1 With a single service class, there exists a unique Pareto e�cient equilibrium

in the game between M ISPs. This equilibrium is symmetric; aggregate capacity, number of

adopting users, and service quality are increasing in M.

Proof See Appendix for details.
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Let us summarize the intuition behind the proof of Theorem 3.2.1. Let M = 1. From
(3.3), a user with type θ will adopt the access (service) if and only if p < θ ≤ q, where
q = 1− z/c, with z being the fraction of users who adopt the service. Clearly, the service is
a�ordable to all users with type θ > p. As more users adopt the service, z increases and q
decreases until it becomes equal to the user type at some critical value of θ. Let users with
types θ ∈ (θ

	
, θ̄] adopt the service. Then, we obtain (see Appendix)

θ
	

= p and θ̄ =
p + c

1 + c
, and z =

c

1 + c
(1− p), (3.11)

and the monopolist maximizes his revenue given by

R = pz =
c

1 + c
p(1− p). (3.12)

The revenue maximizing price is p = 1/2.
Next, let M > 1, and the m-th ISP's capacity be �xed at cm. Once this capacity is sunk,

the ISP's objective is to maximize his revenue Rm(c, p):

Rm(c, p) = pzm, where zm = smz. (3.13)

Since sm are �xed once capacities c are sunk, revenue maximization becomes identical for
all ISPs: maxpm pz. Therefore, it is optimal for each ISP to choose the price coinciding with
the monopolist's access price p = 1/2, as this maximizes the total revenue. Indeed, if an ISP
deviates and quotes a lower price, his revenue decreases because his share of revenue remains
the same, but the aggregate revenue becomes lower.

Note that any price p < 1/2 is an equilibrium in this subgame. However, in all these
equilibria, the revenue earned by the ISPs is lower than the monopolist's access price 1/2.
Hence, these equilibria are not Pareto-optimal. Thus, for any M , and �xed c, the Pareto
e�cient equilibrium price is identical to the one in the game with M = 1.

Hence, for any c, the aggregate revenue is maximized at p† = 1/2, and equals R(c, 1/2) =
c

4(1+c)
, which permits us to simplify the m-th ISP objective to

Πm = max
cm

cm

4(1 + c)
− τcm.

This objective resembles the players' objectives under Cournot competition, similar to [56].
Henceforth, we will use the superscript † to designate the ISPs' optimal choices in the single
service class case. In Appendix, we derive the aggregate equilibrium capacities for any M :

c†(τ, M) =
(M − 1) +

√
(M − 1)2 + 16τM

8τM
− 1, (3.14)

for τ ∈ (0, 0.25), and c†(τ,M) = 0, for τ ≥ 0.25. Also,

p† = 1/2; θ
	
† =

1

2
and θ̄† =

1
2

+ c†

1 + c†
. (3.15)
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From (3.14), for a monopolist and for perfect competition:

c†(τ, 1) =
1

2
√

τ
− 1 and c†(τ,∞) =

1

4τ
− 1. (3.16)

From (3.14) and (3.15), we have U † and S† increasing, and Π† decreasing with M . Due to
peculiarities of our model, price does not depend on M for single service class. Still, note
that equilibria di�er with M because capacities increase in M . In general, prices should
depend on M , and with two service classes, they do.

3.2.2 Two Service Classes

To start, we consider a monopolistic ISP (M = 1) who provides two service classes. From
(3.5), his objective is:

Π = max
c,x,ph,pl

(
∑

i=l,h

pizi − τc),

where c = cl + ch and from (3.8), cl = (1− x)c and ch = xc. Henceforth, we will denote the
ISPs' optimal choices in the case of two service classes by ‡.

Theorem 3.2.2 For M = 1, there exists a unique equilibrium in G(c, x) :

p‡l (c, x) = 1
2
− chcl

2[(1+cl)(1+ch)cl+ch]
, p‡h = pl+cl

1+cl
, (3.17)

and, θ
	 l = p‡l , θ̄l = θ

	 h = p‡h, θ̄h =
p‡h+ch

1+ch
. (3.18)

The users with types θ ∈ (θ
	 l, θ̄l] and θ ∈ (θ

	 h, θ̄h] adopt services l and h respectively.

Proof See Appendix for details.

Let us summarize the intuition behind the proof of Theorem 3.2.2. First (Lemma 3.6.1),
we note that, analogous to the case of a single service class, users with type θ ∈ (θ

	l, θ̄l] adopt
service l, irrespective of price ph. Second (Lemma 3.6.2), we prove that, for any given pl, the
ISP's revenue is maximized at some ph ≥ θ̄l. The result follows from (3.3), since introducing
a service h priced at ph < θ̄l has no e�ect on the users of service l; no such users will shift to
service h. Also, there is no e�ect on the number of users adopting service h. Thus, a lower
price results in a lower revenue, from which ph ≥ θ̄l follows.

Third (Lemma 3.6.3), we show that in the ISP optimum, θ̄l = θ
	h = ph. This implies that

there is �no gap� between service classes, i.e., (θ̄l, θ
	h) is an empty interval. Assume to the

contrary that there is a gap between the service classes. Then, one can view each of the two
service classes as separate networks, each providing a single service class. The monopolistic
ISP will price each class independently to maximize his pro�t. From (3.12) and (3.13), in
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a single service class network, the ISP revenue is concave in price and the optimal price is
unique and equal to 1/2. Hence, if there is a gap, ph = pl = 1/2, which contradicts ph > pl.
Thus, indeed, there is no gap and θ̄l = θ

	h = ph. From Lemmas 3.6.1 - 3.6.3, we obtain (3.18)
which can be expressed in terms of c and x using (3.8). This permits us to express the ISP
revenue as a function of c, x, and pl only:

R(c, x, pl) =
cl

1 + cl

pl(1− pl) +
ch

1 + ch

pl + cl

1 + cl

1− pl

1 + cl

. (3.19)

Thus, with �xed cl and ch, the ISP revenue maximization can be expressed as an optimiza-
tion in just one variable � pl. Maximizing (3.19) with respect to pl, we obtain (3.17) (see
Appendix), which completes the proof of Theorem 3.2.2.

From Theorem 3.2.2, we have θ̄h > θ̄l, i.e., the service h with a higher price (pl < ph),
has a higher quality (ql < qh) too.

Theorem 3.2.3 For M > 1, there exists a unique symmetric Pareto e�cient equilibrium

in G(c,x); the prices and end-user types served in each service class are identical to those

of G(c, x) with M = 1.

Proof Consider G(c,x) in which the ISPs invest symmetrically (cm = c
M
), and divide their

capacities identically (xm = x). From (3.2), (3.7) and (3.10), at any given pl and ph, in
each service class, each ISP's share of the total revenue equals to his capacity share 1/M .
Thus, irrespective of the ISPs' price choices, the revenue is shared equally. Therefore, the
ISPs' optimal prices coincide with the monopolist's access prices (3.17), as this maximizes
the aggregate revenue. Indeed, if an ISP deviates from these prices, his revenue decreases,
because his share of revenue remains the same, but the aggregate revenue becomes lower.

Note that any combination of access prices, where both services l and h or either of
them have a lower access price than the monopolist's optimal (3.17), forms an equilibrium
in this subgame. However, in all these equilibria, the revenue earned by the ISPs is lower
than the one with the monopolist's optimal access prices. Hence, these equilibria are not
Pareto-optimal. Thus, for any M , and �xed (and symmetric) c and x, the symmetric Pareto
e�cient equilibrium price is identical to the one in the game G(c, x) with M = 1.

Corollary 3.2.4 For any �xed c and x and any M , we have

p‡l (c, x) <
1

2
and p‡h(c, x) >

1

2
. (3.20)

Proof See Appendix.

From (3.3) and (3.20), in the case of a transition from a single service class to two service
classes, all existing single-service class users who adopt service l gain surplus, and those who
adopt service h lose surplus.
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Next, we combine (3.10) with the result of Theorem 3.2.3 to obtain the m-th ISP's
equilibrium revenue in G(c,x):

Rm =
cm
l

1 + cl

p‡l (1− p‡l ) +
cm
h

1 + ch

p‡l + cl

1 + cl

1− p‡l
1 + cl

, (3.21)

where p‡l is given by (3.17). Expression (3.21) is too cumbersome to carry out further inves-
tigation analytically, necessitating a numerical analysis (see Section 3.3). The uniqueness
results in the following section justify this numerical analysis.

3.2.3 Uniqueness of Equilibria

In Appendix, we prove the following uniqueness results.

Theorem 3.2.5 For M = 1, at any capacity c, there exists a unique x at which the ISP's

pro�t is maximized. The ISP's revenue increases with x for x ∈ (0, x‡).

Theorem 3.2.6 In the limit of M →∞, at any aggregate capacity c, there exists a unique

x in the equilibrium of G(c).

Theorem 3.2.7 For any �xed c, there exists a unique symmetric Pareto e�cient equilibrium

in the game of M competing ISPs.

The proof of Theorem 3.2.7 starts by establishing the existence of a unique equilib-
rium capacity division (x‡(c, M)) in each of the games with M = 1 (x‡(c, 1)) and M = ∞
(x‡(c,∞)). For any �xed capacity c, we obtain x‡(c, 1) > x‡(c,∞), i.e., a monopolistic ISP
reserves a higher fraction of his capacity to the premium service than a perfectly competitive
ISP does. Further, we show that, for any M > 1,

x‡(c,M) ∈ (x‡(c,∞), x‡(c, 1)). (3.22)

From Theorem 3.2.5, for any x ≤ x‡(c, 1), aggregate (and therefore each ISP's) pro�t in-
creases with x. Combining with (3.22), we obtain that a unique Pareto optimal x‡(c,M)
exists for any �xed c, which leads to Theorem 3.2.7.

Theorem 3.2.8 There exists a unique Pareto e�cient equilibrium in the game of M ISPs

competing in the presence of a regulator. This equilibrium is symmetric.
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Proof Under regulation, x is �xed before capacity is sunk. The prices in G(c,x are the
same as in the monopolist's case. Note that the single-service class network is identical to
a regulated two-service class network with x̄ = 0. Hence, once x̄ is non-zero, the resulting
capacity game is similar to the capacity game with a single-service class (with x 6= 0 and
prices p‡l and p‡h). The proof for the unique Pareto-e�cient equilibrium is identical to the
proof of Theorem 3.2.1.

3.3 Results
In this section, we present the core results of our model. We compare the equilibrium

of the game in which the ISP(s) provide(s) a single service class (denoted by †) with the
equilibria of the games in which the ISP(s) provide(s) two service classes for the unregulated
ISP(s) (denoted by ‡) and the ISP(s) constrained by regulators. We consider 3 regulators -
a social welfare maximizer, a user welfare maximizer and an existing user welfare maximizer
(denoted by the superscripts 1, 2 and 3 respectively). Note that we model the unregulated
and regulated scenarios using di�erent games. Indeed, while in the unregulated scenario,
the x is chosen ex post (after the capacities are sunk), with the regulator, the restriction on
capacity division is announced ex ante (prior to investments in capacity).

We have obtained a closed form solution for the equilibrium with perfect competition,
i.e. in the limit of M →∞, only (see Appendix). As mentioned before, for any �nite M , the
expression (3.21) is too cumbersome to carry out further investigation analytically. Hence,
we solve the ISPs' optimization problem numerically8 using MATLABr.

For the unregulated scenario, the determination of equilibrium capacity and its division x
is nested in the following four-step procedure. First, we let all ISPs, except one, have identical
capacity c̃ and consider the remaining ISP's (w.l.o.g. the 1'st ISP) choice of capacity, c1.
Second, holding these capacities constant, we let all ISPs, except the 1'st ISP, have identical
x̃. We determine the the 1'st ISP's best response x1 by maximizing the revenue (3.21).
Similarly, we determine the other ISPs' best responses x̃ to x1. The Nash equilibrium is
found as the point where these best responses coincide. This gives us an equilibrium capacity
division for the capacities described in step 1. Third, we iterate step 2 varying c̃ with a step
of 0.01. We determine the 1'st ISP's best response capacity to any capacity c̃ by maximizing
the pro�t (3.5). Last, we obtain the equilibrium capacity by �nding the value of c̃ which
coincides with the best response capacity of the 1'st ISP.

For each regulated scenario, x is �xed by the regulator. First, we �x x, and as before,
let all ISPs, except one (w.l.o.g. the 1'st ISP), have identical capacity c̃. Let the 1'st ISP's
choice of capacity be c1. Second, we use the x �xed at step 1 to determine the 1'st ISP's
best response capacity to any �xed capacity c̃ by maximizing the pro�t (3.5). Third, we
obtain the equilibrium capacity c(x) by �nding c̃ which coincides with the 1'st ISP's best
response. Fourth, we vary x from 0 to 1 with a step of 0.01 and for each x, determine the

8The code is available upon request from nikhils@eecs.berkeley.edu.
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Figure 3.1. Legend

ISPs' capacity c(x) using the steps described above. Using c(x), we calculate welfare and
pro�ts. Finally, for each regulator, we determine his optimal x from these quantities.

From (3.16), for a single service class scenario, non-zero capacity is optimal only if τ ∈
(0, 0.25). Our results are presented for τ ∈ [0.01, 0.15] only, as when τ approaches 0 or 0.25,
the computations involve division by terms approaching zero. We obtain optimal values of
the functions of interest by cycling over the steps described above for τ ∈ [0.01, 0.15] with a
step size of 0.01. The legend for all �gures is depicted in Fig. 3.1.

Fig. 3.2 depicts how x (the fraction of capacity that each ISP allocates for service
h) varies with the cost of capacity. Figures 3.2(a) - 3.2(c) depict x for unregulated and
regulated two-service classes scenarios, for di�erent structure of industry competition, i.e.,
M = 1, 2, 4,∞.

As we expect, the x chosen by an unregulated monopolistic ISP exceeds x chosen by all
regulators, thus decisively showing the necessity of regulation, that is, limiting the monopo-
list's fraction of capacity for premium service h. Let x0 denotes capacity division chosen by
the monopolistic ISP. From (3.9), it is intuitive that:

x̄3 ≤ x̄2 ≤ x̄1 ≤ x0.

Indeed, the more the regulator cares about the existing users' welfare, the lower is the fraction
of capacity that he allocates for the premium service.

For all other structures of market competition, i.e., M > 1, due to competitive e�ects,
the x chosen by the ISPs approaches 0 as capacity cost approaches 0. Except at low capacity
costs, for both M = 2 and M = 4, the ISPs choose an x higher than the one chosen by both
the social welfare and user welfare maximizers (regulators 2 and 3). At low capacity costs,
we expect that the regulation will not be binding, even when the number of ISPs is low. In
such cases, regulation may be unnecessary, but there is no welfare loss if the regulation is
imposed.

The range of τ for which competitive ISPs choose a higher x than regulators 2 and
3 decreases with M . In fact, in the limit of M → ∞, except at high capacity costs, no
regulation is binding. Note that, in this case, the ISP pro�ts are 0 and hence, x̄1 and x̄2

(chosen by regulators 1 and 2 respectively) coincide.
Fig. 3.3 depicts how aggregate capacity varies with τ for M = 1, 2, 4,∞ and τ ∈

[0.05, 0.15]. Predictably, under all scenarios, the aggregate capacity decreases with τ . Fur-
ther, when ISPs compete (i.e. Figures 3.3(b) and 3.3(c)), at low τ , the capacity in the
unregulated two service class scenario coincides with capacity under regulation since the
regulation is not binding. Whenever the regulation is not binding, any restriction on x also
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Figure 3.2. X as a function of Capacity Cost τ . Legend: Fig. 3.1

strictly reduces capacity investment. However, irrespective of whether the regulation is bind-
ing or not, the capacity in all two-class scenarios always exceeds the capacity in the single
service class scenario. Notice that if the ISPs would have chosen x with their capacities
�xed at the single service class equilibrium level, our welfare analysis would have been quite
di�erent.

Figures 3.4(b) - 3.4(d) depict respectively the values of user welfare, the existing user
welfare and the percentage of users who lose surplus due to transition from single- to two
service classes. The values are presented at τ = 0.05 for M = 1, 2, 3, 4,∞. In all these
�gures, the last data point depicts the values for the perfectly competitive ISPs.

From Figures 3.4(b) and 3.4(c), both, the user welfare and the welfare of existing single-
class users, are increasing with competition. For all two-class scenarios, the user welfare is
higher than for the single service class scenario. Except for the monopolistic ISP, the existing
user welfare is also higher for all two-service class scenarios.
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Figure 3.3. Aggregate Capacity (c) vs Cost of Capacity (τ). Legend: Fig. 3.1

The percentage of users who lose surplus with two-service classes is depicted in Fig.
3.4(d). We observe that this percentage decreases with competition. This percentage is
about 70 for the unregulated monopolist, but even with perfectly competitive ISPs, the
percent of surplus losing users remains strictly (and substantially) positive, and exceeds
15%. With regulator 3 (existing user welfare maximizer), the percent of surplus losing users
remains under 25% irrespective of ISP competition.

Figures 3.4(a) - 3.4(d) depict respectively the values of per ISP pro�t, user welfare, the
existing user welfare and the percentage of users who lose surplus due to transition from
single- to two service classes. The values are presented at τ = 0.05 for M = 1, 2, 3, 4,∞. In
all these �gures, the last data point depicts the values for the perfectly competitive ISPs.

Fig. 3.4(a) depicts how per ISP pro�t varies with ISP competition. Intuitively, as compe-
tition intensi�es, the pro�t decreases and approaches zero in the limit of perfect competition.
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Figure 3.4. Results for various M , with capacity cost �xed at τ = 0.05. Legend: Fig. 3.1

However, under any regulator, for any �nite M , per ISP pro�t with two-service classes is
higher than for a single service class.

From Figures 3.4(b) and 3.4(c), both, the user welfare and the welfare of existing single-
class users, are increasing with competition. For all two-class scenarios, the user welfare is
higher than for the single service class scenario. Except for the monopolistic ISP, the existing
user welfare is also higher for all two-service class scenarios.

The percentage of users who lose surplus due to the transition to two-service classes is
depicted in Fig. 3.4(d). We observe that this percentage decreases with competition. This
percentage is about 70 for the unregulated monopolist, but even with perfectly competitive
ISPs, the percent of surplus losing users remains strictly (and substantially) positive, and
exceeds 15%. With regulator 3 (existing user welfare maximizer), the percent of surplus
losing users remains under 25% irrespective of ISP competition.

Let us stress that this welfare analysis is carried out at the equilibrium capacity levels
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in the single and two class scenarios. These capacity levels are markedly di�erent (see Fig.
3.3). If we perform the analysis at a �xed capacity, the welfare implications will not be the
same.
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Figure 3.5. Percent Users with Surplus Loss in the Long Run. Legend: Fig. 3.1

The Short-Run

Fig. 3.6 depicts the short run choice of x and the resulting percentage of existing users
who lose surplus as a function of the capacity cost τ for M = 1, 2,∞.

From Figures 3.6(a) and 3.6(c), x for the unregulated ISPs becomes lower with capacity
cost which is similar to the long run (see Fig. 3.2). In the short run, when the capacity
cost τ becomes high, only regulator 1 (social welfare maximizer), divides capacity, that is
regulators 2 and 3 choose x = 0. Even when τ in low, and non-zero x becomes optimal for
all regulators, for regulators 2 and 3, the short run x is lower than the long run one.

From Figures 3.6(b)and 3.6(d), the percentage of existing single class users who su�er a
loss of surplus in the short run (due to the transition to two service classes) is higher than
that in the long run (see Fig. 3.5) and closely resembles the graph for the choice of x.

Thus, in both cases, short-run and long-run, a substantial fraction of existing Internet
users lose as a result of transition, and the percentage of such surplus losing end-users is
higher in the short-run. Therefore, short-run considerations only exacerbate the political
economic constraints for transition. Indeed, from our results, in the short-run, in aggregate,
the existing end-user welfare gains from transition are lower, and their losses are higher
that in the long run. To ease this socially desirable transition to multiple service classes,
regulatory intervention could be recommended.
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Figure 3.6. x and Percent Users with Surplus Loss in Short Run. Legend: Fig. 3.1

3.4 Discussion
Our model relies on �ve key assumptions: (i) irreversibility of investment in capacity, (ii)

the ISP commitment to the declared prices, (iii) the uniformity of user type distribution,
(iv) a simpli�ed user demand (given by (3.3)), and (v) observability of each ISP's capacity
and its division by all ISPs. On one hand, (iii) could be relaxed as our numerical results will
work with other distributions as well; on the other hand, such numerical analysis is hard to
justify since our uniqueness results require (iii).

From (3.3), we assume that user willingness to pay (highest a�ordable price (p)) and the
lowest acceptable quality (q) are coincident for each user type θ. In general, one expects
these requirements to di�er. For example, a business user may value the promptness of
his e-mail far more than a student user. In fact, one could argue that we have to de�ne a
two-dimensional distribution of user types over two separate quantities - willingness to pay
and quality requirement. Our simpli�cation, which imposes identical willingness to pay and
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quality requirements, will be a good description of the case where these distributions are
highly correlated.

We assume that ISP capacity costs are identical but our setting permits to consider ISPs
with di�erent costs of capacity. Intuitively, when one of the ISP's capacity cost is higher
than for others, his capacity investment will be lower. Accordingly, he will allocate a lower
capacity fraction to the premium service since the basic service yields higher revenues per
unit capacity. Thus, when capacity costs di�er, the resulting capacity investment and its
division between service classes will also di�er.

Further, we made another simplifying assumption that the quality observed by the user
depends only on the number of users multiplexed within a given capacity. Though the actual
quality observed by the users depends upon the end-to-end variables like delay, jitter, etc.,
even if a single ISP divides capacity, users might see an improvement in quality. If, in
addition, all ISPs coordinate the adoption of two service classes, the user will perceive a
marked improvement in quality.

Networking researchers agree that end-to-end issues are a major obstacle to QoS. (These
problems relate to both strategic issues associated with surplus-sharing (agency type of
con�ict) and the coordination problem.) Prior research explains the lack of QoS by the
impossibility to price di�erentiated services when ISPs compete. If this were true, coordina-
tion would not matter. To the best of our knowledge, the study in this chapter is the �rst
successful demonstration of QoS pricing for any provider competition. Thus, this study is a
necessary step in investigating the coordination problems. But, coordination between ISPs
is outside the scope of this thesis and will be the focus of our future work.

3.5 Conclusion
We make the following three contributions to the literature. First, we develop a model

for social welfare in a network with two service classes. Second, we investigate the political
economic considerations that may constrain the feasibility of adopting the network with QoS.
Third, we propose a simple regulatory tool that permits to alleviate the political economic
constraints for the network with two service classes.

Our pricing model is based on the network architecture similar to the Paris Metro pro-
posal (PMP) [70]. We extend the model developed in [84] to the case of multiple ISPs.
Other closely related papers modeling pricing with PMP network features are [33, 27]. In
contrast to these papers, we demonstrate pricing for the network with two service classes
for any number of competing ISPs. Thus, from our results, ISP competition per se does not
preclude the QoS provision.

Speci�cally, from our analysis, a network with two service classes is socially desirable,
but it could be blocked due to unfavorable distributional consequences. In Section 3.3, we
demonstrated that in the absence of regulation and considerable ISP market power (small
M), a sizable fraction of the current network users will experience a surplus loss with two
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Table 3.1. Table of Notation

Notation Explanation

p Price of single service class
pl Price of service l
ph Price of service h

θ̄ Highest user type adopting the single service
θ
	

Lowest user type adopting the single service
θ̄l Highest user type adopting service l
θ
	l Lowest user type adopting service l
θ̄h Highest user type adopting service h
θ
	h Lowest user type adopting service h

N Total number of users in user base
U User surplus per user in user base
c Aggregate capacity per user in user base

cm m-th ISP's capacity per user in user base
xm m-th ISP's capacity fraction for service h
sm m-th ISP's share of aggregate capacity (cm/c)
cm
h m-th ISP's capacity for service h (cmxm)

cm
l m-th ISP's capacity for service l (cm(1− xm))

Rm m-th ISP's revenue per user in user base
Πm m-th ISP's pro�t per user in user base

service classes. Thus, the imposition of regulation, which lowers the fraction of users who
lose surplus, improves the feasibility of the two-service class regime.

3.6 Appendix

Proof of Theorem 3.2.1
Let users with types θ ∈ (θ

	
, θ̄] adopt a service with quality q at the price p. Then, from

(3.4), the user surplus can be written as

U =
1

2
((θ̄ − p)2 − (θ

	
− p)2). (3.23)
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From (3.3), a user with type θ will adopt the access (service) if and only if p < θ ≤ q, where
q = 1 − z/c, with z being the fraction of users who adopt the service. Clearly, the service
is a�ordable to all users with type θ > p. As more users adopt the service, z increases and
q decreases until it becomes equal to the user type at some critical value of θ. Hence, θ

	
= p

and θ̄ = 1− z/c where z = θ̄−θ
	
. Then, we have:

θ̄ = 1− θ̄ − θ
	

c
⇐⇒ θ̄ =

c + θ
	

c + 1
=

c + p

c + 1
, (3.24)

and θ
	
≤ θ̄ ≤ 1 is clearly true from (3.24). Thus, we have determined a non-empty interval

of user types who will adopt the service priced at p ∈ [0, 1].
Since p =θ

	
, from (3.23), the user surplus can be written as

U =
1

2
(θ̄ − θ

	
)2.

Next, we derive the m'th ISP's optimal capacity and price. From (3.24), for a given c
and p ∈ [0, 1], the provider revenue Rm is

Rm = smp(θ̄ − θ
	
) =

cm

c

c

1 + c
p(1− p) =

cm

1 + c
p(1− p).

To �nd the optimal price p, we di�erentiate w.r.t. p, and get p = 1/2. This is the Pareto
e�cient equilibrium of the subgame G(c,x) with multiple ISPs. Here, p is independent of c,
and thus, for any �xed c, the optimal Rm is

Rm =
1

4

cm

(1 + c)
.

From the ISP objective, the optimal choice of cm† of the m-th ISP given by

cm† = arg max
cm

Πm = arg max
cm

{
1

4

cm

1 + c
− τcm

}
.

Let us express the m-th ISP objective as:

max
cm

cm

4(1 + c−m + cm)
− τcm,

where
c−m=

∑

j 6=m

cj and c=
∑

j

cj and thus c = c−m + cm.

To �nd cm†, we di�erentiate the expression above w.r.t. cm and equate it to 0 (to obtain the
m-th ISP FOC):

∂

∂cm

{
1

4

cm

1 + c
− τcm

}
= 0,

1

4

[
1

1 + c
− cm

(1 + c)2

]
= τ,
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from which for any two ISPs, m1 and m2 we have:

1

4

[
1

1 + c
− cm1

(1 + c)2

]
=

1

4

[
1

1 + c
− cm2

(1 + c)2

]
.

Thus, we have cm1 = cm2, that is, in any equilibrium, the ISPs' investments are identical.
Thus, we have proven that any equilibrium is symmetric.

Next, we use this to rewrite the FOCs as

1 + (M − 1)cm

(1 + Mcm)2 = 4τ,

which we solve to express equilibrium capacities cm† in the game of M ISPs and capacity
cost τ :

cm†(M, τ) =
(M − 1) +

√
(M − 1)2 + 16τM

8τM2
− 1

M
. (3.25)

Thus, there exists a unique equilibrium of this game, and aggregate equilibrium capacity c†

is:
c†(M, τ) =

(M − 1) +
√

(M − 1)2 + 16τM

8τM
− 1. (3.26)

In equilibrium, p† = 1
2
and all ISPs invest equality, with ISP equilibrium investments given

by (3.25), and aggregate investment given by (3.26).
From (3.26), aggregate capacity increases with M . Since equilibrium price is identical

for all M , and capacity increases with M , number of served users and service quality also
increase with M , and Theorem 3.2.1 is proven.

Proof of Theorem 3.2.2
We start with the following Lemmas:

Lemma 3.6.1 All users with type θ ∈ (θ
	 l, θ̄l] adopt service l, where θ

	 l = pl and θ̄l = pl+cl

1+cl
.

Proof From (3.3), given a choice between two di�erent a�ordable (θ > p) and acceptable
(θ ≤ q) services, a user always chooses a cheaper service. Same as in the single service class
case, for a given price pl and capacity cl, users with type θ ∈ (θ

	l, θ̄l] adopt the service l.
Introducing a service h priced at ph > pl has no e�ect on the users of service l; no such users
will shift to service h. Hence, from (3.24), we have θ

	l = pl and θ̄l = pl+cl

1+cl
and Lemma 3.6.1

is proven.

Users with type θ ∈ (θ
	h, θ̄h] adopt the service h. From Lemma 3.6.1, any ph > pl does

not a�ect θ
	l and θ̄l. This means that θ

	h ≥ θ̄l.
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Lemma 3.6.2 For any given pl, the ISP's revenue is maximized at ph ≥ θ̄l.

Proof Assume to the contrary that ph < θ̄l. Accordingly,

θ
	h = θ̄l and θ̄h = 1− zh/ch = 1− θ̄h − θ

	h

ch

giving θ̄h = θ̄l+c
1+c

. Hence zh = ch

1+ch
(1 − θ̄l) is independent of ph. Thus, the ISP's revenue

from capacity ch is equal to phzh. Consider p̃ = ph+θ̄l

2
. Then, we have: ph < p̃ < θ̄l and thus,

pl < p̃ < θ̄l, implying that zh remains the same. Since p̃ > ph, we have p̃zh > phzh, which
leads to a higher revenue and contradicts our assumption and concludes the proof of Lemma
3.6.2.

Lemma 3.6.3 In the ISP's optimum: θ̄l = θ
	 h = ph.

Proof Formally, assume the contrary, i.e., assume that θ
	h = ph > θ̄l. Let δ > 0 and

ph = θ̄l + δ. Then, the ISP revenue (by summing up the revenues from the two classes) is

R =
cl

1 + cl

pl(1− pl) +
ch

1 + ch

ph(1− ph)

=
clpl(1− pl)

1 + cl

+
ch

1 + ch

[
cl + pl

1 + cl

+ δ

][
1− pl

1 + cl

− δ

]
. (3.27)

Maximizing R w.r.t. δ gives an optimal δ∗ = 1−cl−2pl

2(1+cl)
. Since we assumed δ > 0, we have

δ∗ > 0, thus giving
pl <

1− cl

2
. (3.28)

We insert δ∗ into (3.27) to obtain

R =
cl

1 + cl

pl(1− pl) +
ch

1 + ch

[
1 + cl

2(1 + cl)

]2

=
cl

1 + cl

pl(1− pl) +
1

4

ch

1 + ch

,

which is maximized at pl = 1/2. But, this requires −cl > 0, which contradicts (3.28). Thus,
the assumption δ > 0 is false and we have ph = θ̄l = θ

	h = cl+pl

1+cl
, and Lemma 3.6.3 is proven.

From Lemmas 3.6.1 - 3.6.3, we obtain:

θ
	h = θ̄l = ph =

cl + pl

cl + 1
and θ̄h =

ch + ph

ch + 1
,

where cl and ch are given by (3.8). We can, therefore, express the ISP revenue as

R(c, x, pl) =
cl

1 + cl

pl(1− pl) +
ch

1 + ch

ph(1− ph)

=
(1− pl)

[
Apl + chcl

]

B
, (3.29)
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where A = (1+cl)(1+ch)cl+ch and B = (1+cl)
2(1+ch). Thus, the ISP revenue maximization

problem can be expressed as an optimization in just one variable pl. Di�erentiating this
expression for revenue with respect to pl and equating to zero, we get A(1−pl)−(Apl+chcl) =
0, which gives us pl as a function of c and x:

pl(c, x) =
1

2
− chcl

2A
=

1

2
− chcl

2[(1 + cl)(1 + ch)cl + ch]
, (3.30)

and Theorem 3.2.2 is proven.

Proof of Corollary 3.2.4
Proof From (3.30) we have pl(c, x) < 1

2
, and we obtain ph as:

ph(c, x) =
pl + cl

1 + cl

=
1

2
+

[
1

2

(1 + ch)c
2
l

(1 + cl)(1 + ch)cl + ch

]
.

The expression in the square brackets is obviously positive and hence ph(c, x) > 1/2, and
Corollary 3.2.4 is proven.

Proof of Theorem 3.2.5
Substituting (3.30) into (3.29), and using cl = (1− x)c and ch = xc, we get

R(c, x) =
((1 + xc)(1− x) + x)2c

4[(1 + (1− x)c)(1 + xc)(1− x) + x](1 + xc)
. (3.31)

To prove the theorem, we show that R(c, x) is maximized at a unique x. Since R(c, x) is
di�erentiable w.r.t. x, it is su�cient to prove that ∂R(c,x)

∂x
= 0 at a single interior x and this

point is a maximum. Let

B = ((1 + xc)(1− x) + x)2c = (1 + xc− x2c)2c

and let

D = 4[(1 + (1− x)c)(1 + xc)(1− x) + x](1 + xc)

= 4[1 + c + x(1− x)(2− x)c2 + x2(1− x)2c3]

Now, R(c, x) = B/D and hence, di�erentiating w.r.t. x gives

∂R(c, x)

∂x
=

D ∂B
∂x
−B ∂D

∂x

D2
,
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where the denominator is always positive. Hence, we focus on the numerator D ∂B
∂x
− B ∂D

∂x

only. We �nd
∂B

∂x
= 2(1 + xc− x2c)(1− 2x)c2 (3.32)

and
∂D

∂x
= 4[(2− 6x + 3x2)c2 + 2x(1− x)(1− 2x)c3]. (3.33)

From (3.32) and (3.33), after simplifying, we have

D
∂B

∂x
−B

∂D

∂x
= 4(1 + xc− x2c)c2[2− 4x + (2x− 3x2)c + x3(1− x)c2]. (3.34)

Note that ∀x ∈ [0, 1],∀c > 0, we have 4(1 + xc − x2c)c2 > 0. Hence, this term does not
contribute any zeroes. Hence, if the second term (say ζ(x)) has a single zero in [0,1] and is
strictly positive in a small interval close to 0, then ∂R(c,x)

∂x
has a unique maximum in [0, 1].

ζ(x) = 2− 4x + (2x− 3x2)c + x3(1− x)c2

= 2 + (2c− 4)x− 3cx2 + c2x3 − c2x4.

It is clear that ζ(0) = 2 > 0. Next, we show that ζ(x) has a single zero in [0,1]. ζ(x) is a
fourth order equation in x with ζ(0) > 0 and ζ(1) = −2− 2c < 0. Hence, ζ(x) either has 1
root or 3 roots in [0,1]. Now,

ζ
′
(x) = 2c− 4− 6cx + 3c2x2 − 4c2x3; (3.35)

ζ
′′
(x) = −6c + 6c2x− 12c2x2. (3.36)

For ζ(x) to have 3 roots in [0,1], ζ
′
(x) must have at least 2 roots and ζ

′′
(x) must have at

least 1.
Case 1: 0 < c < 8

ζ
′′
(x) = −6c + 6c2x − 12c2x2 = −6c + 6c2x(1 − 2x) ≤ −6c + 6c2/8 = 6c(c/8 − 1). For

0 < c < 8, 6c(c/8− 1) < 0 giving us ζ
′′
(x) < 0 ∀x ∈ [0, 1]. Hence, for c < 8, ζ(x) has exactly

one root in [0,1], by the strict concavity of ζ(x).
Case 2: c ≥ 8

From case 1, we can rewrite ζ
′′
(x) as ζ

′′
(x) = −6c+6c2x(1−2x). For x ∈ [1/2, 1], ζ

′′
(x) < 0.

Further, ζ(1/2) = c/4+c2/16 > 0 and ζ(1) = −2−2c < 0 which implies that there is exactly
one root in [1/2,1] by the strict concavity of ζ(x).

Next, we need to show that there are no roots of ζ(x) in [0,1/2]. We will prove this by
showing that ζ

′
(x) ≥ 0 in [0,1/2], i.e., ζ(x) is non-decreasing in [0,1/2]. Since ζ(0) = 2 > 0,

this implies ζ(x) > 0 ∀x in [0,1/2], and hence it cannot have any roots in [0,1/2].
� Consider the interval [0,1/4].

Since 6c2x(1 − 2x) > 0, ζ
′′
(x) > −6c in [0,1/4]. Hence, the fastest rate at which ζ

′
(x)

decreases is −6c anywhere in this interval. We know that ζ
′
(0) = 2c − 4 > 0 for c ≥ 8.

Hence ∀x ∈ [0, 1/4],
ζ
′
(x) ≥ ζ

′
(0)− 1/4× 6c = 2c− 4− 6c/4 = c/2− 4 ≥ 0

for c ≥ 8.
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� Consider the interval [1/4,1/2].
Since ζ

′′
(x) = −6c + 6c2x(1− 2x), there is exactly one root of ζ

′′
(x) in [1/4,1/2]. (The two

roots are 1
4
±
√

1− 8
c

4
.) Now, ζ

′′
(1/4) = −6c + 6c2/8 ≥ 0 and ζ

′′
(1/2) = −6c < 0 for c ≥ 8

which means that ζ
′
(x) �rst increases and then decreases in [1/4,1/2].

ζ
′
(1/4) = 2c− 4− 6c/4 + 3c2/42 − 4c2/43 = c/2− 4 + c2/8 ≥ 0 and

ζ
′
(1/2) = 2c − 4 − 6c/2 + 3c2/22 − 4c2/23 = −c − 4 + c2/4 > 0 for c ≥ 8. Hence, though

ζ
′
(x) decreases in some interval in [1/4,1/2], it never goes to 0, giving us the required result

that ∀x ∈ [1/4, 1/2], ζ
′
(x) ≥ 0.

Corollary 1: The monopoly pro�ts increase monotonously for x < x(c, 1). Proof
ζ(x) is non-decreasing in [0,1/2] (since ζ

′
(x) ≥ 0 for x ∈ [0, 1/2]). Combining with ζ(0) > 0,

we have ζ(x) > 0 for x < x(c, 1). This implies that ∂R(c,x)
∂x

> 0 for x < x(c, 1), which gives
us our result.

Corollary 2: For any �xed c, the monopolist chooses

x(c, 1) > 1/2. (3.37)

Proof ζ(1/2) = c/4 + c2/16 > 0 and ζ(1) = −2− 2c < 0 which implies there is at least one
root in (1/2,1). From Theorem 3.2.5, we know that the root in [0,1] is unique. Hence, this
root must lie between 1/2 and 1. Thus, ∂R(c,x)

∂x
= 0 for a unique x ∈ (1/2, 1), giving us our

desired result.

Proof of Theorem 3.2.6
Let cm be sunk, and consider the m-th ISP's choice of xm. In optimum:

dRm

dxm
= 0 or dRm

l

dxm
= − Rm

h

dxm
.

Since, under perfect competition, each ISP is too small to a�ect aggregate capacity division
(cl and ch) and prices (pl and ph) we obtain:

pl(1− pl)

1 + cl

dcm
l

dxm
= −ph(1− ph)

1 + ch

dcm
h

dxm

and using cm
h = xmcm and cm

l = (1− xm)cm we have:

pl(1− pl)

1 + cl

=
ph(1− ph)

1 + ch

.

That is, for any ISP, average return on investment is equal in both service classes:

Rl

cl

=
Rh

ch

, (3.38)

51



where the subscript m is dropped to simplify. Since under perfect competition each ISP
pro�t is zero:

Π = Rl + Rh − τ(cl + ch) = 0,

we combine with (3.38), which gives us zero pro�t in each service class, from which

Πi =
Ri

ci

− τ = 0,

i.e., Ri

ci

=
1

1 + ci

pi(1− pi) = τ. (3.39)

Using the result of Theorem 3.2.2 that ph(c, x) = cl+pl(c,x)
1+cl

(equation (3.17)) we infer

1

1 + cl

pl(1− pl) =
1

1 + ch

(pl + cl)

1 + cl

(1− pl)

1 + cl

,

i.e., (1 + cl)(1 + ch)pl = (pl + cl),

which, for any c, gives
pl(c, x) =

1− x

1 + (1− x)xc
, (3.40)

and we substitute this into (3.39):

1

1 + cl

pl(1− pl) = τ

to obtain the equation connecting c, x and τ :

(1− x)x = τ [1 + (1− x)xc]2 . (3.41)

Next, we use (3.40) and equate it with (3.17) for the equilibrium price in a general case (for
any M), to obtain the relation between c and x:

pl = 1/2− clch

2 [(1 + cl)(1 + ch)cl + ch]
=

1− x

1 + (1− x)xc
,

and collecting all the terms we have:

(1− 2x)(1 + (1− x)c)− (1− x)2x2c2(1 + (1− x)c) = 0.

We divide by 1 + (1− x)c (which must be positive) and obtain the expression for c in terms
of x:

(1− 2x)− (1− x)2x2c2 = 0,

c =
2
√

1− 2x

x(1− x)
. (3.42)

From (3.42), we see that x ∈ (0, 1/2). For x ∈ (0, 1/2), the numerator in the RHS of (3.42)
strictly decreases while the denominator strictly increases. This implies that c is strictly
decreasing for x ∈ (0, 1/2) and takes all values between 0 and ∞. Hence, one can de�ne

52



an inverse function for x as a function of c ∈ (0,∞). Thus, we shown that, with perfect
competition, for all c > 0, there exists a unique x in the equilibrium of the game G(c) and

x(c,∞) < 1/2. (3.43)

Substituting (3.42) into (3.41), we get:

(1− x)x = τ
[
1 + 2

√
1− 2x

]2
,

which permits only a unique x ∈ (0, 1/2) for any τ. We solve this equation numerically to
obtain this unique x.

Proof of Theorem 3.2.7
Under the assumption of symmetry, we show that there exists a unique optimal x̃ =

x(c,M) at which the ISPs reach maximum pro�t sustainable in the equilibrium of our game
G(c). x̃ ∈ (x(c,∞), x(c, 1)), where x(c,∞) and x(c, 1) are the equilibrium x in the game
G(c) under perfect competition and a monopolist respectively. From (3.37) and (3.43), the
interval (x(c,∞), x(c, 1)) is non-empty, and from Theorems 3.2.5 and 3.2.6, the fractions
x(c, 1) and x(c,∞) are unique. Consider the subgame in which the ISPs have already sunk
their investments and aggregate capacity is �xed at c.

To sum the proof, we evaluate dRm

dxm at x = x(c,∞), and show it is positive:

dRm

dxm

∣∣∣∣
x(c,∞)

> 0, (3.44)

from which we will have x̃ > x(c,∞). Next, we evaluate dRm

dxm at x = x(c, 1) and show it is
negative:

dRm

dxm

∣∣∣∣
x(c,1)

< 0, (3.45)

from which we have x̃ < x(c, 1).

Rm = (1− xm)cm pl(1− pl)

1 + cl

+ xmcm ph(1− ph)

1 + ch

.

We notice that for any f(cl, ch)

df(cl, ch)

dxm
=

1

M

df(cl, ch)

dx
,

from which, for i = l, h,

d

dxm

pi(1− pi)

1 + ci

=
1

M

d

dx

{
pi(1− pi)

1 + ci

}
. (3.46)
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We di�erentiate Rm with respect to xm to obtain:

dRm

dxm
=

c

M
[fh− fl] +

c

M

[
(1− x)

d {fl}
dxm

+ x
d {fh}
dxm

]
, (3.47)

where fh =
ph(1− ph)

1 + ch

and fl =
pl(1− pl)

1 + cl

,

and we use the fact that in a symmetric equilibrium cm = c
M
.

We use (3.46) to infer:

dRm

dxm
=

c

M

(
[fh− fl] +

1

M

[
(1− x)

d {fl}
dxm

+ x
d {fh}
dxm

])
. (3.48)

When M = 1, the FOC is:

dR

dx

∣∣∣∣
x(c,1)

= c [fh− fl] + c

[
(1− x)

d {fl}
dxm

+ x
d {fh}
dxm

]
= 0, (3.49)

and we have proven in Theorem 3.2.5 that

dR

dx

∣∣∣∣
x<x(c,1)

> 0. (3.50)

For perfect competition (M →∞), the term inside the second square bracket of (3.48) could
be ignored, which gives the FOC:

dRm

dxm

∣∣∣∣
x(c,∞)

= [fh− fl] = 0. (3.51)

Since x(c,∞) is unique, for M →∞, for the m-th ISP, dRm

dxm

∣∣
x>x(c,∞)

< 0. Thus,

dRm

dxm

∣∣∣∣
x>x(c,∞)

= [fh− fl] < 0. (3.52)

From (3.49), (3.50) and (3.51), at x = x(c,∞), we infer that

dR

dx

∣∣∣∣
x(c,∞)

=

[
(1− x)

d

dx
{fl}+ x

d

dx
{fh}

]
> 0.

Hence, the term inside the second square bracket in (3.47) is positive for any �nite M too.
Thus, for any �nite M > 1, (3.44) is proven.

Next, from (3.49), we have dR
dx

∣∣
x=x(c,1)

= 0 for a monopolist. From (3.52), the �rst square
bracket in (3.49) is negative, which implies that the second square bracket is positive, giving
us: [

(1− x)
d {fl}
dxm

+ x
d {fh}
dxm

]∣∣∣∣
x(c,1)

= − [fh− fl]|x(c,1) > 0.
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Thus, for any �nite M, the terms inside the square brackets in (3.47) are equal and opposite
in sign. However, the positive term inside the second square bracket is multiplied by 1/M ,
making the positive component lower than the negative component for M > 1, which ends
the proof for (3.45).

Therefore, from continuity of the underlying functions in the m-th ISP's FOC wrt xm,
for any �nite M > 1, we infer

dRm

dxm

∣∣∣∣
x=x̃

= 0, where x̃ ∈ (x(c,∞), x(c, 1)).

From Theorem 3.2.5, aggregate ISP pro�t (and thus, due to symmetry, each ISP pro�t)
increases with x̃. This gives us a unique x̃ at which pro�t is maximal for a �xed c. Thus,
the symmetric Pareto e�cient equilibrium in the game of M competing ISPs is unique, and
Theorem 3.2.7 is proven.
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Chapter 4

Missing Market - Security Insurance

Today, the Internet serves as the primary communication platform for both individu-
als and businesses. At present, due to the nearly universal connectivity, a huge amount of
wealth is accessible online and the Internet has become a preferred destination for crim-
inals. However, the Internet, which was originally conceived to be an academic network,
has failed to address many of these security problems. Due to the ease of accessibility and
programmability, unwary end users' computers are routinely infected with malware. These
infected computers could be employed for future crimes, resulting in an interdependent se-
curity environment.

Technology-based defense and enforcement solutions are available, but a consensus among
security researchers [7] is that the existing security problems cannot be solved by technologi-
cal means alone. Indeed, these security problems primarily result from misaligned incentives
of the networked parties with respect to their security. Users under-invest in security since
they do not bear the true societal costs of their actions, which causes a negative externality.

Existing research [13, 34, 67, 91, 81, 15] indicates that risk management in general and
cyber-insurance in particular are potentially valuable tools for security management. This
chapter focuses on the e�ects of cyber-insurers on network security and user welfare, in
a general setting with interdependent security and asymmetric information between users
and insurers. We believe that these features of the environment induce socially suboptimal
network security, and complicate the management of security risks.

In our model, all users are identical. Their wealth is identical and they su�er identical
damage if cyber-attack on them is successful. The user's probability of being attacked
depends on both the user security level and the network security level, which individual
users take as given. Thus, there is an externality causing individually optimal user security
level to be lower than the socially optimal one.

First, we investigate the e�ects of information asymmetry in the setting with interde-
pendent security. Though our model allows to study both moral hazard (when insurers are
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not aware of user security levels) and adverse selection (when insurers cannot distinguish
di�erent user types), in this chapter, we address only moral hazard (see [83] for analysis of
adverse selection). We �nd that cyber-insurance fails to improve the network security level
though it may improve user utility, if an equilibrium exists. Second, we assume no infor-
mation asymmetry between the insurers and the users. We demonstrate that user utility
is higher with insurance, but surprisingly, even in this case, the network security level is
not necessarily higher. On reverse, for a substantial range of parameters, network security
worsens with insurers.

Our assumption of identical users is simplistic, and does not hold in the actual Internet.
But, we argue that adding user and insurer heterogeneity to our setting only increases
informational asymmetries. If insurers could separate users of di�erent types, our results
hold for every class of user types in such a heterogeneous environment. If insurers are
unable to distinguish between users with di�erent types, the problem of adverse selection
arises due to which missing markets are likely, as [76] demonstrate. Finally, the presence of
di�erent insurer types also brings the �lemon problem� [5], another manifestation of adverse
selection, which also lead to missing markets. Hence, our results will continue to hold in a
heterogeneous environment as well.1

The chapter is organized as follows. In Section 4.1, we describe the related work. In
Section 4.2, we propose and analyze the base model. In Section 4.3, we add competitive
insurers to our base model, and consider two cases: with non-contractible individual security
levels, and with required individual security level included into user's insurance contract. In
Section 4.4, we discuss the intuition behind our results. In Section 4.5, summarize our
�ndings and conclude. The technical details are relegated to Appendix.

4.1 Related Work
Cyber-insurance is complicated by the speci�c environment of the Internet, with cor-

relation and interdependence being the two major factors precluding its existence. E�ects
of correlated risks on cyber-insurance were considered by [13, 12]. The presence of an OS
monoculture in the Internet causes cyber-attacks which impose correlated damages on Inter-
net systems. Such correlated damages result in higher insurance premiums, making cyber-
insurance unviable for most institutions.

Bohme (2005) [13] derives the conditions under which the cyber coverage is viable despite
the monoculture of installed platforms. Speci�cally, he �nds that a potential market exists
when clients are highly risk averse, and loss probability is huge. Bohme and Kataria (2006)
[12] introduce two tiers of cyber risk correlations. First, the internal correlation, the correla-
tion of cyber risks within a �rm (i.e., a correlated failure of multiple systems on the internal
network), and second, the global correlation � correlation in risk at a global level, that is
correlation in the insurer's portfolio. They demonstrate that the conditions for existence of
a cyber insurance market are high internal and low global risk correlation.

1See [83] where we extend our model to address moral hazard.
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In this chapter, we focus on interdependent security. We build on the seminal ideas
about the role of information in insurance markets [76],2 which we combine with the ideas
of interdependent security originated by [57, 35, 40].3 Although security interdependence is
present in other contexts (such as terrorist attacks [58]), network security is especially prone
to these e�ects because many millions of users are interlinked. Previous work dealing with
interdependent security include [72, 45, 63].

Ogut et.al. (2005) [72] provide a comprehensive analysis of e�ects of cyber insurance
on incentives for IT security investment in the presence of interdependent risks, but assume
no information asymmetry between the insurers and the insured. They demonstrate that
with interdependent risks, security investments are lower than when no interdependence is
present. They suggest that, with a high degree of interdependence, even with increased
competition in the insurance market, prices may not necessarily fall � because �rms use
insurance rather than investment to manage security risks. The main di�erence of our study
is that we address the question of information asymmetry between the insurers and insured
and calculate the premiums for perfectly competitive insurance market in the presence of
moral hazard.

Hofmann (2005) [45] considers interdependent security, with a continuum of heteroge-
neous agents, who di�er in their cost of security investment (prevention cost), which a�ects
the probability of loss. If an agent invests in prevention, he reduces own loss (direct loss),
but the indirect loss caused by interdependence with other networked agents remains. In
no-insurance equilibrium, the agents with low costs of prevention invest while those with
high cost of prevention do not. Lelarge-Bolot (2009) [63] also use a model similar to [45].
This setting is markedly di�erent from ours. Their user choice is binary � users either self-
protect or not, but users di�er in their costs of self-protection. In our model, though our
users have an identical cost function, they choose the amount of investment and the degree
of self-protection.

Hofmann's paper is somewhat di�erent from other papers on cyber insurance, because
(as far as we are aware) this study is unique by considering such a strong tool as compulsory
cyber insurance. The chapter demonstrates that, even with compulsory insurance, compet-
itive insurers cannot achieve socially optimal prevention level. Hofmann proves that social
optimum can be achieved by a monopolist insurer who engages in premium discrimination
and acts "like a social planner". However, unlike our study, she does not directly tackle
moral hazard because she assumes that the insurer can perfectly observe whether a user
invests in protection. Lelarge-Bolot (2009) consider only the contracts with full coverage.
This makes it hard to address moral hazard, and they admit to leave the design of good
incentives with moral hazard for future research. In our chapter, we address this question of
moral hazard and derive the level of coverage o�ered in equilibrium.

2See [94] for the literature review.
3See also [34, 36, 97, 72, 10, 31, 47, 45, 63, 75]. This list is by no means exhaustive. See [14]
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4.2 Model
We consider a network populated by N homogeneous (i.e., identical) users, each of whom

possesses a wealth W > 0. In the absence of network security problems, user i utility Ui is:
Ui = f(W ),

where the function f is increasing and concave (f ′ > 0, and f ′′ ≤ 0), re�ecting that user
wealth W has a positive but decreasing marginal bene�t for the user.

In the presence of network security problems, we assume that a user i incurs a monetary
damage D ∈ (0,W ) when he is successfully attacked, and we let pi denote the probability
of successful attack. We assume that the probability pi depends on two factors: the security
level si ∈ [0, 1] chosen by user i and the network security level s̄ ∈ [0, 1], which depends
on the security choices of all network users. We de�ne the network security level s̄ as the
average security level in the network:

s̄ =
1

N

∑
i=1,...N

si.

Further, we assume N to be large, i.e., each user has a negligible e�ect on s̄ and takes the
network security level as given. Then, we de�ne the probability pi of a successful attack on
user i as

pi = (1− si)(1− s̄),

where the second term (1− s̄) can be viewed as the probability of an attack in the network
and the �rst term (1− si) can be viewed as the probability of success of such an attack on
user i.

We assume that, for any user i, achieving individual security si entails a cost h(si). We
let h be an increasing convex function (h′, h′′ ≥ 0), with h(0) = 0 representing a completely
insecure user and h(1) = ∞ characterizing the costs required to maintain a �perfectly secure�
system. The intuition is that user security costs increase with security, and that improving
security level imposes an increasing marginal cost on the user. Additionally, for expositional
convenience, we impose h′(0) = 0, to ensure positive user investments si > 0. We assume
that the user cannot modify his D by changing his investment h, i.e., users do not self-insure
their damages. For e.g., users may backup their data to prevent loss of information. Such
self-insurance does not have an externality e�ect on other users since the advantages of that
investment are observed by the user alone [36]. One can also view our D as the residual
damages after self-insurance.

Thus, the expected user utility can be expressed as
Ui = (1− pi) · f(W ) + pi · f(W −D)− h(si). (4.1)

To simplify the exposition, we introduce the vulnerability of player i, vi = 1 − si and the
network vulnerability level v̄ = 1− s̄. Then, the expected utility of user i is:

Ui = (1− viv̄) · f(W ) + viv̄ · f(W −D)− g(vi), (4.2)
where g(vi) = h(1−vi). This gives us: g′ ≤ 0, g′′ ≥ 0, and g(1) = 0, g′(1) = 0 and g(0) = ∞.
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4.2.1 Social Optimum

We de�ne the social optimum as a level at which aggregate user utility is maximized. In
Appendix, we show that the socially optimal security level is identical for all users: vi = v.
Then, v̄ = v, and from (4.2), we have:

U soc = (1− v2) · f(W ) + v2 · f(W −D)− g(v). (4.3)
In any social optimum, ∂Usoc

∂v
= 0, from which we have:

2vsoc [f(W )− f(W −D)] = −g′(vsoc), (4.4)
and since ∂2Usoc

∂v2 < 0, the socially optimal vulnerability level is unique.

4.2.2 Nash Equilibrium

We assume that all parameters are known to users. As discussed above, a user takes
the network vulnerability v̄ as given and chooses his vulnerability vi to maximize his utility
given by (4.2). Taking the partial derivative of (4.2) with respect to vi, and equating to zero,
∂Ui

∂vi
= 0, we obtain:

v̄ [f(W )− f(W −D)] = −g′(vi). (4.5)
From the properties of the function g, the solution of equation (4.5) is unique, from which
vulnerability choice is identical for all users. Hence, in equilibrium, all users have identical
security (vulnerability) level, which we denote by v∗. Then, v̄ = v∗ and the following holds:

v∗ [f(W )− f(W −D)] = −g′(v∗). (4.6)
As in the case of social optimum, equilibrium vulnerability level is unique. Thus, in equi-
librium, user security investments are identical and positive. Optimal investment increases
when the damage D increases relative to wealth W . From (4.2) and (4.6), the equilibrium
expected utility is:

U∗ = f(W ) + v∗g′(v∗)− g(v∗). (4.7)

Comparing (4.4) and (4.6), we observe that since the LHS in (4.4) grows twice as fast as
in (4.6) (see Fig. 4.1), we must have the following proposition:

Proposition 4.2.1 Individually optimal user security is strictly positive, and it is strictly

lower than the socially optimal one (vsoc < v∗ or ssoc > s∗).

The expected per user loss due to network insecurity is:
(v∗)2D,

which is higher than the expected per user loss in the social optimum: (vsoc)2D. Thus, in
our model, users under-invest in security relative to a socially optimal level and this negative
externality results in higher losses to society. In the next section, we will add competitive
cyber-insurers to our base model and study how the presence of cyber-insurer a�ects network
security.
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Figure 4.1. Nash Equilibrium Vs Social Optimum

4.3 Insurance
Equilibrium is de�ned in a way similar to [76], where insurance equilibrium is examined

in the markets with adverse selection. Each insurer o�ers a single insurance contract in a
class of admissible contracts, or does nothing. A Nash equilibrium is de�ned as a set of
admissible contracts such that: i) all contracts o�ered at least break even; ii) taking as given
the contracts o�ered by incumbent insurers (those o�ering contracts) there is no additional
contract which an entrant-insurer (one not o�ering a contract) can o�er and make a strictly
positive pro�t; and iii) taking as given the set of contracts o�ered by other incumbent
insurers, no incumbent can increase its pro�ts by altering his o�ered contract.

The literature referred to such contracts as �competitive,� because entry and exit are
free, and because no barrier to entry or scale economies are present. Thus, we will consider
insurance �rms (insurers), who are risk neutral and compete with each other. In addition to
these equilibrium conditions, we assume that individual insurers cannot a�ect the network
vulnerability, and thus, take it as given.

Let ρ be the premium charged to a user and L be the amount of loss covered by the
insurer. Let user vulnerability be v and network vulnerability be v̄. The user pays the
premium both when he is attacked and when he is not, but is covered a loss L when the
attack occurs successfully. Thus, with probability vv̄, the user is successfully attacked and
receives utility

[
f(W −D + L− ρ)− g(v)

]
and with probability (1− vv̄), he obtains utility[

f(W − ρ)− g(v)
]
. Denoting U(v, v̄, ρ, L) as the corresponding expected user utility,

U(v, v̄, ρ, L) = (1− vv̄) · f(W̃ ) + vv̄ · f(W̃ − D̃)− g(v), (4.8)

where
W̃ = W − ρ and D̃ = D − L.

The utility in (4.8) coincides with the no-insurance case if ρ = 0, L = 0. When v is identical
for all users, we have v̄ = v, and:

U(v, v, ρ, L) = (1− v2) · f(W̃ ) + v2 · f(W̃ − D̃)− g(v). (4.9)
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4.3.1 Non-contractible User Security

In this subsection, we assume that insurers do not know, and have no control over user
security level. This occurs when it is impossible (too costly) for the insurers to monitor the
users' vulnerability v. Hence, the contract o�ered by an insurer will be of the form (ρ, L), i.e.,
the insurer sets the premium and the amount of coverage, and stipulates that no additional
coverage can be purchased.

Note that the user is free to choose his required vulnerability here. Hence, users will
choose the vulnerability level to maximize their utility, given the network security level.
Thus, in the presence of competitive insurers, users choose which contract to buy, if any,
and the corresponding vulnerability that maximizes their utility. In equilibrium, no user
wishes to deviate from his equilibrium contract to any other contract or to not buying any
insurance. We denote the equilibrium values in this non-contractible security case by the
superscript †.

Social Planner

We assume that the social planner's objective is to maximize aggregate user utility with
the constraint that the equilibrium contracts must not be loss-making. When social planner
o�ers some contract(s), the users optimal choices could be described as if they play a game
as in Section 4.2.2, but with wealth W̃ = W − ρ and damage D̃ = D − L. In Appendix, we
show that a social planner will o�er a single contract (ρ, L) only. Then, user optimal choice
is given by (4.6):

v†soc
[
f(W̃ )− f(W̃ − D̃)

]
= −g′(v†soc). (4.10)

To maximize aggregate user utility, the social planner's contract must solve the following
optimization problem:

max
ρ,L

U(v†soc, v†soc, ρ, L),

subject to (4.10) and budget constraint ρ − (v†soc)2L ≥ 0. In Appendix, we show that all
users buy this insurance. No user deviates to not buying, when other users have bought the
insurance.

With the insurance provided by a social planner, user utility is higher, but, the vulnera-
bility v†soc is also higher than in the no-insurance Nash equilibrium:

v†soc > v∗. (4.11)

Competitive Insurance

Insurers o�er contracts (ρ, L), and users maximize their utility by choosing the contracts
and a corresponding preferred security levels, given the network security. In Appendix, we
show that in any equilibrium, the following proposition holds:
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Proposition 4.3.1 With competitive insurers present, and non-contractible user security,

in equilibrium, the security is always worse than the security in the no-insurance Nash equi-

librium (v̄† > v∗ or s̄† < s∗).

Thus, we demonstrated that although insurers may allow users to reach a higher utility,
the network security is strictly lower with insurers. The favorable e�ect of insurers on user
utility is not free of cost for the society. The presence of insurers negatively impacts network
security level, which increase the losses from network insecurity. Expected per user loss due
to the insurers' presence increases relative to the no-insurance Nash equilibrium by ∆† given
by:

∆† =
[
(v̄†)2 − (v∗)2

]
D.

This is what one expects when insurers cannot monitor user security level. Since user risk
is covered, users tend to under-invest in security. Next, we study the case where the insurer
has perfect information about, and can perfectly enforce the security of his insured users.

4.3.2 Contractible User Security

Here, we assume that the insurers can monitor their insured users' vulnerability v at zero
cost. Thus, we permit the contracts that specify user's required v. Let (v, ρ, L) be a contract
that sets the premium ρ, the coverage L, and requires user vulnerability to be at most v. We
denote the equilibrium values in this contractible security case by the superscript ‡.

Social Planner

We assume that the social planner's objective is to maximize aggregate user utility with
the constraint that the equilibrium contracts must not be loss-making. In Appendix, we
demonstrate that the social planner o�ers a single contract (v, ρ, L) only. Thus, v̄ = v, and
to maximize total utility, the contract o�ered by the social planner must be a solution to
the following optimization problem:

max
v,ρ,L

U(v, v, ρ, L), s.t. v2L ≤ ρ.

In Appendix, we show that the solution (v‡soc, ρ‡soc, L‡soc) is unique and satis�es:

(v‡soc)2L‡soc = ρ‡soc

L‡soc = D

2v‡socDf ′(W − (v‡soc)2D) = −g′(v‡soc). (4.12)

Thus, the optimal contract makes no pro�t and o�ers full coverage. The social planner choice
v‡soc is given by (4.12).
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Competitive Insurance

In this case, insurers o�er contracts (v, ρ, L). In equilibrium, if the network vulnerability
is v̄, then all equilibrium contracts must yield equal utility U(v, v̄, ρ, L) for the user. If
there exists a contract (v, ρ, L) that an insurer can o�er and improve this user utility, it is
preferred by the users and users will deviate and buy that contract. Hence, in equilibrium,
the contracts chosen by the insurers must maximize U(v, v̄, ρ, L). In Appendix, we prove the
following proposition:

Proposition 4.3.2 With competitive insurers present, and security level contractible, in

equilibrium, pro�ts are zero (v‡2L‡ = ρ‡), and full coverage is o�ered (L‡ = D). The

equilibrium contract is unique and in this equilibrium, the security is always worse than what

will be chosen with a socially optimum insurance (v‡ > v‡soc). Also, compared to the no-

insurance equilibrium, security is worse (v‡ > v∗) except when the damage D is a small

fraction of the wealth W . Users are strictly better o� with insurers than when no insurers

are present (U ‡ > U∗).

When security level is observable by the insurers, insurer presence allows to improve user
welfare, but not necessarily the network security. Unless the damage is a small fraction of
the wealth, with cyber-insurance, expected per user loss from network insecurity increases
compared to the no-insurance Nash equilibrium by ∆‡, where:

∆‡ =
[
(v̄‡)2 − (v∗)2

]
D.

Thus, for a signi�cant range of parameters, the losses to society may increase when insurance
is available.

4.4 Discussion
Our basic model captures the e�ects of interdependent security on network security. It

highlights the incentive misalignment for end-user security investments, and captures a well
known gap between individually and socially optimal user incentives for security (free-riding
e�ect). We use this model to investigate the e�ects of the presence of competitive cyber-
insurance on user utility and network security level.

We consider competitive cyber-insurance under two cases - one in which information
asymmetry between the insurer and the user is present and the other in which it is absent.
When this information asymmetry is present, the insurer is unable to observe and hence
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enforce any contract based on the user security level. Thus, we consider the two extreme
cases (worst and best respectively) for cyber-insurance under the current network structure.
We expect a real-life cyber-insurance to be intermediate between the two, re�ecting the
fact that cyber-insurers may have some information about user vulnerability but may not
know/monitor user security level perfectly.

When information asymmetry is present, we show that the moral hazard problem becomes
relevant. Here, users are insured and their risks are covered. In the contract, no conditions
are imposed on user security, because even if they were, they cannot be enforced. In this
case, users tend to further under-invest in security and the network security worsens in the
presence of cyber-insurers, as is expected in a standard model [76]. Though the total user
utility of the network has increased due to user risk being covered, the total damages (costs)
to society have increased due to the lower security levels.

When no information asymmetry is present between users and insurers, we show that
competitive cyber-insurers cover the entire user damage. However, even in this case, due to
competitive pressures, in equilibrium, these insurers choose a security level that is lower than
the socially optimum level. In this case, cyber-insurers free-ride on the security levels of their
competitors which brings down the network security level. In fact, for a signi�cant range
of parameters, the network security level is lower than the security level without insurance.
Thus, again, though user utility goes up, the total damages to society may increase.

Note that in the second case, there is no information asymmetry between the insurers
and the users. However, there is still ine�ciency of insurer action. Indeed, in our model,
insurers cannot engage in an enforceable contract which would state the required security
level for their o�ered contracts. With such a contract, insurers could have reached a better
equilibrium, but this is unlikely because without an enforceable agreement, it is individually
rational for each user to deviate and attract more users by o�ering a lax user contract.

Our assumption of identical users is simplistic, and does not hold in the actual Internet.
But, adding user and insurer heterogeneity to our setting only increases informational asym-
metries. When insurers could separate users of di�erent types, our results should continue
to hold for every user sub-type present in a heterogeneous environment. When insurers are
unable to distinguish between users with di�erent types, missing markets are likely, as [76]
demonstrate. And, the presence of di�erent insurer types brings adverse selection problems,
such as the �lemon problem� [5], also leading to missing markets.

To conclude, we suggest that, for cyber-insurance to be an e�ective tool for improvement
of network security, we need to solve two problems, not one. The traditional information
asymmetry between insurers and users may be tackled by better monitoring and enforcing
security best practices (via software certi�cation techniques, for example). However, the
free-riding between insurers also needs to be resolved. One way this may be achieved is via
a mandate on the required user security in insurance contracts.
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4.5 Conclusion
In this chapter, we investigate the e�ects of competitive cyber-insurers on network se-

curity and welfare. We highlight the impact of asymmetric information in the presence of
network externalities and address the e�ects of interdependent security on the market for
cyber-risks. The existing literature attributes cyber-insurance a signi�cant role in cyber-risk
management; it especially emphasizes positive e�ects of cyber-insurance market on security
incentives. We �nd that, on reverse, the presence of competitive cyber-insurers, in general,
weakens user incentives to improve security.

Though insurance improves the utility for risk-averse users, it does not serve as an incen-
tive device for improving security practices. Indeed, insurance is a tool for risk management
and redistribution, not necessarily a tool for risk reduction. To sum up, we argue that a
combination of interdependent security and information asymmetries hinder cyber-insurance
from performing the function of a catalyst for improvement of network security.

Appendix

Social Optimum with No Insurance

In the social optimum, the goal is to maximize aggregate user utility given by

Uagg =
∑

i=1...N

[(1− viv̄)f(W ) + viv̄f(W −D)− g(vi)],

where v̄ =

∑
i=1...N

vi

N
. To optimize this expression, we take the partial derivative w.r.t. vj for

some j ∈ 1, . . . , N and equate to zero:

∂Uagg

∂vj

= 0

∑
i=1...N

[ vi

N
{f(W −D)− f(W )}

]
+ v̄{f(W −D)− f(W )} − g′(vj) = 0

2v̄{f(W )− f(W −D)} = −g′(vj). (4.13)

Since (4.13) is identical for all j, all users must be assigned an identical vulnerability to
maximize the aggregate utility.
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Proposition 4.3.1

Social Planner

First, we show that the social planner will o�er a single contract in equilibrium only.
Assume the reverse, and let there exist an equilibrium with network security v̄, and at least
two equilibrium contracts (ρ1, L1) and (ρ2, L2). Without loss of generality, let v1 > v̄ > v2.

Then, for any user with contract (ρ1, L1) optimal v1 is the same as in the base model
with W̃1 = W − ρ1 and D̃1 = D − L1, and thus v1 is identical for all users with contract
(ρ1, L1) and is given from (4.5):

v̄
[
f(W̃1)− f(W̃1 − D̃1)

]
= −g′(v1). (4.14)

Using (4.5), all these users' utility U1 can be written as

U1 = f(W̃1) + v1g
′(v1)− g(v1), (4.15)

Similarly, for all users with contract (ρ2, L2) we have:

U2 = f(W̃2) + v2g
′(v2)− g(v2).

Taking the derivative of vg′(v)− g(v) w.r.t. v, we get

g′(v)− g′(v) + vg′′ = vg′′ ≥ 0, (4.16)

which implies that vg′(v)− g(v) increases with v.
Now, consider instead a single contract (ρ, L1) such that optimal user vulnerability in

the base model with W̃ = W − ρ and D̃1 = D − L1 is v1, i.e., from (4.6),

v1

[
f(W̃ )− f(W̃ − D̃1)

]
= −g′(v1). (4.17)

Comparing the LHS of (4.14) and (4.17), we infer that, since v1 > v̄, W̃ > W̃1 and hence
ρ < ρ1. Comparing the user utility with this single contract (ρ, L1) with (4.15), we have

U = f(W − ρ) + v1g
′(v1)− g(v1) > U1 = U2,

since ρ < ρ1. Thus, this single contract (ρ, L1) permits the social planner to achieve higher
user utility and will be preferred to the two contracts (ρ1, L1) and (ρ2, L2). Hence, we have
proven that only a single contract will be o�ered in the social planner optimum.

Second, we demonstrate that the network vulnerability with the optimal contract
(ρ†soc, L†soc) is higher than in the no-insurance Nash equilibrium, i.e., v†soc ≥ v∗. We know
that U †soc must be higher than U∗ since U∗ can always be reached by the planner o�ering
the contract (ρ, L) = (0, 0) :

U †soc ≥ U∗.
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Next, for any contract (ρ, L) with optimal vulnerability v, similar to (4.15), the user's utility
can be written as

U = f(W − ρ) + vg′(v)− g(v). (4.18)
From ρ > 0, the monotonicity of vg′−g from (4.16), (4.18) and (4.7), we infer that U †soc ≥ U∗

holds only if
v†soc > v∗.

Last, we show that all users purchase this insurance. If a user i deviates to no-insurance,
she obtains U(vi, v

†soc, 0, 0), which is highest for vi = ṽ determined from ∂U(vi,v
†soc,0,0)

∂vi
= 0,

which gives:
v†soc [f(W )− f(W −D)] = −g′(ṽ). (4.19)

Since v†soc ≥ v∗, comparing the LHS of (4.19) and (4.6), we have

ṽ ≤ v∗ ≤ v†soc.

Next, we write U(ṽ, v†soc, 0, 0) using (4.19):

U(ṽ, v†soc, 0, 0) = f(W ) + ṽg′(ṽ)− g(ṽ). (4.20)

Comparing with (4.7) using the monotonicity of vg′− g derived in (4.16), we conclude that,
since ṽ ≤ v∗, the user utility from deviation U(ṽ, v†soc, 0, 0) must be lower than U∗. Therefore,

U(ṽ, v†soc, 0, 0) ≤ U∗ ≤ U †soc,

giving us the required result that no user will deviate and not buy insurance.

Competitive Insurers

In the case of competing insurers, there may exist multiple contracts in equilibrium.
However, the resulting network vulnerability v̄† will not be lower than the vulnerability in
the Nash equilibrium v∗. Indeed, assume the reverse: v̄† < v∗. Let (ρ1, L1) be some contract
adopted by a non-zero fraction of users in this equilibrium.

From (4.5), replacing W by W̃1 = W − ρ1 and D by D̃1 = D − L1, we get an expression
for the vulnerability v1 chosen by users who adopt the contract (ρ1, L1):

v̄†
[
f(W̃1)− f(W̃1 − D̃1)

]
= −g′(v1). (4.21)

Note that ρ1 ≤ L1, i.e., the premium must be lower than the coverage, else deviating from this
contract to no-insurance gives higher utility to the users. Hence,

[
f(W̃1)− f(W̃1 − D̃1)

]
≤

[f(W )− f(W −D)].
From our assumption that v̄† ≤ v∗, we observe that the LHS of (4.21) is lesser than the

LHS of (4.6) which implies that v1 ≥ v∗. (See Fig. 4.2(b).) However, the choice of (ρ1, L1)
was arbitrary among all the contracts in equilibrium. Hence, the user adopting any contract
in equilibrium will choose vulnerability not lower than v∗. This gives us v̄† ≥ v∗, which
contradicts our assumption. Hence, v̄† ≥ v∗ in the competitive equilibrium as well.
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Figure 4.2. Competitive Non-contractible Insurance

Proposition 4.3.2

Social Planner

First, we show that a social planner will o�er a single contract in equilibrium only.
Indeed, assume the reverse. Let the social planner o�er two contracts (The proof for more
contracts is similar.) (v1, ρ1, L1) and (v2, ρ2, L2) to a fraction α and (1−α) of the population
respectively. Thus,

v̄ = αv1 + (1− α)v2.

From the budget constraint, we have

αρ1 + (1− α)ρ2 ≥ αv1v̄L1 + (1− α)v2v̄L2.

From (4.8), we observe that the contracts with L1 = L2 = D o�er users a higher utility.
Hence, we will only focus on the contracts (v1, ρ1, D) and (v2, ρ2, D) for the rest of the proof.
In this case, the budget constraint becomes

αρ1 + (1− α)ρ2 ≥ αv1v̄D + (1− α)v2v̄D = v̄2D. (4.22)

From (4.8), the aggregate utility with the contracts (v1, ρ1, D) and (v2, ρ2, D) will be:

Uagg = α[f(W − ρ1)− g(v1)] + (1− α)[f(W − ρ2)− g(v2)].

Since both f and (−g) are concave functions (and f ′ > 0),

Uagg < f(W − {αρ1 + (1− α)ρ2})− g(v̄)

≤ f(W − v̄2D)− g(v̄),

where the second inequality comes from (4.22).
f(W − v̄2D)− g(v̄) is the utility obtained from the contract (v̄, v̄2D, D). Hence, there exists
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the single contract (v̄, v̄2D, D) which always provides a higher aggregate user utility than all
contracts (v1, ρ1, L1) and (v2, ρ2, L2).

Thus, the social planner o�ers only a single contract. This contract must be a solution
to the following optimization problem:

max
v,ρ,L

U(v, v, ρ, L)

s.t. v2L ≤ ρ and v ≤ 1.

Next, we write the Lagrangian:

LAN = U(v, v, ρ, L)− λ1(v
2L− ρ)− λ2(v − 1).

Let W̃ = W − ρ and D̃ = D − L. Taking the derivatives of LAN w.r.t. v, L and ρ and
equating to 0 gives us the following equations.

∂LAN

∂v
=

∂U(v, v, ρ, L)

∂v
− 2λ1vL− λ2 = 0,

[
−2v(f(W̃ )− f(W̃ − D̃)− g′(v)

]
− 2λ1vL− λ2 = 0. (4.23)

∂LAN

∂L
=

∂U(v, v, ρ, L)

∂L
− λ1v

2 = 0,

v2f ′(W̃ − D̃)− λ1v
2 = 0. (4.24)

∂LAN

∂ρ
=

∂U(v, v, ρ, L)

∂ρ
+ λ1 = 0,

−v2f ′(W̃ − D̃)− (1− v2)f ′(W̃ ) + λ1 = 0. (4.25)

Further, from complementary slackness, we have

λ1(v
2L− ρ) = 0, (4.26)

and λ2(v − 1) = 0. (4.27)

Note that v 6= 0, since that would require in�nite security costs for the users. Hence, from
(4.24), we conclude that λ1 = f ′(W̃ − D̃) > 0 and thus, constraint (4.26) binds:

v2L = ρ. (4.28)

Equating λ1 from (4.24) and (4.25), we obtain:

f ′(W̃ − D̃) = v2f ′(W̃ − D̃) + (1− v2)f ′(W̃ ). (4.29)

Note that v 6= 1 because g′(1) = 0 and even a tiny decrease in v increases the expected
bene�t without increasing costs. Thus, from (4.29),

L = D. (4.30)
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Next, we can substitute (4.28) and (4.30) into (4.24) to get λ1 = f ′(W −v2D). Also, λ2 = 0,
since v < 1. Substituting λ1, λ2, (4.28) and (4.30) into (4.23), we get

−g′(v) = 2vDf ′(W − v2D). (4.31)

Since the LHS is monotone decreasing while the RHS is monotone increasing, v‡soc(< 1) is
the unique solution to (4.31).

With L = D, and ρ = v2D user utility at any v can be expressed as

U(v, v, v2D, D) = f(W − v2D)− g(v).

Maximum utility is reached at dU(v)
dv

= 0:

−2vDf ′(W − v2D)− g′(v) = 0, (4.32)

and maximum is unique, because d2U(v)
dv2 < 0:

4v2D2f ′′(W − v2D)− 2Df ′(W − v2D)− g′′(v) < 0,

due to the properties of the functions f and g. Thus, there exists a unique social planner's
optimum contract.

Competitive Insurers

First, we notice that in any equilibrium, due to competition, for any insurer, pro�t is
zero, i.e. ρ = vv̄L for any equilibrium contract (v, ρ, L). If ρ > vv̄L, some entrant insurer
could o�er a contract (v, ρ̃, L) s.t. ρ > ρ̃ > vv̄L. From (4.8), the contract with a lower
premium and same L, v and v̄ improves user utility.

Second, full coverage, i.e. L = D will be o�ered due to competition. Indeed, the contract
(v, vv̄D, D) o�ers users the highest utility. To see this, consider the family of contracts
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(v, vv̄L, L) for L ≤ D. From (4.9), the utility U(v, v̄, vv̄L, L) will be (1 − p)f(W − pL) +
pf(W − pL−D + L)− g(v), where p = vv̄. Di�erentiating w.r.t. L, and equating to 0, we
get

p(1− p)f ′(W − pL) = p(1− p)f(W − pL−D + L).

If p 6= 0 or 1, then L = D, which gives the required result. Henceforth, we restrict our
analysis to contracts (v, vv̄D,D) only.

Third, in any equilibrium, user utility from deviation to no-insurance gives user a strictly
lower utility. Indeed, assume the reverse. Consider a contract (v1, v1v̄D, D) that has a non-
zero number of users adopting it in equilibrium. If a customer of this contract prefers to
deviate to vi with no insurance, then his utility without insurance must be greater than the
utility with insurance contract, i.e., U(vi, v̄, 0, 0) ≥ U(v1, v̄, v1v̄D,D). Consider an entrant
insurer who o�ers a contract (vi, viv̄D,D) (full coverage at actuarially fair price). Adopting
this contract improves user utility, which con�icts our equilibrium assumptions. Therefore,
the utility from deviation to no-contract must be strictly lower than with a contract, and
thus, all users strictly prefer to buy insurance.

Fourth, we prove that equilibrium contract is unique. Consider an equilibrium with
network security v̄. An entrant insurer could o�er a contract (ṽ, ṽv̄D, D) that maximizes
U(ṽ, v̄, ṽv̄D,D) = f(W − ṽv̄D) − g(ṽ). To determine ṽ at which user utility is the highest
we di�erentiate

∂

∂ṽ
U(ṽ, v̄, ṽv̄D,D) =

∂

∂ṽ

(
f(W − ṽv̄D)− g(ṽ)

)
= 0,

f ′(W − ṽv̄D)(−v̄D)− g′(ṽ) = 0,

and since the second derivative is always negative:

f ′′(W − ṽv̄D)(v̄D)2 − g′′(ṽ) < 0,

user utility reaches its maximum at a single point ṽ only, which is exactly the contract o�ered
in equilibrium. Thus, we have ṽ = v̄ = v†, and in any equilibrium, all users buy an identical
contract (v‡, (v‡)2D, D), determined from

−g′(v‡) = v‡Df ′(W − (v‡)2D). (4.33)

The unique v‡ is strictly less than 1 since f ′(W − D) > 0. (If f ′(W − D) = 0, then
f(W ) = f(W − D) and insurance does not improve user utility and is hence redundant.)
Since the RHS of (4.31) is twice the RHS of (4.33), we conclude that v‡ ≥ v‡soc, i.e., the
equilibrium security under competitive insurers is worse than under a social planner.

Next, we determine how v‡ compares to v∗. We rewrite (4.33) as

−g′(v‡)
v‡

= Df ′(W − (v‡)2D), (4.34)

and compare with the Nash equilibrium by rewriting (4.6) as:
−g′(v∗)

v∗
= f(W )− f(W −D). (4.35)
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Note that, from f ′′ ≤ 0, we have f ′(W ) ≤ f(W )−f(W−D)
D

≤ f ′(W − D). Also, f ′(W − v2D)

is an increasing function of v, and −g′(v)
v

is decreasing. Hence, if Df ′(W − v∗2D) < f(W )−
f(W −D) then v‡ > v∗ else v‡ ≤ v∗. Thus, if the marginal bene�t from full coverage o�ered
at v∗ is lower than the average loss of bene�t per unit damage, insurance does not improve
the security level.

Figure 4.3 depicts the solution of (4.34). From the �gure, it is clear that only when D
becomes small, the network security level in the equilibrium with insurers exceeds security
level of no-insurance equilibrium. Note that when D is small, v∗ is also large. Thus, compet-
itive insurers improve network security only when equilibrium vulnerability in no-insurance
equilibrium is high.
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