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Abstract

Erasure Coding for Big-data Systems: Theory and Practice

by

Rashmi Korlakai Vinayak

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Kannan Ramchandran, Chair

Big-data systems enable storage and analysis of massive amounts of data, and are fuel-

ing the data revolution that is impacting almost all walks of human endeavor today. The

foundation of any big-data system is a large-scale, distributed, data storage system. These

storage systems are typically built out of inexpensive and unreliable commodity components,

which in conjunction with numerous other operational glitches make unavailability events

the norm rather than the exception.

In order to ensure data durability and service reliability, data needs to be stored redun-

dantly. While the traditional approach towards this objective is to store multiple replicas

of the data, today’s unprecedented data growth rates mandate more efficient alternatives.

Coding theory, and erasure coding in particular, offers a compelling alternative by making

optimal use of the storage space. For this reason, many data-center scale distributed stor-

age systems are beginning to deploy erasure coding instead of replication. This paradigm

shift has opened up exciting new challenges and opportunities both on the theoretical as

well as the system design fronts. Broadly, this thesis addresses some of these challenges and

opportunities by contributing in the following two areas:

• Resource-efficient distributed storage codes and systems: Although traditional

erasure codes optimize the usage of storage space, they result in a significant increase in

the consumption of other important cluster resources such as the network bandwidth,

input-output operations on the storage devices (I/O), and computing resources (CPU).

This thesis considers the problem of constructing codes, and designing and building

storage systems, that reduce the usage of I/O, network, and CPU resources while not

compromising on storage efficiency.
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• New avenues for erasure coding in big-data systems: In big-data systems,

the usage of erasure codes has largely been limited to disk-based storage systems,

and furthermore, primarily towards achieving space-efficient fault tolerance—in other

words, to durably store “cold” (less-frequently accessed) data. This thesis takes a step

forward in exploring new avenues for erasure coding—in particular for “hot” (more-

frequently accessed) data—by showing how erasure coding can be employed to improve

load balancing, and to reduce the (median and tail) latencies in data-intensive cluster

caches.

An overarching goal of this thesis is to bridge theory and practice. Towards this goal, we

present new code constructions and techniques that possess attractive theoretical guarantees.

We also design and build systems that employ the proposed codes and techniques. These

systems exhibit significant benefits over the state-of-the-art in evaluations that we perform

in real-world settings, and are also slated to be a part of the next release of Apache Hadoop.
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Chapter 1

Introduction

We are now living in the age of big data. People, enterprises and “smart” things are gener-

ating enormous amounts of digital data; and the insights derived from this data have shown

the potential to impact almost all aspects of human endeavor from science and technology

to commerce and governance. This data revolution is being enabled by so-called “big-data

systems”, which make it possible to store and analyze massive amounts of data.

With the advent of big data, there has been a paradigm shift in the way computing infras-

tructure is evolving: cheap, failure-prone, moderately-powerful commodity components are

being extensively employed in building warehouse-scale distributed computing infrastructure

in contrast to the paradigm of high-end supercomputers which are built out of expensive,

highly reliable, and powerful components. A typical big-data system comprises a distributed

storage layer which allows one to store and access enormous amounts of data, an execution

layer which orchestrates execution of tasks and manages the run-time environment, and an

application layer comprising of various applications which allows users to manipulate and

analyze data. Thus, the distributed storage layer forms the foundation on which big-data

systems function, and this layer will be the focus of the thesis.

In a distributed storage system, data is stored using a distributed file system (DFS)

that spreads data across a cluster consisting of hundreds to thousands of servers connected

through a networking infrastructure. Such clusters are typically built out of commodity

components, and failures are the norm rather than the exception in their day-to-day opera-

tion [37, 54]. 1 There are numerous sources of malfunctioning that can lead to data becoming

unavailable from time-to-time, such as hardware failures, software bugs, maintenance shut-

downs, power failures, issues in networking components etc. In the face of such incessant

1We will present our measurements on unavailability events from Facebook’s data warehouse cluster in
production in Chapter 3.
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unavailability events, it is the responsibility of the DFS to ensure that the data is stored in a

reliable and durable fashion. Equally important is its responsibility to ensure that the per-

formance guarantees in terms of latencies (both median and tail latencies) are met. 2 Hence

the DFS has to ensure that any requested data is available to be accessed without much

delay. In order to meet these objectives, distributed file systems store data redundantly,

monitor the system to keep track of unavailable data, and recover the unavailable data to

maintain the targeted redundancy level.

A typical approach for introducing redundancy in distributed storage systems has been

to replicate the data [56, 156], that is, to store multiple copies of the data on distinct servers

spread across different failure domains. While the simplicity of the replication strategy is

appealing, the rapid growth in the amount of data needing to be stored has made storing

multiple copies of the data an expensive solution. The volume of data needing to be stored

is growing at a rapid rate, surpassing the efficiency rate corresponding to Moore’s law for

storage devices. Thus, in spite of the continuing decline in the cost of storage devices,

replication is too extravagant a solution for large-scale storage systems.

Coding theory (and erasure coding specifically) offers an attractive alternative for in-

troducing redundancy by making more efficient use of the storage space in providing fault

tolerance. For this reason, large-scale distributed storage systems are increasingly turning

towards erasure coding, with traditional Reed-Solomon (RS) codes being the popular choice.

For instance, Facebook HDFS [65], Google Colossus [34], and several other systems [178, 145]

employ RS codes. RS codes make optimal use of storage resources in the system for pro-

viding fault tolerance. This property makes RS codes appealing for large-scale, distributed

storage systems where storage capacity is a critical resource.

Under traditional erasure codes such as RS codes, redundancy is introduced in the follow-

ing manner: A file to be stored is divided into equal-sized units. These units are grouped into

sets of k each, and for each such set of k units, r parity units (which are some mathematical

functions of the k original units) are computed. The set of these (k + r) units constitute

a stripe. The data and parity units belonging to a stripe are placed on different servers,

typically chosen from different failure domains. The parity units possess the property that

any k out the (k + r) units in a stripe suffice to recover the original data. Thus, failure of

any r units in a stripe can be tolerated without any data loss.

Broadly, this thesis derives its motivation from the following two considerations:

• Although traditional erasure codes optimize the usage of storage space, they result

in a significant increase in the usage of other important cluster resources such as the

2Such guarantees are typically termed as service level agreements (SLAs).
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network bandwidth, the input-output operations on the storage devices (I/O), and the

computing resources (CPU): in large-scale distributed storage systems, operations to

recover unavailable data are almost constantly running in the background. Since there

are no replicas in an erasure-coded system, a reconstruction operation necessitates

reading and downloading data from several other units from the stripe. This results

in significant amount of I/O and network transfers. Further, the encoding/decoding

operations increase the usage of computational resources. In this thesis, we will consider

the problem of constructing codes, and designing and building storage systems that

reduce the usage of network, I/O, and CPU resources while not compromising on

storage efficiency.

• In big-data systems, the usage of erasure codes has been largely limited to disk-based

storage systems and primarily towards achieving fault tolerance in a space-efficient

manner. This is identical to how erasure codes are employed in communication channels

for reliably transmitting bits at the highest possible bit rate. Given the complexity of

big-data systems and the myriad metrics of interest, erasure coding has the potential

to impact big-data systems beyond the realm of disk-based storage systems and for

goals beyond just fault tolerance. This potential has largely been unexplored. This

thesis takes a step forward in exploring new avenues for erasure coding by showing

how they can be employed to improve load balancing, and to reduce the median and

tail latencies in data-intensive cluster caches.

1.1 Thesis goals and contributions

The goals of this thesis are three fold:

1. Construct practical distributed-storage-codes that optimize various system resources

such as storage, I/O, network and CPU.

2. Design and build distributed storage systems that employ these new code constructions

in order to translate their promised theoretical gains to gains in real-world systems.

3. Explore new avenues for the applicability of erasure codes in big-data systems (beyond

fault tolerance and beyond disk-based storage), and design and build systems that

validate the performance benefits that codes can realize in these new settings.

An overarching objective of this thesis is to bridge theory and practice. Towards this

objective and the aforementioned goals, this thesis makes the following contributions:
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• We present our measurements from Facebook’s data warehouse cluster in production,

focusing on important relevant attributes related to erasure coding such as statistics

related to data unavailability in the cluster and how erasure coding impacts resource

consumption in the cluster. This provides an insight into how large-scale distributed

storage systems in production are employing traditional erasure codes. The measure-

ments presented also serve as a concrete, real-world example motivating the work on

optimizing resource consumption in erasure-coded distributed storage systems.

• We present a new framework for constructing distributed storage codes, which we call

the piggybacking framework, that offers a rich design space for constructing storage

codes optimizing for I/O and network usage while retaining the storage efficiency of-

fered by RS codes. We illustrate the power of this framework by constructing explicit

storage codes that feature the minimum usage of I/O and network bandwidth among

all existing solutions among three classes of codes. One of these classes addresses the

constraints arising out of system considerations in big-data systems, thus leading to

a practical code construction easily deployable in real-world systems. In addition, we

show how the piggybacking framework can be employed to enable efficient reconstruc-

tion of the parity units in existing codes that were originally designed to address the

reconstruction of only the data units.

• We present Hitchhiker, a resource-efficient erasure-coded storage system that reduces

both network and disk traffic during reconstruction by 25% to 45% without requiring

any additional storage and maintaining the same level of fault-tolerance as RS-based

systems. Hitchhiker accomplishes this with the aid of the following two components:

(i) an erasure code built on top of RS codes using the Piggybacking framework, (ii) a

disk layout (or data placement) technique that translates the savings in network traffic

offered by the code to savings in disk traffic (and disk seeks) as well. The proposed

data-placement technique for reducing the number of seeks is applicable in general to

a broad class of storage codes, and is therefore of independent intellectual interest.

We implement Hitchhiker on top of the Hadoop Distributed File System, and evaluate

it on Facebook’s data warehouse cluster in production with real-time traffic showing

significant reduction in time taken to read data and perform computations during

reconstruction along with the reduction in network and disk traffic.

• We present erasure codes aimed at jointly optimizing the usage of storage, network, I/O

and CPU resources. First, we design erasure codes that are simultaneously optimal in

terms of I/O, storage, and network usage. Here, we present a transformation that can

be employed on existing classes of storage codes called minimum-storage-regenerating

codes [41] in order to optimize their usage of I/O while retaining their optimal usage of
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storage and network. Through evaluations on Amazon EC2, we show that our proposed

design results in a significant reduction in IOPS (that is, input-output operations

per second) during reconstructions: a 5× reduction for typical parameters. Second,

we show that optimizing I/O and CPU go hand-in-hand in these resource-efficient

distributed storage codes, by showing that the transformation that optimizes I/O also

sparsifies the code thereby reducing the computational complexity.

• In big-data systems, erasure codes have been primarily employed for reliably storing

“cold” (less-frequently accessed) data in a storage efficient manner. We explore how

erasure coding can be employed for improving performance in serving “hot” (more-

frequently accessed) data. Data-intensive clusters rely on in-memory object caching to

maximize the number of requests that can be served from memory in the presence of

popularity skew, background load imbalance, and server failures. For improved load-

balancing and reduced I/O latency, these caches typically employ selective replication,

where the number of cached replicas of an object is proportional to its popularity.

We show that erasure coding can be effectively employed to provide improved load-

balancing under skewed popularity, and to reduce both median and tail latencies in

cluster caches. We present EC-Cache, a load-balanced, high-performance cluster cache

that employs erasure coding as a critical component of its data-serving path. We

implement EC-Cache over Alluxio, a popular cluster cache, and through evaluations

on Amazon EC2, show that EC-Cache improves load balancing by a factor of 3.3×
and reduces the median and tail read latencies by more than 2×, while using the same

amount of memory. We also show that the benefits offered by EC-Cache are further

amplified in the presence of imbalance in the background network load.

1.2 Organization

The organization of the rest of the thesis is as follows.

Chapter 2 introduces the background and terminology that will be used in the upcoming

chapters. A high-level overview of the landscape of the related literature is also pro-

vided in this chapter. More extensive discussions on the related works in relation to

the contributions of this thesis are provided in the respective chapters.

Chapter 3 presents our measurements and observations from Facebook’s data warehouse

cluster in production focusing on various aspects related to erasure coding. This chap-

ter is based on joint work with Nihar Shah, Dikang Gu, Hairong Kuang, Dhruba
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Borthakur, and Kannan Ramchandran, and has been presented at USENIX HotStor-

age 2013 [129].

Chapter 4 presents the Piggybacking framework and code constructions based on this

framework. This chapter is based on joint work with Nihar Shah and Kannan Ram-

chandran. The results in this chapter have been presented in part at IEEE International

Symposium on Information Theory (ISIT) 2013 [126].

Chapter 5 changes gears from theory to systems and presents Hitchhiker and its evaluation

on Facebook’s data warehouse cluster. This chapter is based on joint work with Nihar

Shah, Dikang Gu, Hairong Kuang, Dhruba Borthakur, and Kannan Ramchandran,

and has been presented at ACM SIGCOMM 2014 [132].

Chapter 6 deals with constructing codes that jointly optimize storage, network, I/O and

CPU resources. This chapter is based on joint work with Preetum Nakkiran, Jingyan

Wang, Nihar B. Shah, and Kannan Ramchandran. The results in this chapter have

been presented in part at USENIX Conference File and Storage Technologies (FAST)

2015 [134] and in part at IEEE ISIT 2016 [103].

Chapter 7 presents EC-Cache, a cluster cache that employs erasure coding for load bal-

ancing and for reducing median and tail latencies. This chapter is based on joint work

with Mosharaf Chowdhury, Jack Kosaian, Ion Stoica, and Kannan Ramchandran. The

results in this chapter will be presented at the USENIX Symposium on Operating

Systems Design and Implementation (OSDI) 2016 [133].
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Chapter 2

Background and Related Work

In this chapter, we will first introduce the notation, terminology and some background

material that we will refer to in the upcoming chapters. We will then provide a high-level

overview of the landscape of the related literature. More extensive discussions on the related

works in relation to the contributions of this thesis are provided in the respective chapters.

2.1 Notation and terminology

We will start by presenting some notation and terminology. In this thesis, we will be dealing

with erasure codes in the context of computer systems, and hence we will start our intro-

duction to erasure coding from this context rather than from the context of classical coding

theory.

Erasure codes

In the systems context, erasure coding can be viewed as an operation that takes k units of

data and generates n = (k + r) units of data that are functions of the original k data units.

Typically, in the codes employed in storage systems, the first k of the resultant n units are

identical to the original k units. These units are called data units (or systematic) units. The

r additional units generated are called parity units. The parity units are some mathematical

functions of the data units, and thus contain redundant information associated with the data

units. This set of n = (k + r) units is called a stripe.

In the coding theory literature, an erasure code is associated to the two parameters n

and k introduced above, and a code is referred to as an (n, k) code. On the other hand,
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in the computer systems literature, an erasure code is identified with the two parameters k

and r introduced above, and a code is referred to as a (k, r) code. We will use both of these

notations, as appropriate.

The computations performed to obtain the parity units from the data units is based on

what is called finite-field-arithmetic. Such an arithmetic is defined over a set of elements

called a finite field. The defined arithmetic operations on the elements of a finite field result

in an element within the finite field. The number of elements in a finite field is referred to as

its size. A finite field of size q is denoted as Fq. Elements of Fq can be represented using bit

vector of length dlog2(q)e. In practice, the field size is usually chosen to be a power of two,

so that the elements of the field can be efficiently represented using bit vectors leading to

efficient implementations. In this thesis, we will not use any specific properties of the finite

fields, and for simplicity, the reader may choose to consider usual arithmetic without any

loss in comprehension.

Erasure coding in distributed storage systems

A file to be stored is first divided into equal-sized units that are also called as blocks. These

units are then grouped into sets of k each, and for each such set of k units r additional units

are computed using a (k, r) erasure code. The data and parity units belonging to a stripe

are placed on different servers (also referred as nodes), typically chosen from different failure

domains. In a distributed storage system, a node stores a large number of units belonging to

different stripes. Each stripe is conceptually independent and identical, and hence, without

loss of generality, we will typically consider only a single stripe. Given the focus on a single

stripe, with a slight abuse of terminology, we will at times (interchangeably) refer to an unit

as a node (since only one unit from a particular stripe will be stored on any given node).

Maximum-Distance-Separable (MDS) codes

If the erasure code employed is a Maximum-Distance-Separable (MDS) code [98], the storage

system will be optimal in utilizing the storage space for providing fault tolerance. Specifically,

under a (k, r) MDS code, each node stores a ( 1
k
)th fraction of the data, and has the property

that the entire data can be decoded from any k out of the n (= k+ r) nodes. Consequently,

such a code can tolerate the failure of any r of the n nodes without any data loss. A single

stripe of a (k = 4, r = 2) MDS code is depicted in Figure 2.1, where {a1, a2, a3, a4} are

the finite field elements corresponding to the data that is encoded. Observe that each node

stores 1
4

th
fraction of the total data, and all the data can be recovered from the data stored
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Unit 1

Unit 2

Unit 3

Unit 4

Unit 5

Unit 6

a1

a2

a3

a4∑4
i=1ai∑4
i=1iai

Figure 2.1: A stripe of a (k= 4, r= 2) MDS code, with four data units and two parity units.

in any four nodes.

Code rate and Storage overhead

The redundancy or the storage overhead of a code is the ratio of the physical storage space

consumed to the actual (logical) size of the data stored, i.e.,

Storage overhead or redundancy =
n

k
. (2.1)

The redundancy factor thus reflects the additional storage space used by the code.

Following the terminology in the communications literature, the rate of an MDS storage

code is defined as

Rate =
k

n
. (2.2)

Thus, the rate of a code has an inverse relationship with the redundancy of the code: high-

rate codes have low redundancy and vice versa.

Systematic codes

In general, all the n units in a stripe of a code can be parity units, that is, functions of

the data units. Codes which have the property that the original k data units are available

in uncoded form among the n units in a stripe are called systematic codes. Systematic

codes have the advantage that the read requests to any of the data units can be served

without having to perform any decoding operation. The example depicted in Figure 2.1 is

a systematic code as the original data units are available in uncoded form in the first four

units.
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Unit 1

Unit 2
...

Unit n

substripes︷ ︸︸ ︷
1 2 ··· α

···

···
...

...
. . .

...

···

←−−−−−−−−−−−−→
1 stripe

Figure 2.2: One stripe of a vector storage code consisting of α substripes. Each cell of the table
corresponds to an element from the finite field of operation for the code. When restricting attention
to only a single stripe, each row corresponds to a unit. Each column corresponds to a substripe.
Here the number of substripes is equal to α.

Vector codes and number of substripes

The MDS code depicted in Figure 2.1 consists of a single element from the finite field over

which the code is constructed in each unit. In general, each individual unit can be a vector of

elements from the finite field over which the code is constructed. Such codes are called vector

codes. Each stripe of a vector code can be viewed as consisting of one or more substripes.

Figure 2.2 depicts a single stripe of a vector code with α substripes. In the literature, the

number of substripes is also referred by the term subpacketization.

2.2 Problem of reconstructing erasure-coded data

The frequent temporary and permanent failures that occur in data centers render many

parts of the data unavailable from time to time. Recall that we are focusing on a single

stripe, and in this case, unavailability pertains to unavailability of one or more nodes in the

stripe. In order to maintain the targeted level of reliability and availability, a missing node

needs to be replaced by a new node by recreating the data that was stored in it, with the

help of the remaining nodes in the stripe. We will call such an operation as a reconstruction

operation. We will also use the terms recovery and repair operations interchangeably to refer

to reconstruction operations. In large-scale systems, such reconstruction operations are run

as background jobs. Reconstruction operations also have a second, foreground application,
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Node 1

Node 2

Node 3

Node 4

Node 5

Node 6

a1

a2

a3

a4∑4
i=1ai∑4
i=1iai

Figure 2.3: The traditional MDS code reconstruction framework: the first node (storing the finite
field element a1) is reconstructed by downloading the finite field elements from nodes 2, 3, 4 and
5 (highlighted in gray) from which a1 can be recovered. In this example, the amount of data read
and transferred is k= 4 times the amount of data being reconstructed.

that of degraded reads : Large-scale storage systems often receive read requests for data

that may be unavailable at that point in time. Such read requests are called degraded

reads. Degraded reads are served by reconstructing the requisite data on the fly, that is, the

reconstruction operation is run immediately as a foreground job.

Under replication, a reconstruction operation is carried out by copying the desired data

from one of it replicas and creating a new replica on another node in the system. Here,

the the amount of data read and transferred is equal to the amount of data being recon-

structed. However, under erasure coding, there are no replicas, and hence, the part of the

data that is unavailable needs to be reconstructed through a decoding operation. Under the

traditional reconstruction framework for MDS codes, reconstruction of a node is achieved by

downloading the data stored in any k of the remaining nodes in the stripe, performing the

decoding operation, and retaining only the requisite data corresponding to the failed node.

An example illustrating such a traditional reconstruction operation is depicted in Figure 2.3.

In this example, data from nodes {2, 3, 4, 5} are used to reconstruct the data in node 1.

The nodes helping in a reconstruction operation are termed the helper nodes. Each helper

node transfers some data, which is in general a function of the data stored in it, to aid in

the reconstruction of the failed or otherwise unavailable node. The data from all the helper

nodes is downloaded at a server and a decoding operation is performed to recover the data

that was stored on the failed or otherwise unavailable node. Thus a reconstruction operation

generates data transfers through the interconnecting network, which consume the network

bandwidth of the cluster. The amount of data transfer involved in a reconstruction operation

is also referred interchangeably by the terms reconstruction bandwidth or data download for

reconstruction. A reconstruction operation also generates input-output operations at the

storage devices at the helper nodes. The amount of data that is required to be read from the
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storage devices at the helper nodes is referred to as the amount of data read or data accessed

or I/O. In the example depicted in Figure 2.3, nodes {2, 3, 4, 5} are the helper nodes, and

the amount of network transfer and I/O involved in the reconstruction are both four (finite

field elements). If q is the size of the finite field over which the code is constructed, this

corresponds to logq(4) bits.

Thus, while traditional erasure codes provide significant increase in storage efficiency as

compared to replication, they can result in significant increase in the amount of network

transfers and I/O during reconstruction of failed or otherwise unavailable nodes.

2.3 Related literature

In this section, we provide a high-level overview of the landscape of the related literature.

More extensive discussions on the related works in relation to the contributions of this thesis

are provided in the respective chapters.

Reconstruction-efficient codes

There has been considerable amount of work in the recent past on constructing resource-

efficient codes for distributed storage.

Regenerating codes

In a seminal work [41], Dimakis et al., introduced the regenerating codes model, which opti-

mizes the amount of data downloaded during repair operations. In [41], the authors provide

a network-flow (cutset) based lower bound for the amount of data download during what is

called a functional repair. Under functional repair, the repaired node is only functionally

equivalent to the failed node. In [41, 179], the authors showed the theoretical existence of

codes meeting the cutset bound for the functional repair setting. We will consider a more

stringent requirement termed exact repair, wherein the reconstructed node is required to be

identical to the failed node.

The cutset bound on the repair bandwidth leads to a trade-off between the storage space

used per node and the bandwidth consumed for repair operations, and this trade-off is called

the storage-bandwidth tradeoff [41]. Two important points on the trade-off are its end

points termed the Minimum-Storage-Regenerating (MSR) and the Minimum-Bandwidth-

Regenerating (MBR) points. MSR codes are MDS, and thus minimize the amount of storage
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space consumed. For this minimal amount of storage space, MSR codes also minimize the

amount of data downloaded during repair. On the other hand, MBR codes achieve the mini-

mum possible download during repair while compromising on the storage space consumption.

It has been shown that the MSR and MBR points are achievable even under the requirement

of exact repair [125, 147, 26, 25, 113, 166]. It has also been shown that the intermediate

points are not achievable for exact repair [147], and that there is a non-vanishing gap at

these intermediate points between the cutset bound and what is achievable [169]. Recently,

there are a number of works on characterizing tighter outer bounds for the intermediate

points [143, 46, 121, 43] and constructing codes for these points [59, 170, 45].

There have been several works on constructing explicit MSR and MBR codes [130, 125,

147, 154, 162, 113, 166, 26, 181]. MSR codes are of particular interest since they are

MDS. The Product-Matrix MSR codes [125] are explicit, practical MSR code constructions

which have linear number of substripes. However, these codes have a low rate (i.e., high

redundancy), requiring a storage overhead of
(
2− 1

n

)
or higher. In [25], the authors show

the existence of high-rate MSR codes as the number of substripes approaches infinity. The

MSR constructions presented in [113, 166, 26, 181] are high rate and have a finite number

of substripes. However, the number of substripes in these constructions is exponential in

k. In fact, it has been shown that exponential number of substripes (more specifically

r
k
r ) is necessary for high-rate MSR codes optimizing both the amount of data read and

downloaded [165]. In [60], the authors present a lower bound on the number of substripes

for MSR codes which optimize only for data download and do not optimize for data read.

In [27, 142], MSR codes with polynomial number of substripes are presented for the setting

of constant (high) rate greater than 2
3
.

Improving reconstruction efficiency in existing codes

Binary MDS codes have received special attention in the literature due to their extensive use

in disk array systems, for instance, EVEN-ODD and RDP codes [21, 35]. The EVEN-ODD

and RDP codes have been optimized for reconstruction in [175] and [180] respectively. A

recent work [63] presents a reconstruction framework for traditional Reed-Solomon codes for

reducing the amount of data transfer during reconstruction by downloading elements from a

sub-field rather than the finite field over which the code is constructed. This work optimizes

only the amount of data downloaded and not the amount of data read during reconstruction.
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Computer-search based techniques

In [87], the authors present a search-based approach to find reconstruction symbols that

optimize I/O for arbitrary binary erasure codes, but this search problem is shown to be NP-

hard. The authors also present a reconstruction-efficient MDS code construction based on

RS codes, called Rotated-RS, with the number of substripes being 2. However, it supports

at most 3 parities, and moreover, its fault-tolerance capability is established via a computer

search.

Other settings

There are several other works in the literature that construct reconstruction-efficient codes

that do not directly fall into the three areas listed above. These include codes that provide

security [116, 146, 131, 157, 48, 136, 61, 167, 36, 81, 58, 74], co-operative reconstruction [86,

155, 69, 93, 78], different cost models [151, 3], oblivious updates [104, 105], and others [124,

152, 111].

Optimizing locality of reconstruction

Reconstruction-locality, that is the number of nodes contacted during a reconstruction op-

eration, is another metric of interest that has been studied extensively in the recent litera-

ture [108, 57, 114, 82, 112, 164, 159]. However, all the code constructions under this umbrella

trade the MDS property (that is storage efficiency) in order to achieve a locality smaller than

k.

Erasure codes in storage systems

Since decades, disk arrays have employed erasure codes to achieve space-efficient fault-

tolerance in the form of Redundant Array of Inexpensive Disks (RAID) systems [115]. The

benefits of erasure coding over replication for providing fault tolerance in distributed storage

systems has also been well studied [187, 177], and erasure codes have been employed in many

settings such as network-attached-storage systems [2], peer-to-peer storage systems [91, 140],

etc. Recently, erasure coding is being increasing deployed in datacenter-scale distributed

storage systems [51, 65, 34, 102, 178, 73] to achieve fault tolerance while minimizing storage

requirements.
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Chapter 3

Measurements from Facebook’s data

warehouse cluster in production

In this chapter, we present our measurements from Facebook’s data warehouse cluster

in production that stores hundreds of petabytes of data across a few thousand machines.

We present statistics related to data unavailability in the cluster and how erasure coding

impacts resource consumption in the cluster. This study serves two purposes: (i) it provides

an insight into how large-scale distributed storage systems in production are employing

traditional erasure codes, and (ii) the measurements reveal that there is a significant increase

in the network traffic due to the recovery operations of erasure-coded data, thus serving as

a real-world motivation for the following chapters. To the best of our knowledge, this is

the first study in the literature that looks at the effect of the reconstruction operations of

erasure-coded data on the usage of network resources in data centers.

3.1 Overview of the warehouse cluster

In this section, we provide a brief description of Facebook’s data warehouse cluster in produc-

tion (based on the system in production in 2013), on which we performed the measurements

presented in this chapter.

Before delving into the details of the data warehouse cluster, we will introduce some

terms related to data-center architecture in general. In data centers, typically, the computing

and the networking equipment are housed within racks. A rack is a group of 30-40 servers

connected to a common network switch. This switch is termed the top-of-rack (TOR) switch.
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Figure 3.1: Erasure coding across blocks: 10 data blocks encoded using (k = 10, r = 4) RS code to
generate 4 parity blocks.

The top-of-rack switches from all the racks are interconnected through one or more layers

of higher level switches (aggregation switches and routers) to provide connectivity from any

server to any other server in the data center. Typically, the top-of-rack and higher level

switches are heavily oversubscribed.

Facebook’s data warehouse cluster in production is a Hadoop cluster, where the storage

layer is the Hadoop Distributed File System (HDFS). The cluster comprises of two HDFS

clusters, which we shall refer to as clusters A and B. In terms of the physical size, the two

cluster together stores hundreds of petabytes of data, and the storage capacity used in the

clusters is growing at a rate of a few petabytes every week. The cluster stores data across a

few thousand machines, each of which has a storage capacity of 24-36TB. The data stored

in this cluster is immutable until it is deleted, and is compressed prior to being stored in the

cluster.

Since the amount of data stored is very large, the cost of operating the cluster is dom-

inated by the cost of the storage capacity. The most frequently accessed data is stored as

3 replicas, to allow for efficient scheduling of the map-reduce jobs. In order to save on the

storage costs, the data which has not been accessed for more than three months is stored as

a (k = 10, r = 4) Reed-Solomon (RS) code. The cluster stores more than ten petabytes of

RS-coded data. Since the employed RS code has a redundancy of only 1.4, this results in

huge savings (multiple petabytes) in storage capacity as compared to 3-way replication.

3.2 Erasure coding in the warehouse cluster

We shall now delve deeper into details of the RS-coded data in the cluster. A file or a directory

to be stored is first partitioned into blocks of size 256MB. These blocks are grouped into sets

of 10 blocks each; every set is then encoded with a (k = 10, r = 4) RS code to obtain 4
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Figure 3.2: Recovery of erasure-coded data: a single missing block (a1) is recovered by reading
a block each at nodes 2 and 3 and transferring these two blocks through the top-of-rack (TOR)
switches and the aggregation switch (AS).

parity blocks. As illustrated in Figure 3.1, one byte each at corresponding locations in the

10 data blocks are encoded to generate the corresponding bytes in the 4 parity blocks. The

set of these 14 blocks constitutes a stripe of blocks. The 14 blocks belonging to a particular

stripe are placed on 14 distinct (randomly chosen) machines. In order to secure the data

against rack failures, these machines are typically chosen from distinct racks.

To recover a missing or otherwise unavailable block, any 10 of the remaining 13 blocks

of its stripe are read and downloaded. Since each block is placed on a different rack, these

transfers take place through the top-of-rack switches. This consumes cross-rack bandwidth

that is typically heavily oversubscribed in most data centers including the one studied here.

Figure 3.2 illustrates the recovery operation through an example with (k = 2, r = 2) code.

Here the first data unit a1 (stored in server/node 1) is being recovered by downloading data

from node 2 and node 3.

3.3 Measurements and observations

In this section, we present our measurements from the Facebook’s data warehouse clus-

ter, and analyze them to study the impact of recovery of RS-coded data on the network

infrastructure.

Unavailability statistics

We begin with some statistics on machine unavailability events. Figure 3.3 plots the number

of machines that were unavailable for more than 15 minutes in a day, over the period 22nd

January to 24th February 2013 (15 minutes is the default wait time of the cluster to flag a
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Figure 3.3: The number of machines unavailable for more than 15 minutes in a day. The dotted
line represents the median value which is 52.

machine as unavailable). We observe that the median is more than 50 machine-unavailability

events per day. This reasserts the necessity of redundancy in the data for both reliability

and availability. A subset of these events ultimately trigger recovery operations.

Number of missing blocks in a stripe

Table 3.1 below shows the percentage of stripes with different number of blocks missing (on

average). These statistics are based on data collected over a period of 6 months.

Number of missing blocks Percentage of stripes

1 98.08 %

2 1.87 %

3 0.036 %

4 9× 10−4 %

>5 9× 10−6 %

Table 3.1: Percentage of stripes with different numbers of missing blocks (average of data collected
over a period of six months).

We can see that one block missing in a stripe is the most dominant case: 98 % of all the
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Figure 3.4: RS-coded HDFS blocks reconstructed and cross-rack bytes transferred for recovery
operations per day, over a duration of around a month. The dotted lines represent the median
values.

stripes with missing blocks have only one block missing. Thus recovering from single failures

is by-far the most common scenario.

We now move on to measurements pertaining to the recovery operations for RS-coded

data in the cluster. The analysis below is based on the data collected from Cluster A for the

first 24 days of February 2013.

Number of block recoveries

Figure 3.4 shows the number of block recoveries triggered each day. A median of 95, 500

blocks of RS-coded data are recovered each day.

Cross-rack network transfers

We measured the number of bytes transferred across racks for the recovery of RS-coded

blocks. The measurements, aggregated per day, are depicted in Figure 3.4. As shown in

the figure, a median of more than 180 TB and a maximum of 250 TB of data is transferred

through the top-of-rack switches every day solely for the purpose of recovering RS-coded

data. The recovery operations, thus, consume a large amount of cross-rack bandwidth,

thereby rendering the bandwidth unavailable for the foreground map-reduce jobs.
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3.4 Summary

In this chapter, we presented our measurements and observations from Facebook’s data

warehouse cluster in production that stores hundreds of petabytes of data across a few

thousand machines, focusing on the unavailability statistics and the impact of using erasure

codes (in particular, RS codes) on the network infrastructure of a data center. In our

measurements, we observed a median of more than 50 machine unavailability events per

day. These unavailablility measurements corroborate the previous reports from other data

centers regarding unavailabities being the norm rather than the exception. The analysis of

the measurements also revealed that for the erasure-coded data, single failures in a stripe is

by far the most dominant scenario. Motivated by this, we will be focusing on optimizing for

reconstruction of single failure in a stripe in the following chapters. We also observed that

the large amount of download performed by the RS-encoded data during reconstruction of

missing blocks consumes a significantly high amount of network bandwidth and in particular,

puts additional burden on the already oversubscribed top-of-rack switches. This provides a

real-world motivation for our work on reconstruction-efficient erasure codes for distributed

storage presented in the next few chapters.
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Chapter 4

Piggybacking framework for

constructing distributed storage codes

In this chapter, we present a new framework for constructing distributed storage codes, which

we call the Piggybacking framework, that offers a rich design space for constructing storage

codes optimizing for I/O and network usage while retaining the storage efficiency offered by

traditional MDS codes. We also present three code constructions based on the Piggybacking

framework that target different settings. In addition, we show how the piggybacking frame-

work can be employed to enable efficient reconstruction of the parity units in existing codes

that were originally designed to address the reconstruction of only the data units.

4.1 Introduction

A primary contributor to the cost of any large-scale storage system is the storage hardware.

Further, several auxiliary costs, such as those of networking equipment, physical space, and

cooling, grow proportionally with the amount of storage used. As a consequence, it is critical

for any storage code to minimize the storage space consumed. With this motivation, we focus

on codes that are MDS and have a high rate. (Recall from Chapter 2 that MDS codes are

optimal in utilizing the storage space in providing reliability, and that codes with high rate

have a small storage overhead factor.)

Further, recall from the measurements from Facebook’s data warehouse cluster in pro-

duction presented in Chapter 3, that the scenario of a single node failure in a stripe is by

far the most prevalent. With this motivation, we will focus on optimizing for the case of a

single failure in a stripe.
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There has been considerable recent work in the area of designing reconstruction-efficient

codes for distributed storage systems; these works are discussed in detail in Section 4.2. Of

particular interest are the family Minimum Storage Regenerating (MSR) codes, which are

MDS. While the papers [41, 179] showed the theoretical existence of MSR codes, several

recent works [125, 154, 162, 113, 166, 26] have presented explicit MSR constructions for

a wide range of parameters. Product-Matrix codes [125], and MISER codes [154, 162] are

explicit MSR code constructions which have a number of substripes linear in k. However,

these codes have a low rate – MISER codes require a storage overhead of 2 and Product-

Matrix codes require a storage overhead of
(
2− 1

n

)
. The constructions provided in [113, 166,

26] are high rate, but, necessarily require the number of substripes to be exponential in k. In

fact, it has been shown in [165], that an exponential number of substripes (more specifically

r
k
r ) is a fundamental limitation of any high-rate MSR code optimizing both the amount of

data read and downloaded.

The requirement of a large number of substripes presents multiple challenges on the

systems front: (i) A large number of substripes results in a large number of fragmented

reads which is detrimental to the read-latency performance of disks, (ii) A large number of

substripes, as a minor side effect, also restricts the minimum size of files that can be handled

by the code. This restricts the range of file sizes that the storage system can handle. We

refer the reader to Chapter 5 to see how the number of substripes manifests as practical

challenges when employed in a distributed storage system. In addition to this practical

motivation, there is also considerable theoretical interest in constructing reconstruction-

efficient codes that are MDS, high-rate and have a smaller number of substripes [27, 60,

142]. To the best of our knowledge, the only explicit codes that meet these requirements

are the Rotated-RS [87] codes and the (reconstruction-optimized) EVENODD [21, 175] and

RDP [35, 180] codes, all of which are MDS, high-rate and have either a constant or linear (in

k) number of substripes. However, Rotated-RS codes exist only for r ∈ {2, 3} and k ≤ 36,

and the (reconstruction-optimized) EVENODD and RDP codes exist only for r = 2.

Furthermore, in any code, the amount of data read during a reconstruction operation

is atleast as much as the amount of data downloaded, but in general, the amount of data

read can be significantly higher than the amount downloaded. This is because, many codes,

including the regenerating codes, allow each node to read all its data, perform some com-

putations, and transfer only the result. Our interest is in reducing both the amount of data

read and downloaded.

Here, we investigate the problem of constructing distributed storage codes that are effi-

cient with respect to both the amount of data read and downloaded during reconstruction,

while satisfying the constraints of (i) being MDS, (ii) having a high-rate, and (iii) having a

small (constant or linear) number of substripes. To this end, we present a new framework
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for constructing distributed storage codes, which we call the piggybacking framework. In a

nutshell, the piggybacking framework considers multiple instances of an existing code, and

a piggybacking operation adds (carefully designed) functions of the data from one instance

to another.1 The framework preserves many useful properties of the underlying code such

as the minimum distance and the finite field of operation.

The piggybacking framework facilitates construction of codes that are MDS, high-rate,

and have a constant (as small as 2) number of substripes, with the smallest average amount of

data read and downloaded during reconstruction among all other known codes in this class.

An appealing feature of piggyback codes is that they support all values of the code parameters

k and r ≥ 2. The typical savings in the average amount of data read and downloaded during

reconstruction is 25% to 50% depending on the choice of the code parameters. In addition

to the aforementioned class of codes (which we will term as Class 1), the piggybacking

framework offers a rich design space for constructing codes for a wide variety of other settings.

We illustrate the power of this framework by providing the following three additional classes

of explicit code constructions.

(Class 2) Binary MDS codes with the lowest average amount of data read and

downloaded for reconstruction Binary MDS codes are extensively used in disk ar-

rays [21, 35]. Using the piggybacking framework, we construct binary MDS codes that, to

the best of our knowledge, result in the lowest average amount of data read and downloaded

for reconstruction among all existing binary MDS codes for r ≥ 3. Our codes support all

the parameters for which binary MDS codes are known to exist. The codes constructed here

also optimize the reconstruction of parity nodes along with that of systematic nodes.

(Class 3) MDS codes with smallest possible repair locality Repair locality is the

number of nodes that need to be contacted during a repair operation. Several recent

works [108, 57, 114, 82, 159] present codes optimizing for repair locality. However, these

codes are not MDS. Given our focus on MDS codes, we use the piggybacking framework

to construct MDS codes that have the smallest possible repair locality of (k + 1) 2. To the

best of our knowledge, the amount of data read and downloaded during reconstruction in

the presented code is the smallest among all known explicit, exact-repair, minimum-locality,

MDS codes for more than three parities (i.e., (n− k) > 3).

1Although we focus on MDS codes, it turns out that the piggybacking framework can be employed with
non-MDS codes as well.

2A locality of k is also possible in MDS codes, but this necessarily mandates the download of the entire
data, and hence we do not consider this option.
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(Class 4) A method for reducing the amount of data read and downloaded for

repair of parity nodes in existing codes that address only repair of systematic

nodes The problem of efficient node-repair in distributed storage systems has attracted

considerable recent attention. However, many of the proposed codes [87, 26, 153, 176, 113]

have algorithms for efficient repair of only the systematic nodes. We show how the proposed

piggybacking framework can be employed to enable efficient repair of parity nodes in such

codes, while also retaining the efficiency of the repair of systematic nodes.

Organization

The rest of the chapter is organized as follows. A discussion on related literature is provided

in Section 4.2. Section 4.3 presents two examples that highlight the key ideas behind the

Piggybacking framework. Section 4.4 introduces the general piggybacking framework. Sec-

tions 4.5 and 4.6 present code designs and reconstruction algorithms based on the piggyback-

ing framework, special cases of which result in classes 1 and 2 discussed above. Section 4.7

provides a piggyback design which enables a small repair-locality in MDS codes (Class 3).

Section 4.8 provides a comparison of Piggyback codes with various other codes in the liter-

ature. Section 4.9 demonstrates the use of piggybacking to enable efficient parity repair in

existing codes that were originally constructed for repair of only the systematic nodes (Class

4).

4.2 Related work

Recall from Chapter 2 that MSR codes are MDS, and hence they are of particular relevance

to this chapter. There have been several works on constructing explicit MSR codes [125, 154,

162, 26, 113, 166]. The Product-Matrix MSR codes [125] are explicit, practical MSR code

constructions which have linear number of substripes. However, these codes have a low rate

(i.e., high redundancy), requiring a storage overhead of
(
2− 1

n

)
or higher. In [25], the authors

show the existence of high-rate MSR codes as the number of substripes approaches infinity.

The MSR constructions presented in [113, 166, 26] are high rate and have a finite number

of substripes. However, the number of substripes in these constructions is exponential in

k. In fact, it has been shown that exponential number of substripes (more specifically

r
k
r ) is necessary for high-rate MSR codes optimizing both the amount of data read and

downloaded [165]. In [60], the authors present a lower bound on the number of substripes

for MSR codes which optimize only for data download and do not optimize for data read.

In [27, 142], MSR codes with polynomial number of substripes are presented for the setting of
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constant (high) rate greater than 2
3
. On the other hand, piggybacking framework allows for

construction of repair-efficient codes with respect to the amount of data read and downloaded

that are MDS, high-rate, and have a constant (as small as 2) number of substripes.

In [87], the authors present a search-based approach to find reconstruction symbols that

optimize I/O for arbitrary binary erasure codes, but this search problem is shown to be NP-

hard. The authors also present a reconstruction-efficient MDS code construction based on

RS codes, called Rotated-RS, with the number of substripes being 2. However, it supports

at most 3 parities, and moreover, its fault-tolerance capability is established via a computer

search. In contrast, piggybacking framework is applicable for all parameters, and piggy-

backed RS codes achieve same or better savings in the amount of data read and download.

Binary MDS codes have received special attention due to their extensive use in disk array

systems [21, 35]. The EVEN-ODD and RDP codes have been optimized for reconstruction

in [175] and [180] respectively. In [47], the authors present a binary MDS code construction

for 2 parities that achieve the regenerating codes bound for repair of systematic nodes. In

comparison, the repair-optimized binary MDS code constructions based on the Piggybacking

framework provide as good or better savings for greater than 2 parities and also address the

repair of both systematic and parity nodes.

Repair-locality, that is the number nodes contacted during the repair operation, is another

metric of interest in distributed storage systems. Optimizing codes for repair-locality has

been extensively studied [108, 57, 114, 82, 159] in the recent past. However, all the code

constructions under this umbrella give up on the MDS property to get smaller locality than k.

Most of the related works discussed above take the conceptual approach of constructing

vector codes in order to improve the efficiency of reconstruction with respect to the amount

of data downloaded or both the amount of data read and downloaded. In a recent work [63],

the authors present a reconstruction framework for (scalar) Reed-Solomon codes for reducing

the amount of data downloaded by downloading elements from a subfield rather than the

finite field over which the code is constructed. This work optimizes only the amount of data

downloaded and not the amount of data read.

4.3 Examples

We now present two examples that highlight the key ideas behind the piggybacking frame-

work. The first example illustrates a method of piggybacking for reducing the amount of

data read and downloaded during reconstruction of systematic nodes.
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Node 1

Node 2

Node 3

Node 4

Node 5

Node 6

An MDS Code

a1 b1

a2 b2

a3 b3

a4 b4∑4
i=1ai

∑4
i=1bi∑4

i=1iai
∑4

i=1ibi

(a)

Intermediate Step

a1 b1

a2 b2

a3 b3

a4 b4∑4
i=1ai

∑4
i=1bi∑4

i=1iai
∑4

i=1ibi+∑2
i=1iai

(b)

Piggybacked Code

a1 b1

a2 b2

a3 b3

a4 b4∑4
i=1ai

∑4
i=1bi∑4

i=3iai−∑4
i=1ibi

∑4
i=1ibi+∑2
i=1iai

(c)

Figure 4.1: An example illustrating efficient repair of systematic nodes using the piggybacking
framework. Two instances of a (n= 6,k= 4) MDS code are piggybacked to obtain a new (n= 6,k= 4)
MDS code that achieves 25% savings in the amount of data read and downloaded during the repair
of any systematic node. A highlighted cell indicates a modified symbol.

Example 1. Consider two instances of a (n = 6, k = 4) MDS code as shown in Fig. 4.1a,

with the 8 message symbols {ai}4i=1 and {bi}4i=1 (each column of Fig. 4.1a depicts a single

instance of the code). One can verify that the message can be recovered from the data of any

4 nodes. The first step of piggybacking involves adding
∑2

i=1 iai to the second symbol of node

6 as shown in Fig. 4.1b. The second step in this construction involves subtracting the second

symbol of node 6 in the code of Fig. 4.1b from its first symbol. The resulting code is shown

in Fig. 4.1c. This code has 2 substripes (the number of columns in Fig. 4.1c).

We now present the repair algorithm for the piggybacked code of Fig. 4.1c. Consider the

repair of node 1. Under our repair algorithm, the symbols b2, b3, b4 and
∑4

i=1 bi are download

from the other nodes, and b1 is decoded. In addition, the second symbol (
∑4

i=1 ibi+
∑2

i=1 iai)

of node 6 is downloaded. Subtracting out the components of {bi}4i=1 gives the piggyback∑2
i=1 iai. Finally, the symbol a2 is downloaded from node 2 and subtracted to obtain a1.

Thus, node 1 is repaired by reading only 6 symbols which is 25% smaller than the total size

of the message. Node 2 is repaired in a similar manner. Repair of nodes 3 and 4 follows on

similar lines except that the first symbol of node 6 is read instead of the second.

The piggybacked code is MDS, and the entire message can be recovered from any 4 nodes

as follows. If node 6 is one of these four nodes, then add its second symbol to its first, to

recover the code of Fig. 4.1b. Now, the decoding algorithm of the original code of Fig, 4.1a is

employed to first recover {ai}4i=1, which then allows for removal of the piggyback (
∑2

i=1 iai)

from the second substripe, making the remainder identical to the code of Fig. 4.1c.
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Node 1

Node 2

Node 3

Node 4

Node 5

Node 6

a1 b1 c1 d1

a2 b2 c2 d2

a3 b3 c3 d3

a4 b4 c4 d4∑4
i=1ai

∑4
i=1bi

∑4
i=1ci+∑4
i=1ibi+∑2
i=1iai

∑4
i=1di

∑4
i=3iai−∑4
i=1ibi

∑4
i=1ibi+∑2
i=1iai

∑4
i=3ici−∑4
i=1idi

∑4
i=1idi+∑2
i=1ici

Figure 4.2: An example illustrating the mechanism of repair of parity nodes under the piggybacking
framework, using two instances of the code in Fig. 4.1c. A shaded cell indicates a modified symbol.

The second example below illustrates the use of piggybacking to reduce the amount of

data read and downloaded during reconstruction of parity nodes.

Example 2. The code depicted in Fig. 4.2 takes two instances of the code in Fig. 4.1c, and

adds the second symbol of node 6, (
∑4

i=1 ibi+
∑2

i=1 iai) (which belongs to the first instance), to

the third symbol of node 5 (which belongs to the second instance). This code has 4 substripes

(the number of columns in Fig. 4.2). In this code, repair of the second parity node involves

downloading {ai, ci, di}4i=1 and the modified symbol (
∑4

i=1 ci +
∑4

i=1 ibi +
∑2

i=1 iai), using

which the data of node 6 can be recovered. The repair of the second parity node thus requires

read and download of only 13 symbols instead of the entire message of size 16. The first parity

is repaired by downloading all 16 message symbols. Observe that in the code of Fig. 4.1c,

the first symbol of node 5 is never used for the repair of any of the systematic nodes. Thus

the modification in Fig. 4.2 does not change the algorithm or the efficiency of the repair of

systematic nodes. The code retains the MDS property: the entire message can be recovered

from any 4 nodes by first decoding {ai, bi}4i=1 using the decoding algorithm of the code of

Fig. 4.1c, which then allows for removal of the piggyback (
∑4

i=1 ibi +
∑2

i=1 iai) from the

second instance, making the remainder identical to the code of Fig. 4.1c.

4.4 The Piggybacking framework

The piggybacking framework operates on an existing code, which we term the base code. Any

code can be used as the base code. The base code is associated with n encoding functions
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{fi}ni=1: each of which takes a message u as input and encodes it to n coded symbols

{f1(u), . . . , fn(u)}. Node i (1 ≤ i ≤ n) stores the data fi(u).

The piggybacking framework operates on multiple instances of the base code, and

embeds information about one instance into other instances in a specific fashion. Consider

α instances of the base code. Letting a, . . . , z denote the (independent) messages encoded

under these α instances, the encoded symbols in the α instances of the base code can be

written as

Node 1
...

Node n

f1(a) f1(b) ·· · f1(z)

...
...

. . .
...

fn(a) fn(b) ·· · fn(z)

We shall now describe piggybacking of this code. For every i, 2 ≤ i ≤ α, one can add

an arbitrary function of the message symbols of all the previous instances {1, . . . , (i − 1)}
to the data stored under instance i. These functions are termed piggyback functions, and

the values so added are termed piggybacks. Denoting the piggyback functions by gi,j (i ∈
{2, . . . , α}, j ∈ {1, . . . , n}), the piggybacked code is thus:

Node 1
...

Node n

f1(a) f1(b) + g2,1(a) f1(c) + g3,1(a,b) ·· · f1(z) + gα,1(a, . . . ,y)

...
...

...
. . .

...

fn(a) fn(b) + g2,n(a) fn(c) + g3,n(a,b) ·· · fn(z) + gα,n(a, . . . ,y)

The decoding properties (such as the minimum distance or the MDS property) of the

base code are retained upon piggybacking. In particular, the piggybacked code allows for

decoding of the entire message from any set of nodes from which the base code would have

allowed decoding. To see why this holds, consider any set of nodes from which the message

can be recovered under the base code. Observe that the first column of the piggybacked

code is identical to a single instance of the base code. Thus a can be recovered directly using

the decoding procedure of the base code. The piggyback functions {g2,i(a)}ni=1 in the second

column can now be subtracted out, and what remains in this column is precisely another

instance of the base code, allowing recovery of b. Continuing in the same fashion, for any

instance i (2 ≤ i ≤ n), the piggybacks (which are always a function of previously decoded

instances {1, . . . , i− 1}) can be subtracted out to obtain an instance of the base code which

can be decoded.

The decoding properties of the code are thus not hampered by the choice of the piggy-

back functions gi,j’s. This allows for arbitrary choice of the piggyback functions, and these
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functions need to be picked judiciously to achieve the desired goals (such as efficient repair,

which is the focus of this chapter).

The piggybacking procedure described above was followed in Example 1 to obtain the

code of Fig. 4.1b from that in Fig. 4.1a. Subsequently, in Example 2, this procedure was

followed again to obtain the code of Fig. 4.2 from that in Fig. 4.1c.

The piggybacking framework also allows any invertible transformation of the data stored

in any individual node. In other words, each node of the piggybacked code (e.g., each

row in Fig. 4.1b) can independently undergo any invertible transformation. A invertible

transformation of data within the nodes does not alter the decoding capabilities of the

code, i.e., the message can still be recovered from any set of nodes from which it could

be recovered in the base code. This is because, the transformation can be inverted as the

first step followed by the usual decoding procedure. In Example 1, the code of Fig. 4.1c is

obtained from Fig. 4.1b via an invertible transformation of the data of node 6.

The following theorem formally proves that piggybacking does not reduce the amount of

information stored in any subset of nodes.

Theorem 1. Let U1, . . . , Uα be random variables corresponding to the messages associated

to the α instances of the base code. For i ∈ {1, . . . , n}, let Xi denote the random variable

corresponding to the (encoded) data stored in node i under the base code. Let Yi denote the the

random variable corresponding to the (encoded) data stored in node i under the piggybacked

version of that code. Then for any subset of nodes S ⊆ {1, . . . , n},

I
(
{Yi}i∈S ;U1, . . . , Uα

)
≥ I

(
{Xi}i∈S ;U1, . . . , Uα

)
. (4.1)

Proof. Let us restrict our attention to only the nodes in set S, and let |S| denote the size

of this set. From the description of the piggybacking framework above, the data stored in

instance j (1 ≤ j ≤ α) under the base code is a function of Uj. This data can be written as a

|S|-length vector f(Uj) with the elements of this vector corresponding to the data stored in

the |S| nodes in set S. On the other hand, the data stored in instance j of the piggybacked

code is of the form (f(Uj) + gj(U1, . . . , Uj−1)) for some arbitrary (vector-valued) functions
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‘g’. Now,

I
(
{Yi}i∈S ; U1, . . . , Uα

)
= I

(
{f(Uj) + gj(U1, . . . , Uj−1)}αj=1 ; U1, . . . , Uα

)
=

α∑
`=1

I
(
{f(Uj) + gj(U1, . . . , Uj−1)}αj=1 ; U`

∣∣∣ U1, . . . , U`−1

)
=

α∑
`=1

I
(

f(U`) , {f(Uj) + gj(U1, . . . , Uj−1)}αj=`+1 ; U`

∣∣∣ U1, . . . , U`−1

)
≥

α∑
`=1

I (f(U`) ; U` | U1, . . . , U`−1)

=
α∑
`=1

I (f(U`) ; U`) (4.2)

= I
(
{Xi}i∈S ;U1, . . . , Uα

)
. (4.3)

where the last two equations follow from the fact that the messages U` for different instances

of ` are independent.

Corollary 2. Piggybacking a code does not decrease its minimum distance; piggybacking an

MDS code preserves the MDS property.

Proof. Directly follows from Theorem 1.

Notational Conventions For simplicity of exposition, we shall assume throughout this

section that the base codes are linear, scalar, MDS and systematic. Using vector codes

(such as EVENODD or RDP) as base codes is a straightforward extension. The base code

operates on a k-length message vector, with each symbol of this vector drawn from some

finite field. The number of instances of the base code during piggybacking is denoted by α,

and {a,b, . . .} shall denote the k-length message vectors corresponding to the α instances.

Since the code is systematic, the first k nodes store the elements of the message vector.

We use p1, . . . ,pr to denote the r encoding vectors corresponding to the r parities, i.e., if

a denotes the k-length message vector then the r parity nodes under the base code store

{pT1 a, . . . ,pTr a}.

The transpose of a vector or a matrix will be indicated by a superscript T . Vectors are

assumed to be column vectors. For any vector v of length κ, we denote its κ elements as

v = [v1 · · · vκ]T , and if the vector itself has an associated subscript then we denote its

elements as vi = [vi,1 · · · vi,κ]T .
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Each of the explicit code constructions presented here possesses the property that the

repair of any node entails reading of only as much data as what has to be downloaded. 3 This

property is called repair-by-transfer [147]. Thus the amount of data read and the amount of

data downloaded are equal under the presented code constructions, and hence we shall use

the same notation γ to denote both these quantities.

4.5 Piggybacking design 1

In this section, we present the first design of piggyback functions and the associated repair

algorithms, which allows one to reduce the amount of data read and downloaded during

repair while having a (small) constant number of substripes. For instance, even when the

number of substripes is as small as 2, this piggybacking design can achieve a 25% to 50%

saving in the amount of data read and downloaded during the repair of systematic nodes.

We will first present the piggyback design for optimizing the repair of systematic nodes, and

then move on to the repair of parity nodes.

Repair of systematic nodes

This design operates on α = 2 instances of the base code. We first partition the k systematic

nodes into r sets, S1, . . . , Sr, of equal size (or nearly equal size if k is not a multiple of r).

For ease of understanding, let us assume that k is a multiple of r, which fixes the size of

each of these sets to k
r
. Then, let S1 = {1, . . . , k

r
}, S2 = {k

r
+ 1, . . . , 2k

r
} and so on, with

Si = { (i−1)k
r

+ 1, . . . , ik
r
} for i = 1, . . . , r.

Define the k−length vectors q2, . . . ,qr+1,vr to be the following projections of vector pr:

3In general, the amount of data downloaded lower bounds the amount of data read, and the amount of
data downloaded could be strictly smaller than that the amount of data read if a node passes a (non-injective)
function of the data that it stores.
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q2 = [ pr,1 · · · pr, k
r

0 · · · · · · · · · · · · 0 ]T

q3 = [ 0 · · · 0 pr, k
r
+1 · · · pr, 2k

r
0 · · · · · · · · · 0 ]T

...

qr = [ 0 · · · · · · · · · 0 pr, k
r
(r−2)+1 · · · pr, k

r
(r−1) 0 · · · 0 ]T

qr+1 = [ 0 · · · · · · · · · · · · 0 pr, k
r
(r−1)+1 · · · pr,k ]T .

Also, let

vr = pr − qr

= [ pr,1 · · · · · · · · · pr, k
r
(r−2) 0 · · · 0 pr, k

r
(r−1)+1 · · · pr,k ]T .

Note that each element pi,j is non-zero since the base code is MDS. We shall use this property

during repair operations.

The base code is piggybacked in the following manner:

Node 1
...

Node k

Node k+1

Node k+2
...

Node k+r

a1 b1
...

...

ak bk

pT1 a pT1 b

pT2 a pT2 b + qT2 a

...
...

pTr a pTr b + qTr a

Fig. 4.1b depicts an example of such a piggybacking.

We shall now perform an invertible transformation of the data stored in node (k+ r). In

particular, the first symbol of node (k + r) in the code above is replaced with the difference

of this symbol from its second symbol, i.e., node (k + r) now stores

Node k+r vTr a− pTr b pTr b + qTr a

The other symbols in the code remain intact. This completes the description of the

encoding process.

Next, we present the algorithm for repair of any systematic node ` (∈ {1, . . . , k}). This

entails recovery of the two symbols a` and b` from the remaining nodes.
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Case 1 (` /∈ Sr): Without loss of generality let ` ∈ S1. The k symbols

{b1, . . . , b`−1, b`+1, . . . , bk, pT1 b} are downloaded from the remaining nodes, and the entire

vector b is decoded (using the MDS property of the base code). It now remains to recover

a`. Observe that the `th element of q2 is non-zero. The symbol (pT2 b + qT2 a) is downloaded

from node (k+ 2), and since b is completely known, pT2 b is subtracted from the downloaded

symbol to obtain the piggyback qT2 a. The symbols {ai}i∈S1\{`} are also downloaded from the

other systematic nodes in set S1. The specific (sparse) structure of q2 allows for recovering

a` from these downloaded symbols. Thus the total amount of data read and downloaded

during the repair of node ` is (k + k
r
) (in comparison, the size of the message is 2k).

Case 2 (S = Sr): As in the previous case, b is completely decoded by downloading

{b1, . . . , b`−1, b`+1, . . . , bk, pT1 b}. The first symbol (vTr a−pTr b) of node (k+r) is downloaded.

The second symbols {pTi b + qTi a}i∈{2,...,r−1} of the parities (k + 2), . . . , (k + r − 1) are also

downloaded, and are then subtracted from the first symbol of node (k + r). This gives

(qTr+1a + wTb) for some vector w. Using the previously decoded value of b, vTb is removed

to obtain qTr+1a. Observe that the `th element of qr+1 is non-zero. The desired symbol

a` can thus be recovered by downloading {a k
r
(r−1)+1, . . . , a`−1, a`+1, . . . , ak} from the other

systematic nodes in Sr. Thus the total amount of data read and downloaded for recovering

node ` is (k + k
r

+ r − 2).

Observe that the repair of systematic nodes in the last set Sr requires larger amount of

data to be read and downloaded as compared to the repair of systematic nodes in the other

sets. Given this observation, we do not choose the sizes of the sets to be equal (as described

previously), and instead optimize the sizes to minimize the average read and download

required. For i = 1, . . . , r, denoting the size of the set Si by ti, the optimal sizes of the sets

turn out to be

t1 = · · · = tr−1 =

⌈
k

r
+
r − 2

2r

⌉
:= t, (4.4)

tr = k − (r − 1)t . (4.5)

The amount of data read and downloaded for repair of any systematic node in the first (r−1)

sets is (k + t), and the last set is (k + tr + r − 2). Thus, the average amount of data read

and downloaded γsys1 for repair of systematic nodes, as a fraction of the total number 2k of

message symbols, is

γsys1 =
1

2k2
[(k − tr) (k + t) + tr (k + tr + r − 2)] . (4.6)

This quantity is plotted in Fig. 4.5a for several values of the system parameters n and k.
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Repair of parity nodes

We shall now piggyback the code constructed in Section 4.5 to introduce efficiency in the

repair of parity nodes, while also retaining the efficiency in the repair of systematic nodes.

Observe that in the code of Section 4.5, the first symbol of node (k + 1) is never read for

repair of any systematic node. We shall add piggybacks to this unused parity symbol to aid

in the repair of other parity nodes.

This design employs m instances of the piggybacked code of Section 4.5. The number of

substripes in the resultant code is thus 2m. The choice of m can be arbitrary, and higher

values of m result in greater repair-efficiency. For every even substripe i ∈ {2, 4, . . . , 2m−2},
the (r−1) parity symbols in nodes (k+2) to (k+ r) are summed up, and the result is added

as a piggyback to the (i + 1)th symbol of node (k + 1). The resulting code, when m = 2, is

shown below.

Node 1
...

Node k

Node k+1

Node k+2
...

Node k+r-1

Node k+r

a1 b1 c1 d1
...

...
...

...

ak bk ck dk

pT1 a pT1 b pT1 c +
∑r

i=2(p
T
i b + qTi a) pT1 d

pT2 a pT2 b + qT2 a pT2 c pT2 d + qT2 c

...
...

...
...

pTr−1a pTr−1b + qTr−1a pTr−1c pTr−1d + qTr−1c

vTr a− pTr b pTr b + qTr a vTr c− pTr d pTr d + qTr c

This completes the encoding procedure. The code of Fig. 4.2 is an example of this design.

As shown in Section 4.4, the piggybacked code retains the MDS property of the base

code. In addition, the repair of systematic nodes is identical to the that in the code of

Section 4.5, since the symbol modified in this piggybacking was never read for the repair of

any systematic node in the code of Section 4.5.

We now present an algorithm for efficient repair of parity nodes under this piggyback

design. The first parity node is repaired by downloading all 2mk message symbols from the

systematic nodes. Consider repair of any other parity node, say node ` ∈ {k+ 2, . . . , k+ r}.
All message symbols a, c, . . . in the odd substripes are downloaded from the systematic

nodes. All message symbols of the last substripe (e.g., message d in the m = 2 code shown

above) are also downloaded from the systematic nodes. Further, the {3rd, 5th, . . . , (2m−1)th}
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symbols of node (k + 1) (i.e., the symbols that we modified in the piggybacking operation

above) are also downloaded, and the components corresponding to the already downloaded

message symbols are subtracted out. By construction, what remains in the symbol from

substripe i (∈ {3, 5, . . . , 2m − 1}) is the piggyback. This piggyback is a sum of the parity

symbols of the substripe (i − 1) from the last (r − 1) nodes (including the failed node).

The remaining (r− 2) parity symbols belonging to each of the substripes {2, 4, . . . , 2m− 2}
are downloaded and subtracted out, to recover the data of the failed node. The procedure

described above is illustrated via the repair of node 6 in Example 2.

The average amount of data read and downloaded γpar1 for repair of parity nodes, as a

fraction of the total message symbols, is

γpar1 =
1

2kr

[
2k + (r − 1)

((
1 +

1

m

)
k +

(
1− 1

m

)
(r − 1)

)]
.

This quantity is plotted in Fig. 4.5b for several values of the system parameters n and k

with m = 4.

4.6 Piggybacking design 2

The design presented in this section provides a higher efficiency of repair as compared to the

previous design. On the downside, it requires a larger number of substripes: the minimum

number of substripes required under the design of Section 4.5 is 2 and under that of Sec-

tion 4.5 is 4, while that required in the design of this section is (2r − 3). We first illustrate

this piggybacking design with an example.

Example 3. Consider some (n = 13, k = 10) MDS code as the base code, and consider

α = (2r − 3) = 3 instances of this code. Divide the systematic nodes into two sets of sizes 5

each as S1 = {1, . . . , 5} and S2 = {6, . . . , 10}. Define 10-length vectors q2, v2, q3 and v3 as

q2 = [p2,1 · · · p2,5 0 · · · 0]

v2 = [0 · · · 0 p2,6 · · · p2,10]
q3 = [0 · · · 0 p3,6 · · · p3,10]
v3 = [p3,1 · · · p3,5 0 · · · 0]

Now piggyback the base code in the following manner
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Node 1
...

Node 10

Node 11

Node 12

Node 13

a1 b1 c1
...

...
...

a10 b10 c10

pT1 a pT1 b pT1 c

pT2 a pT2 b + qT2 a pT2 c + qT2 b + qT2 a

pT3 a pT3 b + qT3 a pT3 c + qT3 b + qT3 a

Next, we take invertible transformations of the (respective) data of nodes 12 and 13. The

second symbol of node i ∈ {12, 13} in the new code is the difference between the second and

the third symbols of node i in the code above. The fact that (p2−q2) = v2 and (p3−q3) = v3

results in the following code

Node 1
...

Node 10

Node 11

Node 12

Node 13

a1 b1 c1
...

...
...

a10 b10 c10

pT1 a pT1 b pT1 c

pT2 a vT2 b− pT2 c pT2 c + qT2 b + qT2 a

pT3 a vT3 b− pT3 c pT3 c + qT3 b + qT3 a

This completes the encoding procedure.

We now present an algorithm for efficient repair of any systematic node, say node 1. The

10 symbols {c2, . . . , c10, pT1 c} are downloaded, and c is decoded. It now remains to recover

a1 and b1. The third symbol (pT2 c+qT2 b+qT2 a) of node 12 is downloaded and pT2 c subtracted

out to obtain (qT2 b + qT2 a). The second symbol (vT3 b−pT3 c) from node 13 is downloaded and

(−pT3 c) is subtracted out from it to obtain vT3 b. The specific (sparse) structure of q2 and v3

allows for decoding a1 and b1 from (qT2 b+qT2 a) and vT3 b, by downloading and subtracting out

{ai}5i=2 and {bi}5i=2. Thus, the repair of node 1 involved reading and downloading 20 symbols

(in comparison, the size of the message is kα = 30). The repair of any other systematic node

follows a similar algorithm, and results in the same amount of data read and downloaded.

The general design is as follows. Consider (2r − 3) instances of the base code, and

let a1, . . . a2r−3 be the messages associated to the respective instances. First divide the k

systematic nodes into (r−1) equal sets (or nearly equal sets if k is not a multiple of (r−1)).

Assume for simplicity of exposition that k is a multiple of (r − 1). The first of the k
r−1 sets
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consist of the first k
r−1 nodes, the next set consists of the next k

r−1 nodes and so on. Define

k-length vectors {vi, v̂i}ri=2 as

vi = ar−1 + iar−2 + i2ar−3 + · · ·+ ir−2a1

v̂i = vi − ar−1 = iar−2 + i2ar−3 + · · ·+ ir−2a1 .

Further, define k-length vectors {qi,j}r,r−1i=2,j=1 as

qi,j =



0
. . .

0
1
. . .

1
0
. . .

0


pi

where the positions of the ones on the diagonal of the (k × k) diagonal matrix depicted

correspond to the nodes in the jth group. It follows that

r−1∑
j=1

qi,j = pi ∀ i ∈ {2, . . . r} .

Parity node (k + i), i ∈ {2, . . . , r}, is then piggybacked to store

pTi a1 ··· pTi ar−2 pTi ar−1+∑r−1
j=1,j 6=i−1q

T
i,jv̂i

pTi ar+

qTi,1vi

··· pTi ar+i−3+

qTi,i−2vi

pTi ar+

qTi,ivi

··· pTi a2r−3+

qTi,r−1vi

Following this, an invertible linear combination is performed at each of the nodes

{k + 2, . . . , k + r}. The transform subtracts the last (r − 2) substripes from the (r − 1)th

substripe, following which the node (k + i), i ∈ {2, . . . , r}, stores

pTi a1 ··· pTi ar−2 qTi,i−1ar−1−∑2r−3
j=r pTi aj

pTi ar+

qTi,1vi

··· pTi ar+i−3+

qTi,i−2vi

pTi ar+

qTi,ivi

··· pTi a2r−3+

qTi,r−1vi

Let us now see how repair of a systematic node is performed. Consider repair of node `.

First, from nodes {1, . . . , k+ 1}\{`}, all the data in the last (r−2) substripes is downloaded

and the data ar, . . . , a2r−3 is recovered. This also provides us with a part of the desired data

{ar,`, . . . , a2r−3,`}. Next, observe that in each parity node {k+2, . . . , k+r}, there is precisely

one symbol whose ‘q’ vector has a non-zero `th component. From each of these nodes, the

symbol having this vector is downloaded, and the components along {ar, . . . , a2r−3} are



CHAPTER 4. PIGGYBACKING FRAMEWORK FOR CONSTRUCTING
DISTRIBUTED STORAGE CODES 38

subtracted out. Further, we download all symbols from all other systematic nodes in the

same set as node `, and subtract this out from the previously downloaded symbols. This

leaves us with (r − 1) independent linear combinations of {a1,`, . . . , ar−1,`} from which the

desired data is decoded.

When k is not a multiple of (r − 1), the k systematic nodes are divided into (r − 1) sets

as follows. Let

t` =

⌊
k

r − 1

⌋
, th =

⌈
k

r − 1

⌉
, t = (k − (r − 1)t`) . (4.7)

The first t sets are chosen of size th each and the remaining (r− 1− t) sets have size t` each.

The systematic symbols in the first (r−1) substripes are piggybacked onto the parity symbols

(except the first parity) of the last (r − 1) stripes. For repair of any failed systematic node

` ∈ {1, . . . , k}, the last (r − 2) substripes are decoded completely by reading the remaining

systematic and the first parity symbols from each. To obtain the remaining (r− 1) symbols

of the failed node, the (r − 1) parity symbols that have piggyback vectors (i.e., q’s and

v’s) with a non-zero value of the `th element are downloaded. By design, these piggyback

vectors have non-zero components only along the systematic nodes in the same set as node

`. Downloading and subtracting these other systematic symbols gives the desired data.

The average data read and download γsys2 for repair of systematic nodes, as a fraction of

the total message symbols (2r − 3)k, is

γsys2 =
1

(2r − 3)k2
[t((r − 2)k + (r − 1)th) + (k − t)((r − 2)k + (r − 1)t`)] . (4.8)

This quantity is plotted in Fig. 4.5a for several values of the system parameters n and k.

While we only discussed the repair of systematic nodes for this code, the repair of parity

nodes can be made efficient by considering m instances of this code as in Piggyback design 1

described in Section 4.5. Note that in Piggyback design 2, the first parities of the first (r−1)

substripes are never read for repair of any systematic node. We shall add piggybacks to these

unused parity symbols to aid in the repair of other parity nodes. As in Section 4.5, when a

substripe x is piggybacked onto substripe y, the last (r − 1) parity symbols in substripe x

are summed up and the result is added as a piggyback onto the first parity in substripe y.

In this design, the last (r − 2) substripes of an odd instance are piggybacked onto the first

(r − 2) substripes of the subsequent even instance respectively. This leaves the first parity

in the (r − 1)th substripe unused in each of the instances. We shall piggyback onto these

parity symbols in the following manner: the (r−1)th substripe in each of the odd instances is

piggybacked onto the (r− 1)th substripe of the subsequent even instance. As in Section 4.5,

higher a value of m results in a lesser amount of data read and downloaded for repair. In
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such a design, the average data read γpar2 for repair of parity nodes, as a fraction of the total

message symbols, is

γpar2 =
1

r
+

r − 1

(2r − 3)kmr

[
(m+ 1)(r − 2)k + (m− 1)(r − 2)(r − 1) +

⌈m
2

⌉
k +

⌊m
2

⌋
(r − 1)

]
.

(4.9)

This quantity is also plotted in Fig. 4.5b for various values of the system parameters n and

k with m = 4.

4.7 Piggybacking design 3

In this section, we present a piggybacking design to construct MDS codes with a primary

focus on the locality of repair. The locality of a repair operation is defined as the number

of nodes that are contacted during the repair operation. The codes presented here perform

efficient repair of any of the systematic nodes with the smallest possible locality for any

MDS code, which is equal to (k + 1). 4 To the best of our knowledge, the amount of data

read and downloaded during reconstruction in the presented code is the smallest among all

known explicit, exact-repair, minimum-locality, MDS codes for more than three parities (i.e.,

(r > 3).

This design involves two levels of piggybacking, and these are illustrated in the following

two example constructions. The first example considers α = 2m instances of the base code

and shows the first level of piggybacking, for any positive integer m > 1 (as we will see, higher

values of m will result in repair with a smaller amount of data read and download). The

second example uses two instances of this code and adds the second level of piggybacking.

We note that this design deals with the repair of only the systematic nodes.

Example 4. Consider any (n = 11, k = 8) MDS code as the base code, and take 4 instances

of this code. Divide the systematic nodes into two sets as follows, S1 = {1, 2, 3, 4}, S2 =

{5, 6, 7, 8}. We then add the piggybacks as shown in Fig. 4.3. Observe that in this design,

the piggybacks added to an even substripe is a function of symbols in its immediately previous

(odd) substripe from only the systematic nodes in the first set S1, while the piggybacks added

to an odd substripe are functions of symbols in its immediately previous (even) substripe from

only the systematic nodes in the second set S2.

4A locality of k is also possible, but this necessarily mandates the download of the entire data, and hence
we do not consider this option.
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Node 1
...

Node 4

Node 5
...

Node 8

Node 9

Node 10

Node 11

a1 b1 c1 d1
...

...
...

...

a4 b4 c4 d4

a5 b5 c5 d5
...

...
...

...

a8 b8 c8 d8

pT1 a pT1 b pT1 c pT1 d

pT2 a pT2 b+a1 + a2 pT2 c+b5 + b6 pT2 d+c1 + c2

pT3 a pT3 b+a3 + a4 pT3 c+b7 + b8 pT3 d+c3 + c4

Figure 4.3: Example illustrating first level of piggybacking in design 3. The piggybacks in the even
substripes (in blue) are a function of only the systematic nodes {1, . . . , 4} (also in blue), and the
piggybacks in odd substripes (in green) are a function of only the systematic nodes {5, . . . , 8} (also
in green). This code requires an average amount of data read and download of only 71% of the
message size for repair of systematic nodes.

We now present the algorithm for repair of any systematic node. First consider the

repair of any systematic node ` ∈ {1, . . . , 4} in the first set. For instance, say ` = 1, then

{b2, . . . , b8, pT1 b} and {d2, . . . , d8, pT1 d} are downloaded, and {b, d} (i.e., the messages in

the even substripes) are decoded. It now remains to recover the symbols a1 and c1 (belonging

to the odd substripes). The second symbol (pT2 b + a1 + a2) from node 10 is downloaded

and pT2 b subtracted out to obtain the piggyback (a1 + a2). Now a1 can be recovered by

downloading and subtracting out a2. The fourth symbol from node 10, (pT2 d + c1 + c2), is

also downloaded and pT2 d subtracted out to obtain the piggyback (c1 + c2). Finally, c1 is

recovered by downloading and subtracting out c2. Thus, node 1 is repaired by reading a total

of 20 symbols (in comparison, the total total message size is 32) and with a locality of 9. The

repair of node 2 can be carried out in an identical manner. The two other nodes in the first

set, nodes 3 and 4, can be repaired in a similar manner by reading the second and fourth

symbols of node 11 which have their piggybacks. Thus, repair of any node in the first group

requires reading and downloading a total of 20 symbols and with a locality of 9.

Now we consider the repair of any node ` ∈ {5, . . . , 8} in the second set S2. For in-

stance, consider ` = 5. The symbols
{
a1, . . . , a8, pT1 a

}
\{a5},

{
c1, . . . , c8, pT1 c

}
\{c5} and{

d1, . . . , d8, pT1 d
}
\{d5} are downloaded in order to decode a5, c5, and d5. From node 10,

the symbol (pT2 c + b5 + b6) is downloaded and pT2 c is subtracted out. Then, b5 is recovered
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by downloading and subtracting out b6. Thus, node 5 is recovered by reading a total of 26

symbols and with a locality of 9. Recovery of other nodes in S2 follows on similar lines.

The average amount of data read and downloaded during the recovery of systematic nodes

is 23, which is 71% of the message size. A higher value of m (i.e., a higher number of

substripes) would lead to a further reduction in the read and download (the last substripe

cannot be piggybacked and hence mandates a greater read and download; this is a boundary

case, and its contribution to the overall read reduces with an increase in m).

Example 5. In this example, we illustrate the second level of piggybacking which further

reduces the amount of data read during repair of systematic nodes as compared to Example 4.

Consider α = 8 instances of an (n = 13, k = 10) MDS code. Partition the systematic nodes

into three sets S1 = {1, . . . , 4}, S2 = {5, . . . , 8}, S3 = {9, 10} (for readers having access to

Fig. 4.4 in color, these nodes are coloured blue, green, and red respectively). We first add

piggybacks of the data of the first 8 nodes onto the parity nodes 12 and 13 on similar lines

as in Example 4 (see Fig. 4.4). We now add piggybacks for the symbols stored in systematic

nodes in the third set, i.e., nodes 9 and 10. To this end, we parititon the 8 substripes into

two groups of size four each (indicated by white and gray shades respectively in Fig. 4.4).

The symbols of nodes 9 and 10 in the first four substripes are piggybacked onto the last four

substripes of the first parity node, as shown in Fig. 4.4 (in red color).

We now present the algorithm for repair of systematic nodes under this piggyback code.

The repair algorithm for the systematic nodes {1, . . . , 8} in the first two sets closely follows

the repair algorithm illustrated in Example 4. Suppose ` ∈ S1, say ` = 1. By construction,

the piggybacks corresponding to the nodes in S1 are present in the parities of even sub-

stripes. From the even substripes, the remaining systematic symbols, {bi, di, fi, hi}i={2,...,10},
and the symbols in the first parity, {pT1 b, pT1 d, pT1 f + b9 + b10, pT1 h + d9 + d10}, are

downloaded. Observe that, the first two parity symbols downloaded do not have any pig-

gybacks. Thus, using the MDS property of the base code, b and d can be decoded. This

also allows us to recover pT1 f , pT1 h from the symbols already downloaded. Again, using

the MDS property of the base code, one recovers f and h. It now remains to recover

{a1, c1, e1, g1}. To this end, we download the symbols in the even substripes of node

12, {pT2 b+a1 + a2, pT2 d+c1 + c2, pT2 f+e1 + e2, pT2 h+g1 + g2}, which have piggybacks with

the desired symbols. By subtracting out previously downloaded data, we obtain the piggybacks

{a1 + a2, c1 + c2, e1 + e2, g1 + g2}. Finally, by downloading and subtracting a2, c2, e2, g2, we

recover a1, c1, e1, g1. Thus, node 1 is recovered by reading 48 symbols, which is 60% of the

total message size. Observe that the repair of node 1 was accomplished with a locality of

(k + 1) = 11. Every node in the first set can be repaired in a similar manner. Repair of the

systematic nodes in the second set is performed in a similar fashion by utilizing the corre-
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Node 1
...

Node 4

Node 5
...

Node 8

Node 9

Node 10

Node 11

Node 12

Node 13

a1 b1 c1 d1 e1 f1 g1 h1
...

...
...

...
...

...
...

...

a4 b4 c4 d4 e4 f4 g4 h4

a5 b5 c5 d5 e5 f5 g5 h5
...

...
...

...
...

...
...

...

a8 b8 c8 d8 e8 f8 g8 h8

a9 b9 c9 d9 e9 f9 g9 h9

a10 b10 c10 d10 e10 f10 g10 h10

pT1 a pT1 b pT1 c pT1 d pT1 e +
a9 + a10

pT1 f +
b9 + b10

pT1 g +
c9 + c10

pT1 h +
c9 + c10

pT2 a pT2 b+
a1 + a2

pT2 c +
b5 + b6

pT2 d +
c1 + c2

pT2 e pT2 f +
e1 + e2

pT2 g +
f5 + f6

pT2 h +
g1 + g2

pT3 a pT3 b +
a3 + a4

pT3 c +
b7 + b8

pT3 d +
c3 + c4

pT3 e pT3 f +
e3 + e4

pT3 g +
f7 + f8

pT3 h +
g3 + g4

Figure 4.4: An example illustrating piggyback design 3, with k = 10, n = 13, α = 8. The
piggybacks in the first parity node (in red) are functions of the data of nodes {8, 9} alone. In
the remaining parity nodes, the piggybacks in the even substripes (in blue) are functions of the
data of nodes {1, . . . , 4} (also in blue), and the piggybacks in the odd substripes (in green) are
functions of the data of nodes {5, . . . , 8} (also in green), and the piggybacks in red (also in red).
The piggybacks in nodes 12 and 13 are identical to that in Example 4 (Fig 4.3). The piggybacks in
node 11 piggyback the first set of 4 substripes (white background) onto the second set of number
of substripes (gray background)

.

sponding piggybacks, however, the total number of symbols read is 64 (since the last substripe

cannot be piggybacked; such was the case in Example 4 as well).

We now present the repair algorithm for systematic nodes {9, 10} in the third set S3.

Let us suppose ` = 9. Observe that the piggybacks corresponding to node 9 fall in the

second group (i.e., the last four) of substripes. From the last four substripes, the remaining

systematic symbols {ei, fi, gi, hi}i={1,...,8,10}, and the symbols in the second parity {pT1 e, pT1 f +

e1 + e2, pT1 g + f1 + f2, pT1 h + g1 + g2, } are downloaded. Using the MDS property of the base

code, one recovers e, f , g and h. It now remains to recover a9, b9, c9 and d9. To this end,

we download {pT1 e + a9 + a10, pT1 f + b9 + b10, pT1 g + c9 + c10, pT1 h + d9 + d10} from node

11. Subtracting out the previously downloaded data, we obtain the piggybacks {a9 + a10, b9 +

b10, c9 + c10, d9 + d10}. Finally, by downloading and subtracting out {a10, b10, c10, d10}, we
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Code k, r supported Number of substripes

Rotated RS [87] r ∈ {2, 3}, k ≤ 36 2

EVENODD, RDP [21, 35, 175, 180] r = 2 k

Piggyback 1 r ≥ 2 2m

Piggyback 2 r ≥ 3 (2r − 3)m

Piggyback 3 r ≥ 2 4m

Table 4.1: Summary of supported parameters for explicit code constructions under Class 1, which
are codes that are MDS, have high-rate, and have a small (constant or linear in k) number of
substripes. For the Piggyback codes, the value of m can be chosen to be any positive integer.

recover the desired data {a9, b9, c9, d9}. Thus, node 9 is recovered by reading and downloading

48 symbols. Observe that the locality of repair is (k+1) = 11. Node 10 is repaired in a similar

manner.

For general values of the parameters, n, k, and α = 4m for some integer m > 1, we

choose the size of the three sets S1, S2, and S3, so as to make the number of systematic

nodes involved in each piggyback equal or nearly equal. Denoting the sizes of S1, S2 and S3,

by t1, t2, and t3 respectively, this gives

t1 =

⌈
1

2r − 1

⌉
, t2 =

⌈
r − 1

2r − 1

⌉
, t3 =

⌊
r − 1

2r − 1

⌋
. (4.10)

Then the average amount of data read and downloaded γsys3 for repair of systematic nodes,

as a fraction of the total message symbols 4mk, is

γsys3 =
1

4mk2

[
t1

(
k

2
+
t1
2

)
+ t2

(
k

2
+

t2
2(r − 1)

)
+ t3

((
1

2
+

1

m

)
k +

(
1

2
− 1

m

)
t3

(r − 1)

)]
.

This quantity is plotted in Fig. 4.5a for several values of the system parameters n and k with

m = 16.

4.8 Comparative study

We now compare the average amount of data read and downloaded during repair under the

piggybacking constructions with existing explicit constructions in the literature. We first

consider Class 1, which corresponds to codes that are MDS, have high-rate, and have a

small (constant or linear in k) number of substripes (recall from Section 4.1). A summary
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of the supported parameters of various existing explicit constructions for Class 1 and the

piggybacking constructions is provided in Table 4.1. Fig. 4.5 presents plots comparing the

amount of data read and downloaded during repair under these codes. Each of the codes

compared in Fig. 4.5 have the property of repair-by-transfer [147], i.e., they read only those

symbols that they wish to download. Consequently, the amount of data read and downloaded

are equal under these codes. The average amount of data read and downloaded during

reconstruction of systematic nodes is compared in Fig. 4.5a, that during reconstruction of

parity nodes in Fig. 4.5b, and the average taking all nodes into account is compared in

Fig. 4.5c. Although the goal of Piggyback design 3 is to minimize the repair locality, it also

reduces the amount of data read and downloaded during repair and hence we include it in

these comparison plots. In the plots, we consider the following number of substripes: 8 for

Piggyback 1 and Rotated-RS codes, 4(2r− 3) for Piggyback 2, and 16 for Piggyback 3. The

number of substripes for EVENODD and RDP codes are (k − 1) and k respectively. Note

that the (repair-optimized) EVENODD and RDP codes exist only for r = 2, and Rotated-

RS codes exist only for r = 3. The amount of data read and downloaded for repair under

the (repair-optimized) EVENODD and RDP codes is identical to that of a Rotated-RS code

with the same parameters.

To address Class 2, which corresponds to binary MDS codes, we propose using Piggy-

backing designs 1 and 2 with traditional binary MDS array codes as the underlying base

codes (for instance, [22]). This provides repair-efficient, binary, MDS codes for all param-

eters where traditional binary MDS array codes exist. The (repair-optimized) EVENODD

and RDP codes [180, 175] and the code presented in [47] are binary MDS codes and each

of these codes exists only for r = 2. Furthermore, (repair-optimized) EVENODD and

the construction in [47] consider reconstruction of only the systematic nodes. We have al-

ready seen the comparison between the savings from the piggyback constructions and the

(repair-optimized) EVENODD and RDP codes in Fig. 4.5. For r = 2, considering only the

reconstruction of systematic nodes, the construction in [47] achieves the minimum amount

of data read and download that of 50% of the message size while requiring an exponential

in k (more specifically, 2(k−1)) number of substripes.

Class 3, which corresponds to repair-efficient MDS codes with smallest possible repair

locality of (k+1), was addressed by the Piggybacking design 3 in Section 4.7. Class 4, which

corresponds to optimizing reconstruction of parity nodes in codes that optimize reconstruc-

tion of only the systematic nodes will be considered in the following section.
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Figure 4.5: Average amount of data read and downloaded for repair of systematic nodes, par-
ity nodes, and all nodes in the three piggybacking designs, Rotated-RS codes [87], and (repair-
optimized) EVENODD and RDP codes [180, 175]. The (repair-optimized) EVENODD and RDP
codes exist only for r = 2, and the amount of data read and downloaded for repair is identical to
that of a Rotated-RS code with the same parameters.

4.9 Repairing parities in existing codes that address

only systematic repair

Several codes proposed in the literature [87, 26, 153, 113] can efficiently repair only the

systematic nodes, and require the download of the entire message for repair of any parity

node. In this section, we piggyback these codes to reduce the read and download during

repair of parity nodes, while also retaining the efficiency of repair of systematic nodes. This

piggybacking design is first illustrated with the help of an example.
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Node 1

Node 2

Node 3

Node 4

a1 b1

a2 b2

3a1+
2b1+a2

b1+
2a2+3b2

3a1+
4b1+2a2

b1+
2a2+b2

(a)

a1 b1 c1 d1

a2 b2 c2 d2

3a1+
2b1+a2

b1+
2a2+3b2

3c1+2d1+c2
+(3a1+4b1+2a2)

d1+2c2+3d2
+(b1+2a2+b2)

3a1+
4b1+2a2

b1+
2a2+b2

3c1+4d1+2c2 d1+2c2+d2

(b)

Table 4.2: An example illustrating piggybacking to perform efficient repair of the parities in an
existing code that originally addressed the repair of only the systematic nodes: (a) An existing
code [153] originally designed to address repair of only systematic nodes; (b) Piggybacking to also
optimize repair of parity nodes. See Example 6 for more details.

Example 6. Consider the code depicted in Fig. 4.2a, originally proposed in [153]. This is

an MDS code with parameters (n = 4, k = 2), and the message comprises four symbols a1,

a2, b1 and b2 over finite field F5. The code can repair any systematic node with an optimal

data read and download. Node 1 is repaired by reading and downloading the symbols a2,

(3a1 + 2b1 + a2) and (3a1 + 4b1 + 2a2) from nodes 2, 3 and 4 respectively; node 2 is repaired

by reading and downloading the symbols b1, (b1 + 2a2 + 3b2) and (b1 + 2a2 + b2) from nodes

1, 3 and 4 respectively. The amount of data read and downloaded in these two cases are the

minimum possible. However, under this code, the repair of parity nodes with reduced data

read has not been addressed.

In this example, we piggyback the code of Fig. 4.2a to enable efficient repair of the second

parity node. In particular, we take two instances of this code and piggyback it in a manner

shown in Fig. 4.2b. This code is obtained by piggybacking on the first parity symbol of the

last two instance, as shown in Fig. 4.2b. In this piggybacked code, repair of systematic

nodes follow the same algorithm as in the base code, i.e., repair of node 1 is accomplished by

downloading the first and third symbols of the remaining three nodes, while the repair of node

2 is performed by downloading the second and fourth symbols of the remaining nodes. One

can easily verify that the data obtained in each of these two cases are equivalent to what would

have been obtained in the code of Fig. 4.2a in the absence of piggybacking. Thus the repair

of the systematic nodes remains optimal. Now consider repair of the second parity node,

i.e., node 4. The code (Fig. 4.2a), as proposed in [153], would require reading 8 symbols

(which is the size of the entire message) for this repair. However, the piggybacked version of

Fig. 4.2b can accomplish this task by reading and downloading only 6 symbols: c1, c2, d1, d2,

(3c1+2d1+c2+3a1+4b1+2a2) and (d1+2c2+3d2+b1+2a2+b2). Here, the first four symbols

help in the recovery of the last two symbols of node 4, (3c1 + 4d1 + 2c2) and (d1 + 2c2 + d2).
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Further, from the last two downloaded symbols, (3c1 + 2d1 + c2) and (d1 + 2c2 + 3d2) can

be subtracted out (using the known values of c1, c2, d1 and d2) to obtain the remaining two

symbols (3a1 + 4b1 + 2a2) and (b1 + 2a2 + b2). Finally, one can easily verify that the MDS

property of the code in Fig. 4.2a carries over to Fig. 4.2b as discussed in Section 4.4.

We now present a general description of this piggybacking design. We first set up some

notation. Let us assume that the base code is a vector code, under which each node stores

a vector of length µ (a scalar code is, of course, a special case with µ = 1). Let a =

[aT1 aT2 · · · aTk ]T be the message, with systematic node i (∈ {1, . . . , k}) storing the µ

symbols aTi . Parity node (k + j), j ∈ {1, . . . , r}, stores the vector aTPj of µ symbols for

some (kµ × µ) matrix Pj. Fig. 4.6a illustrates this notation using two instances of such a

(vector) code.

We assume that in the base code, the repair of any failed node requires only linear

operations at the other nodes. More concretely, for repair of a failed systematic node i,

parity node (k + j) passes aTPjQ
(i)
j for some matrix Q

(i)
j .

The following proposition serves as a building block for this design.

Proposition 1. Consider two instances of any base code, operating on messages a and b

respectively. Suppose there exist two parity nodes (k + x) and (k + y), a (µ × µ) matrix R,

and another matrix S such that

RQ(i)
x = Q(i)

y S ∀ i ∈ {1, . . . , k} . (4.11)

Then, adding aTPyR as a piggyback to the parity symbol bTPx of node (k+x) (i.e., changing

it from bTPx to (bTPx + aTPyR)) does not alter the amount of read or download required

during repair of any systematic node.

Proof. Consider repair of any systematic node i ∈ {1, . . . , k}. In the piggybacked code, we

let each node pass the same linear combinations of its data as it did under the base code.

This keeps the amount of data read and downloaded identical to the base code. Thus, parity

node (k + x) passes aTPxQ
(i)
x and (bTPx + aTPyR)Q

(i)
x , while parity node (k + y) passes

aTPyQ
(i)
y and bTPyQ

(i)
y . From (4.11) we see that the data obtained from parity node (k+ y)

gives access to aTPyQ
(i)
y S = aTPyRQ

(i)
x . This is now subtracted from the data downloaded

from node (k + x) to obtain bTPxQ
(i)
x . At this point, the data obtained is identical to what

would have been obtained under the repair algorithm of the base code, which allows the

repair to be completed successfully.

An example of such a piggybacking is depicted in Fig. 4.6b.
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Node 1
...

Node k

Node k+1

Node k+2
...

Node k+r

aT1 bT1
...

...

aTk bTk

aTP1 bTP1

aTP2 bTP2

...
...

aTPr bTPr

(a) Two instances
of the vector base
code.

aT1 bT1
...

...

aTk bTk

aTP1 bTP1 + aTP2R

aTP2 bTP2

...
...

aTPr bTPr

(b) Illustrating the piggybacking design of Proposi-
tion 1. Parities (k + 1) and (k + 2) respectively cor-
respond to (k + x) and (k + y) of the proposition.

Node 1
...

Node k

Node k+1

Node k+2

Node k+3

aT1 bT1
...

...

aTk bTk

aTP1 bTP1 + aTP2 + aTP3

aTP2 bTP2

aTP3 bTP3

(c) Piggybacking the regenerating code constructions of [26, 153, 176, 113] for efficient parity
repair.

Figure 4.6: Piggybacking for efficient parity-repair in existing codes originally constructed for repair
of only systematic nodes.

Under a piggybacking as described in the lemma, the repair of parity node (k + y) can

be made more efficient by exploiting the fact that the parity node (k + x) now stores the

piggybacked symbol (bTPx+aTPyR). We now demonstrate the use of this design by making

the repair of parity nodes efficient in the explicit MDS ‘regenerating code’ constructions

of [26, 153, 176, 113] which address the repair of only the systematic nodes. These codes

have the property that

Q(i)
x = Qi ∀ i ∈ {1, . . . , k}, ∀ x ∈ {1, . . . , r}

i.e., the repair of any systematic node involves every parity node passing the same linear
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combination of its data (and this linear combination depends on the identity of the systematic

node being repaired). It follows that in these codes, the condition (4.11) is satisfied for every

pair of parity nodes with R and S being identity matrices.

Example 7. The piggybacking of (two instances) of any such code [26, 153, 176, 113] is

shown in Fig. 4.6c (for the case r = 3). As discussed previously, the MDS property and the

property of efficient repair of systematic nodes is retained upon piggybacking. The repair of

parity node (k + 1) in this example is carried out by downloading all the 2kµ symbols. On

the other hand, repair of node (k + 2) is accomplished by reading and downloading b from

the systematic nodes, (bTP1 + aTP2 + aTP3) from the first parity node, and (aTP3) from the

third parity node. This gives the two desired symbols aTP2 and bTP2. Repair of the third

parity is performed in an identical manner, except that aTP2 is downloaded from the second

parity node. The average amount of data read and downloaded for the repair of parity nodes,

as a fraction of the size kµ of the message, is thus

2k + 2

3k

which translates to a saving of around 33%.

In general, the set of r parity nodes is partitioned into

g =

⌊
r√
k + 1

⌋
sets of equal sizes (or nearly equal sizes if r is not a multiple of g). Within each set, the

encoding procedure of Fig. 4.6c is performed separately. The first parity in each group is

repaired by downloading all the data from the systematic nodes. On the other hand, as in

Example 7, the repair of any other parity node is performed by reading b from the systematic

nodes, the second (which is piggybacked) symbol of the first parity node of the set, and the

first symbols of all other parity nodes in the set. Assuming the g sets have equal number of

nodes (i.e., ignoring rounding effects), the average amount of data read and downloaded for

the repair of parity nodes, as a fraction of the size kµ of the message, is

1

2
+
k + ( r

g
− 1)2

2k
(
r
g

) .

4.10 Summary

In this chapter, we presented the Piggybacking framework for designing storage codes that

are efficient in both the amount of data read and downloaded during reconstruction, while
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being MDS, high-rate, and having a small number of substripes and a small field size.

Under this setting, to the best of our knowledge, Piggyback codes achieve the minimum

amount of data read and downloaded for reconstruction among all existing solutions. The

piggybacking framework operates on multiple instances of existing codes and adds carefully

designed functions of the data from one instance onto the other, in a manner that preserves

properties such as minimum distance and the finite field of operation. We illustrate the

power of this framework by constructing classes of explicit codes that entail, to the best

of our knowledge, the smallest amount of data read and downloaded for reconstruction

among all existing solutions for two important settings in addition to the one mentioned

above. Furthermore, we showed how the piggybacking framework can be employed to enable

efficient repair of parity nodes in existing codes that were originally constructed to address

the repair of only the systematic nodes.

In the following chapter, we present the design, implementation, and evaluation of an

erasure-coded storage system, which we call Hitchhiker, that employs Piggyback codes.
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Chapter 5

Hitchhiker: a resource-efficient

erasure coded storage system

In this chapter, we change gears from theory to systems and present Hitchhiker, a resource-

efficient erasure-coded storage system that reduces the usage of both I/O and network during

reconstruction by 25% to 45% without requiring any additional storage and maintaining

the same level of fault-tolerance as RS-based systems. Hitchhiker employs the Piggybacking

framework presented in Chapter 4, and uses a novel disk layout (or data placement) technique

to translate the gains promised in theory to gains in real-world systems. Hitchhiker has

received considerable attention from the industry, and is being incorporated into the next

release of Apache Hadoop Distributed File system (Apache HDFS).

5.1 Introduction

As discussed in the previous chapters, erasure coding offers a storage-efficient alternative

for introducing redundancy as compared to replication. For this reason, several large-scale

distributed storage systems [56, 65] now deploy erasure codes, that provide higher reliability

at significantly lower storage overheads, with the most popular choice being the family of

Reed-Solomon (RS) codes [138].

We posit that the primary reason that makes RS codes particularly attractive for large-

scale distributed storage systems is its two following properties:

P1: Storage optimality. A primary contributor to the cost of any large-scale storage

system is the storage hardware. Further, several auxiliary costs, such as those of networking

equipment, physical space, and cooling, grow proportionally with the amount of storage

used. As a consequence, it is critical for any storage code to minimize the storage space
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consumed. Recall from Chapter 2 that codes MDS codes are optimal in utilizing the storage

space in providing reliability. RS codes are MDS, and hence a (k, r) RS code entails the

minimum storage overhead among all (k, r) erasure codes that tolerate any r failures.

P2: Generic applicability. RS codes can be constructed for arbitrary values of the

parameters (k, r), thus allowing complete flexibility in the design of the system.

As we have seen in the previous chapters, although RS codes improve storage efficiency,

they cause a significant increase in the disk and network traffic. In addition to the increased

toll on network and disk resources, the significant increase in the amount of data to be

read and downloaded during reconstruction affects RS-based storage systems in two ways.

First, it drastically hampers the read performance of the system in “degraded mode”, i.e.,

when there is a read request for a data unit that is missing or unavailable. Serving such a

request is called a ‘degraded read’. In a replication based system, degraded reads can be

performed very efficiently by serving it from one of the replicas of the requisite data. On the

other hand, the high amount of data read and downloaded as well as the computational load

for reconstructing any data block in an RS-based system increases the latency of degraded

reads. Second, it increases the recovery time of the system: recovering a failed machine or

decommissioning a machine takes significantly longer time than in a replication-based system.

Based on conversations with teams from multiple enterprises that deploy RS codes in their

storage systems, we gathered that this increased disk and network traffic and its impact on

degraded reads and recovery is indeed a major concern, and is one of the bottlenecks to

erasure coding becoming more pervasive in large-scale distributed storage systems.

The problem of reducing the amount of data required to be downloaded for reconstruction

in erasure-coded systems has received considerable attention in the recent past both in the

theory and the systems literature [147, 113, 166, 127, 144, 72, 125, 49, 148, 175, 180, 79, 83,

71]. However, all existing practical solutions either demand additional storage space [147,

144, 72, 49, 125, 148]), or are applicable in very limited settings [87, 175, 180, 71]. For

example, [72, 144, 49] add at least 25% to 50% more parity units to the code, thereby

increasing the storage overheads, [125, 148] necessitate a high redundancy of r ≥ (k − 1) in

the system, while [87, 175, 180, 71] operate in a limited setting allowing only two or three

parity units.

In this chapter, we present Hitchhiker, an erasure-coded storage system that bridges this

gap between theory and practice. Hitchhiker reduces both network and disk traffic during

reconstruction by 25% to 45% without requiring any additional storage and maintaining the

same level of fault-tolerance as RS-based systems.1 Furthermore, Hitchhiker can be used

with any choice of the system parameters k and r, thus retaining both the attractive prop-

1It takes a free-ride on top of the RS-based system, retaining all its desired properties, and hence the
name ‘Hitchhiker’.
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Storage optimality and generic applicability:

Storage requirement Same (optimal)

Supported parameters All

Fault tolerance Same (optimal)

Data reconstruction:

Data downloaded (i.e., network traffic) 35% less

Data read (i.e., disk traffic) 35% less

Data read time (median) 31.8% less

Data read time (95th percentile) 30.2% less

Computation time (median) 36.1% less

Encoding:

Encoding time (median) 72.1% more

Table 5.1: Performance of Hitchhiker as compared to Reed-Solomon-based system for default HDFS
parameters.

erties of RS codes described earlier. Hitchhiker accomplishes this with the aid of two novel

components: (i) a new encoding and decoding technique that builds on top of RS codes

and reduces the amount of download required during reconstruction of missing or otherwise

unavailable data, (ii) a novel disk layout technique that ensures that the savings in network

traffic offered by the new code is translated to savings in disk traffic as well.

In proposing the new storage code, we make use of the ‘Piggybacking framework’ pre-

sented in Chapter 4. Specifically, we employ the Piggybacking design 1 to construct an

erasure code that reduces the amount of data required during reconstruction while main-

taining the storage optimality and generic applicability of RS codes. Our construction offers

the choice of either using it with only XOR operations resulting in significantly faster com-

putations or with finite field arithmetic for a greater reduction in the disk and network traffic

during reconstruction. Interestingly, we also show that the XOR-only design can match the

savings of non-XOR design if the underlying RS code satisfies a certain simple condition. The

proposed codes also help reduce the computation time during reconstruction as compared

to the existing RS codes.
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The proposed storage codes reduce the amount of download required for data recon-

struction, and this directly translates to reduction in network traffic. We then propose a

novel disk layout (or data placement) technique which ensures that the savings in network

resources are also translated to savings in disk resources. In fact, this technique is applicable

to a number of other recently proposed storage codes [87, 125, 147, 148, 113, 166, 71] as

well, and hence is also of independent interest.

Hitchhiker optimizes reconstruction of a single unit in a stripe without compromising

any of the two properties of RS-based systems. Reconstruction of single units in a stripe

is the most common reconstruction scenario in practice, as validated by our measurements

from Facebook’s data-warehouse cluster which reveal that 98.08% of all recoveries involve

recovering a single unit in a stripe (see Chapter 3 and Section 5.7). Moreover, at any point

in time, Hitchhiker can alternatively perform the (non-optimized) reconstruction of single

or multiple units as in RS-based systems by connecting to any k of the remaining units. It

follows that optimizations or solutions proposed outside the erasure coding component of

a storage system (e.g., [20, 100, 33]) can be used in conjunction with Hitchhiker by simply

treating Hitchhiker as functionally equivalent to an RS code, thereby allowing for the benefits

of both solutions.

We have implemented Hitchhiker in the Hadoop Distributed File System (HDFS). HDFS

is one of the most popular open-source distributed file systems with widespread adoption in

the industry. For example, multiple tens of Petabytes are being stored via RS encoding in

HDFS at Facebook, a popular social-networking company.

We evaluated Hitchhiker on two clusters in Facebook’s data centers, with the default

HDFS parameters of (k = 10, r = 4). We first deployed Hitchhiker on a test cluster com-

prising 60 machines, and verified that the savings in the amount of download during recon-

struction is as guaranteed by theory. We then evaluated various metrics of Hitchhiker on the

data-warehouse cluster in production consisting of multiple thousands of machines, in the

presence of ongoing real-time traffic and workloads. We observed that Hitchhiker reduces the

time required for reading data during reconstruction by 32%, and reduces the computation

time during reconstruction by 36%. Table 5.1 details the comparison between Hitchhiker

and RS-based systems with respect to various metrics for (k = 10, r = 4).2 Based on our

measurements [129] of the amount of data transfer for reconstruction of RS-encoded data

in the data-warehouse cluster at Facebook (discussed above), employing Hitchhiker would

save close to 62TB of disk and cross-rack traffic every day while retaining the same storage

overhead, reliability, and system parameters.

2More specifically, these numbers are for the ‘Hitchhiker-XOR+’ version of Hitchhiker.
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5.2 Related work

Erasure codes have many pros and cons over replication [141, 177]. The most attractive fea-

ture of erasure codes is that while replication entails a minimum of 2× storage redundancy,

erasure codes can support significantly smaller storage overheads for the same levels of relia-

bility. Many storage systems thus employ erasure codes for various application scenarios [140,

20, 51, 145]. Traditional erasure codes however face the problem of inefficient reconstruc-

tion. To this end, several works (e.g., [20, 100, 33]) propose system level solutions that

can be employed to reduce data transfer during reconstruction operations, such as caching

the data read during reconstruction, batching multiple recovery operations in a stripe, or

delaying the recovery operations. While these solutions consider the erasure code as a black-

box, Hitchhiker modifies this black box, employing the new erasure code constructed using

the Piggybacking framework presented in Chapter 4 to address the reconstruction problem.

Note that Hitchhiker retains all the properties of the underlying RS-based system. Hence

any solution proposed outside of the erasure-code module can be employed in conjunction

with Hitchhiker to benefit from both the solutions.

The problem of reducing the amount of data accessed during reconstruction through the

design of new erasure codes has received much attention in the recent past [113, 127, 144,

72, 125, 49, 148, 175, 180, 71]. However, all existing practical solutions either require the

inclusion of additional parity units, thereby increasing the storage overheads [144, 72, 49,

125, 148], or are applicable in very limited settings [87, 175, 180, 71].

The idea of connecting to more machines and downloading smaller amounts of data from

each node was proposed in [41] as a part of the ‘regenerating codes model’. However, all

existing practical constructions of regenerating codes necessitate a high storage redundancy

in the system, e.g., codes in [125] require r ≥ (k − 1). Rotated-RS [87] is another class of

codes proposed for the same purpose. However, it supports at most 3 parities, and more-

over, its fault tolerance is established via a computer search. Recently, optimized recovery

algorithms [175, 180] have been proposed for EVENODD and RDP codes, but they support

only 2 parities. For the parameters where [87, 175, 180] exist, Hitchhiker performs at least

as good, while also supporting an arbitrary number of parities. An erasure-coded storage

system which also optimizes for data download during reconstruction is presented in [71].

While this system achieves minimum possible download during reconstruction, it supports

only 2 parities. Furthermore, [71] requires decode operation to be performed for every read

request since it cannot reconstruct an identical version of a failed unit but only reconstruct

a functionally equivalent version.
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The systems proposed in [72, 144, 49] employ another class of codes called local-repair

codes to reduce the number blocks accessed during reconstruction. This, in turn, also reduces

the total amount of data read and downloaded during reconstruction. However, these codes

necessitate addition of at least 25% to 50% more parity units to the code, thereby increasing

the storage space requirements.

5.3 Background and notation

In this section, we will briefly discuss some background material, while also introducing the

notation and terminology that will be used throughout this chapter.

Reed-Solomon (RS) codes

A (k, r) RS code [138] encodes k data bytes into r parity bytes. The code operates on

each set of k bytes independently and in an identical fashion. Each such set on which

independent and identical operations are performed by the code is called a stripe. Figure 5.1

depicts ten units of data encoded using a (k = 10, r = 4) RS code that generates four

parity units. Here, a1, . . . , a10 are one byte each, and so are b1, . . . , b10. Note that the

code is operating independently and identically on the two columns, and hence each of the

two columns constitute a stripe of this code. We use the notation a = [a1 · · · a10] and

b = [b1 · · · b10]. Each of the functions f1, f2, f3 and f4, called parity functions, operate

on k = 10 data bytes to generate the r = 4 parities. The output of each of these functions

comprises one byte. These functions are such that one can reconstruct a from any 10 of the

14 bytes {a1, . . . , a10, f1(a), . . . , f4(a)}. In general, a (k, r) RS code has r parity functions

generating the r parity bytes such that all the k data bytes are recoverable from any k of

the (k + r) bytes in a stripe.

In the above discussion, each unit is considered indivisible: all the bytes in a unit share

the same fate, i.e., all the bytes are either available or unavailable. Hence, a reconstruction

operation is always performed on one or more entire units. A unit may be the smallest

granularity of the data handled by a storage system, or it may be a data chunk that is

always written onto the same disk block.

Reconstruction of any unit under the traditional RS framework is performed in the fol-

lowing manner. Both the stripes of any 10 of the remaining 13 units are accessed. The RS

code guarantees that any desired data can be obtained from any 10 of the units, allowing for

reconstruction of the requisite unit from this accessed data. This reconstruction operation

in the RS code requires accessing a total of 20 bytes from the other units.
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unit 1

Data
...

unit 10

unit 11

Parity unit 12

unit 13

unit 14

1 byte←−−−→ 1 byte←−−−→

a1 b1
...

...

a10 b10

f1(a) f1(b)

f2(a) f2(b)

f3(a) f3(b)

f4(a) f4(b)︸ ︷︷ ︸
stripe

︸ ︷︷ ︸
stripe

Figure 5.1: Two stripes of a (k=10, r=4) Reed-Solomon (RS) code. Ten units of data (first ten
rows) are encoded using the RS code to generate four parity units (last four rows).

unit 1

Data
...

unit 10

unit 11

Parity unit 12

unit 13

unit 14

1 byte←−−−−−→ 1 byte←−−−−−→

a1 b1+g1(a)
...

...

a10 b10+g10(a)

f1(a) f1(b)+g11(a)

f2(a) f2(b)+g12(a)

f3(a) f3(b)+g13(a)

f4(a) f4(b)+g14(a)︸ ︷︷ ︸
1st substripe

︸ ︷︷ ︸
2nd substripe︸ ︷︷ ︸

stripe

Figure 5.2: The Piggybacking framework for parameters (k=10, r=4) with a systematic RS code
as the base code. Each row represents one unit of data.
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unit 1

Data
...

unit 10

unit 11

Parity unit 12

unit 13

unit 14

1 byte←−−−−−→ 1 byte←−−−−−→

a1 b1
...

...

a10 b10

f1(a) f1(b)

f2(a) f2(b)⊕a1⊕a2⊕a3
f3(a) f3(b)⊕a4⊕a5⊕a6
f4(a) f4(b)⊕a7⊕a8⊕a9⊕a10︸ ︷︷ ︸

1st substripe
︸ ︷︷ ︸

2nd substripe︸ ︷︷ ︸
stripe

Figure 5.3: Hitchhiker-XOR code for (k=10, r=4). Each row represents one unit of data.

Piggybacking RS codes

We will now briefly review the Piggybacking framework, specifically Piggybacking design 1,

presented in Chapter 4. Here we will employ the Piggybacking framework with RS codes as

the underlying base codes. For the sake of simplicity, with a slight abuse of terminology, we

will refer to Piggybacking design 1 as the Piggybacking framework throughout this chapter.

The Piggybacking framework operates on pairs of stripes of an RS code (e.g., the pair of

columns depicted in Figure 5.1). The framework allows for arbitrary functions of the data

pertaining to one stripe to be added to the second stripe. This is depicted in Figure 5.2

where arbitrary functions g1, . . . , g14 of the data of the first stripe of the RS code a are

added to the second stripe of the RS code. Each of these functions outputs values of size

one byte. The Piggybacking framework performs independent and identical operations on

pairs of columns, and hence a stripe consists of two columns. The constituent columns of a

stripe will be referred to as substripes (see Figure 5.2).

Irrespective of the choice of the Piggybacking functions g1, . . . , g14, the code retains the

fault tolerance and the storage efficiency of the underlying RS code. To see the fault tol-

erance, recall that RS codes allow for tolerating failure of any r units. In our setting of

(k = 10, r = 4), this amounts to being able to reconstruct the entire data from any 10 of

the 14 units in that stripe. Now consider the code of Figure 5.2, and consider any 10 units

(rows). The first column of Figure 5.2 is identical to the first stripe (column) of the RS code

of Figure 5.1, which allows for reconstruction of a from these 10 units. Access to a now al-
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lows us to compute the values of the functions g1(a), . . . , g14(a), and subtract the respective

functions out from the second columns of the 10 units under consideration. What remains

are some 10 bytes out of {b1, . . . , b10, f1(b), . . . , f4(b)}. This is identical to the second stripe

(column) of the RS code in Figure 5.1, which allows for the reconstruction of b. It follows

that the code of Figure 5.2 can also tolerate the failure of any r = 4 units. We will now

argue storage efficiency. Each function gi outputs one byte of data. Moreover, the operation

of adding this function to the RS code is performed via finite field arithmetic [98], and hence

the result also comprises precisely one byte. Thus the amount of storage is not increased

upon performing these operations. It is easy to see that each of these arguments extend to

any generic values of the parameters k and r.

5.4 Hitchhiker’s erasure code

The proposed code has three versions, two of which require only XOR operations in ad-

dition to encoding of the underlying RS code. The XOR-only feature of these erasure codes

significantly reduces the computational complexity of decoding, making degraded reads and

failure recovery faster (Section 5.7). Hitchhiker’s erasure code optimizes only the reconstruc-

tion of data units; reconstruction of parity units is performed as in RS codes.

The three versions of Hitchhiker’s erasure code are described below. Each version is first

illustrated with an example for the parameters (k = 10, r = 4), followed by the generalization

to arbitrary values of the parameters. Without loss of generality, the description of the codes’

operations considers only a single stripe (comprising two substripes). Identical operations

are performed on each stripe of the data.

Hitchhiker-XOR

As compared to a (k = 10, r = 4) RS code, Hitchhiker-XOR saves 35% in the amount

of data required during the reconstruction of the first six data units and 30% during the

reconstruction of the remaining four data units.

Encoding

The code for (k = 10, r = 4) is shown in Figure 5.3. The figure depicts a single stripe of this

code, comprising two substripes. The encoding operation in this code requires only XOR
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unit 1
...

unit 10

unit 11

unit 12

unit 13

unit 14

a1 b1
...

...

a10 b10

f1(a) f1(b)⊕10
i=4ai⊕

⊕10
i=1bi

⊕10
i=1bi⊕

⊕3
i=1ai

f3(a) f3(b)⊕
⊕6

i=4ai

f4(a) f4(b)⊕
⊕9

i=7ai

Figure 5.4: Hitchhiker-XOR+ for (k=10,r=4). Parity 2 of the underlying RS code is all-XOR.

unit 1
...

unit 10

unit 11

unit 12

unit 13

unit 14

a1 b1
...

...

a10 b10

f1(a) f1(b)

f2(0,0,0,a4,...,a10)⊕f2(b) f2(b)⊕f2(a1,a2,a3,0,...,0)

f3(a) f3(b)⊕f2(0,0,0,a4,a5,a6,0,...,0)

f4(a) f4(b)⊕f2(0,...,0,a7,a8,a9,0)

Figure 5.5: Hitchhiker-nonXOR code for (k=10,r=4). This can be built on any RS code. Each
row is one unit of data.

operations in addition to the underlying RS encoding.

Reconstruction

First consider reconstructing the first unit. This requires reconstruction of {a1, b1} from the

remaining units. Hitchhiker-XOR accomplishes this using only 13 bytes from the other units:

the bytes belonging to both the substripes of units {2, 3} and the bytes belonging to only the

second substripe of units {4, . . . , 12}. These 13 bytes are {a2, a3, b2, b3 . . . , b10, f1(b), f2(b)⊕
a1 ⊕ a2 ⊕ a3}. The decoding procedure comprises three steps. Step 1: observe that the 10

bytes {b2, . . . , b10, f1(b)} are identical to the corresponding 10 bytes in the RS encoding of

b (Figure 5.1). RS decoding of these 10 bytes gives b (and this includes one of the desired

bytes b1). Step 2: XOR f2(b) with the second byte (f2(b) ⊕ a1 ⊕ a2 ⊕ a3) of the 12th unit.

This gives (a1 ⊕ a2 ⊕ a3). Step 3: XORing this with a2 and a3 gives a1. Thus both a1 and

b1 are reconstructed by using only 13 bytes, as opposed to 20 bytes in RS codes, resulting

in a saving of 35%.
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Let us now consider the reconstruction of any unit i ∈ {1, . . . , 10}, which requires re-

construction of {ai, bi}. We shall first describe what data (from the other units) is re-

quired for the reconstruction, following which we describe the decoding operation. Any

data unit i ∈ {1, 2, 3} is reconstructed using the following 13 bytes: the bytes of both the

substripes of units {1, 2, 3}\{i}, and the bytes belonging to only the second substripe from

units {4, . . . , 12}.3 Any data unit i ∈ {4, 5, 6} is also reconstructed using only 13 bytes:

the bytes belonging to both the substripes of units {4, 5, 6}\{i}, and the bytes belonging to

only the second substripe of units {1, 2, 3, 7, . . . , 11, 13}. Any data unit i ∈ {7, 8, 9, 10} is

reconstructed using 14 bytes: both substripes of units {7, 8, 9, 10}\{i}, and only the second

substripe of units {1, . . . , 6, 11, 14}.

Three-step decoding procedure:

Step 1: The set of 10 bytes {b1, . . . , b10, f1(b)}\{bi} belonging to the second substripe of

the units {1, . . . , 11}\{i} is identical to the 10 corresponding encoded bytes in the RS code.

Perform RS decoding of these 10 bytes to get b (which includes one of the desired bytes bi).

Step 2: In the other bytes accessed, subtract out all components that involve b.

Step 3: XOR the resulting bytes to get ai.

Observe that during the reconstruction of any data unit, the remaining data units do not

perform any computation. This property is termed ‘repair-by-transfer’ [147], and it carries

over to all three versions of Hitchhiker’s erasure code.

Hitchhiker-XOR+

Hitchhiker-XOR+ further reduces the amount of data required for reconstruction as com-

pared to Hitchhiker-XOR, and employs only additional XOR operations. It however requires

the underlying RS code to possess a certain property. This property, which we term the all-

XOR-parity property, requires at least one parity function of the RS code to be an XOR of

all the data units. That is, a (k, r) RS code satisfying all-XOR-parity will have one of the

r parity bytes as an XOR of all the k data bytes. For (k = 10, r = 4), Hitchhiker-XOR+

requires 35% lesser data for reconstruction of any of the data units as compared to RS codes.

Encoding

The (k = 10, r = 4) Hitchhiker-XOR+ code is shown in Figure 5.4. The Hitchhiker-XOR+

code is obtained by performing one additional XOR operation on top of Hitchhiker-XOR:

in the second parity of Hitchhiker-XOR, the byte of the second substripe is XORed onto

3For any set A and any element i ∈ A, the notation A\{i} denotes all elements of A except i.
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the byte of the first substripe to give Hitchhiker-XOR+. The underlying RS code in this

example satisfies the all-XOR-parity property with its second parity function f2 being an

XOR of all the inputs.

We now argue that this additional XOR operation does not violate the fault tolerance

level and storage efficiency. To see fault tolerance, observe that the data of the second parity

unit of Hitchhiker-XOR+ can always be converted back to that under Hitchhiker-XOR by

XORing its second substripe with its first substripe. It follows that the data in any unit

under Hitchhiker-XOR+ is equivalent to the data in the corresponding unit in Hitchhiker-

XOR. The fault tolerance properties of Hitchhiker-XOR thus carry over to Hitchhiker-XOR+.

Storage efficiency is retained because the additional XOR operation does not increase the

space requirement.

Decoding

The recovery of any unit i requires 13 bytes from the other units. The choice of the bytes

to be accessed depends on the value of i, and is described below. The bytes required for

the reconstruction of any data unit i ∈ {1, . . . , 6} are identical to that in Hitchhiker-XOR.

Any data unit i ∈ {7, 8, 9} is reconstructed using the following 13 bytes: the bytes of

both substripes of units {7, 8, 9}\{i}, and the bytes of only the second substripes of units

{1, . . . , 6, 10, 11, 14}. The tenth unit is also reconstructed using only 13 bytes: the bytes

of only the second substripes of units {1, . . . , 9, 11, 13, 14}, and the byte of only the first

substripe of unit 12. The decoding procedure that operates on these 13 bytes is identical to

the three-step decoding procedure described above.

Hitchhiker-nonXOR

We saw that Hitchhiker-XOR+ results in more savings as compared to Hitchhiker-XOR, but

requires the underlying RS code to have the all-XOR-parity property. Hitchhiker-nonXOR

presented here guarantees the same savings as Hitchhiker-XOR+ even when the underlying

RS code does not possess the all-XOR-parity property, but at the cost of additional finite-

field arithmetic. Hitchhiker-nonXOR can thus be built on top of any RS code. It offers a

saving of 35% during the reconstruction of any data unit.

Encoding

The code for (k = 10, r = 4) is shown in Figure 5.5. As in Hitchhiker-XOR, in the second

parity, the first byte is XORed with the second byte. The final value of the second parity
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as shown in Figure 5.5 is a consequence of the fact that f2(a) ⊕ f2(a1, a2, a3, 0, . . . , 0) =

f2(0, 0, 0, a4, . . . , a10) due to the linearity of RS encoding (this is discussed in greater detail

in Section 5.6).

Decoding

Recovery of any unit requires only 13 bytes from other units. This set of 13 bytes is the

same as in Hitchhiker-XOR+. The decoding operation is a three-step procedure. The first

two steps are identical to the first two steps of the decoding procedure of Hitchhiker-XOR

described above. The third step is slightly different, and requires an RS decoding operation

(for units 1 to 9), as described below.

During reconstruction of any unit i ∈ {1, 2, 3}, the output of the second step is the set of

three bytes {a1, a2, a3, f1(a1, a2, a3, 0, . . . , 0)}\{ai}. This is equivalent to having some 10 of

the 11 bytes of the set {a1, a2, a3, 0, . . . , 0, f1(a1, a2, a3, 0, . . . , 0)}. Now, this set of 11 bytes is

equal to the set of first 11 bytes of the RS encoding of {a1, a2, a3, 0, . . . , 0}. An RS decoding

operation thus gives {a1, a2, a3} which contains the desired byte ai. Recovery of any other

unit i ∈ {4, . . . , 9} follows along similar lines.

During the reconstruction of unit 10, the output of the second step is f1(0, . . . , 0, a10).

Hence the third step involves only a single (finite-field) multiplication operation.

Generalization to any (k, r)

The encoding and decoding procedures for the general case follow along similar lines as the

examples discussed above, and are formally described below. In each of the three versions,

the amount of data required for reconstruction is reduced by 25% to 45% as compared to

RS codes, depending on the values of the parameters k and r. For instance, (k = 6, r =

3) provides a saving of 25% with Hitchhiker-XOR and 34% with Hitchhiker-XOR+ and

Hitchhiker-nonXOR; (k = 20, r = 5) provides a savings of 37.5% with Hitchhiker-XOR and

40% with Hitchhiker-XOR+ and Hitchhiker-nonXOR.

Hitchhiker-XOR: The encoding procedure of Hitchhiker-XOR first divides the k data

units into (r− 1) disjoint sets of roughly equal sizes. For instance, in the (k=10, r=4) code

of Figure 5.3, the three sets are units {1, 2, 3}, units {4, 5, 6} and units {7, 8, 9, 10}. For each

set j ∈ {1, . . . , r − 1}, the bytes of the first substripe of all units in set j are XORed, and

the resultant is XORed with the second substripe of the (j + 1)th parity unit.

Reconstruction of a data unit belonging to any set j requires the bytes of both the

substripes of the other data units in set j, only the second byte of all other data units,
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and the second bytes of the first and (j + 1)th parity units. The decoding procedure for

reconstruction of any data unit i is executed in three steps:

Step 1 : The k bytes {b1, . . . , bk, f1(b)}\{bi} belonging to the second substripe of the units

{1, . . . , k + 1}\{i} are identical to the k corresponding encoded bytes in the underlying RS

code. Perform RS decoding of these k bytes to get b (which includes one of the desired bytes

bi).

Step 2 : In the other bytes accessed, subtract out all components that involve b.

Step 3 : XOR the resulting bytes to get ai.

If the size of a set is s, reconstruction of any data unit in this set requires (k + s) bytes

(as compared to 2k under RS codes).

Hitchhiker-XOR+: Assume without loss of generality that, in the underlying RS

code, the all-XOR property is satisfied by the second parity. The encoding procedure first

selects a number ` ∈ {0, . . . , k} and partitions the first (k− `) data units into (r− 1) sets of

roughly equal sizes. On these (k− `) data units and r parity units, it performs an encoding

identical to that in Hitchhiker-XOR. Next, in the second parity unit, the byte of the second

substripe is XORed onto the byte of the first substripe.

Reconstruction of any of the first (k− `) data units is performed in a manner identical to

that in Hitchhiker-XOR. Reconstruction of any of the last ` data units requires the byte of the

first substripe of the second parity and the bytes of the second substripes of all other units.

The decoding procedure remains identical to the three-step procedure of Hitchhiker-XOR

stated above.

For any of the first (k− `) data units, if the size of its set is s then reconstruction of that

data unit requires (k+ s) bytes (as compared to 2k under RS). The reconstruction of any of

the last ` units requires (k+ r+ `−2) bytes (as compared to 2k under RS). The parameter `

can be chosen to minimize the average or maximum data required for reconstruction as per

the system requirements.

Hitchhiker-nonXOR: The encoding procedure is identical to that of

Hitchhiker-XOR+, except that instead of XORing the bytes of the first substripe of the

data units in each set, these bytes are encoded using the underlying RS encoding function

considering all other data units that do not belong to the set as zeros.

The collection of data bytes required for the reconstruction of any data unit is identical

to that under Hitchhiker-XOR+. The decoding operation for reconstruction is a three-step

procedure. The first two steps are identical to the first two steps of the decoding procedure of

Hitchhiker-XOR described above. The third step requires an RS decoding operation (recall

from the (k = 10, r = 4) case described above). In particular, the output of the second step

when reconstructing a data unit i will be equal to k bytes that would have been obtained
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from the RS encoding of the data bytes in the units belonging to that set with all other

data bytes set to zero. An RS decoding operation performed on these bytes now gives ai,

thus recovering the ith data unit (recall that bi is reconstructed in Step 1 itself.) The data

access patterns during reconstruction and the amount of savings under Hitchhiker-nonXOR

are identical to that under Hitchhiker-XOR+.

5.5 “Hop-and-Couple” for disk efficiency

The description of the codes in Section 5.3 and Section 5.4 considers only two bytes per data

unit. We now move on to consider the more realistic scenario where each of the k data units

to be encoded is larger (than two bytes). In the encoding process, these k data units are

first partitioned into stripes, and identical encoding operations are performed on each of the

stripes. The RS code considers one byte each from the k data units as a stripe. On the

other hand, Hitchhiker’s erasure code has two substripes within a stripe (Section 5.4), and

hence it couples pairs of bytes within each of the k data units to form the substripes of a

stripe. We will shortly see that the choice of the bytes to be coupled plays a crucial role in

determining the efficiency of disk reads during reconstruction.

A natural strategy for forming the stripes for Hitchhiker’s erasure code is to couple

adjacent bytes within each unit, with the first stripe comprising the first two bytes of each

of the units, the second stripe comprising the next two bytes, and so on. Figure 5.6a depicts

such a method of coupling for (k = 10, r = 4). In the figure, the bytes accessed during

the reconstruction of the first data unit are shaded. This method of coupling, however,

results in highly discontiguous reads during reconstruction: alternate bytes are read from

units 4 to 12 as shown in the figure. This high degree of discontinuity is detrimental to disk

read performance, and forfeits the potential savings in disk IO during data reconstruction.

The issue of discontiguous reads due to coupling of adjacent bytes is not limited to the

reconstruction of the first data unit - it arises during reconstruction of any of the data units.

In order to ensure that the savings offered by Hitchhiker’s erasure codes in the amount of

data read during reconstruction are effectively translated to gains in disk read efficiency, we

propose a coupling technique for forming stripes that we call hop-and-couple. This technique

aims to minimize the degree of discontinuity in disk reads during the reconstruction of data

units. The hop-and-couple technique couples a byte with another byte within the same

unit that is a certain distance ahead (with respect to the natural ordering of bytes within a

unit), i.e., it couples bytes after “hopping” a certain distance. We term this distance as the

hop-length. This technique is illustrated in Figure 5.6b, where the hop-length is chosen to
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Figure 5.6: Two ways of coupling bytes to form stripes for Hitchhiker’s erasure code. The shaded
bytes are read and downloaded for the reconstruction of the first unit. While both methods require
the same amount of data to be read, the reading is discontiguous in (a), while (b) ensures that the
data to be read is contiguous.

be half the size of a unit.

The hop-length may be chosen to be any number that divides B
2

, where B denotes the

size of each unit. This condition ensures that all the bytes in the unit are indeed coupled.

Coupling adjacent bytes (e.g., Figure 5.6a) is a degenerate case where the hop-length equals

1. The hop-length significantly affects the contiguity of the data read during reconstruction

of the data units, in that the data is read as contiguous chunks of size equal to the hop-

length. For Hitchhiker’s erasure codes, a hop-length of B
2

minimizes the total number of

discontiguous reads required during the reconstruction of data units. While higher values of

hop-length reduces the number of discontiguous reads, it results in bytes further apart being

coupled to form stripes. This is a trade-off to be considered when choosing the value of the

hop-length, and is discussed further in Section 5.8.

We note that the reconstruction operation under RS codes reads the entire data from k of

the units, and hence trivially, the reads are contiguous. On the other hand, any erasure code

that attempts to make reconstruction more efficient by downloading partial data from the

units (e.g.,[87, 125, 147, 148, 113, 166, 71]) will encounter the issue of discontiguous reads, as

in Hitchhiker’s erasure code. Any such erasure code would have multiple (say, α) substripes

in every stripe and would read a subset of these substripes from each of the units during

reconstruction. The hop-and-couple technique can be applied to any such erasure code to

translate the network savings to disk savings as well. The hop-length can be chosen to be

any number that divides B
α

. As in the case of Hitchhiker’s erasure codes (where α = 2), this

condition ensures that all the bytes are indeed coupled. If the bytes to be coupled are chosen
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with hop-length equal to B/α, then the hop-and-couple technique would ensure that all the

bytes of a substripe are contiguous within any unit. Reading a substripe from a unit would

then result in a contiguous disk read, thereby minimizing the total degree of discontiguity

in disk reads during reconstruction.

5.6 Implementation

We have implemented Hitchhiker in the Hadoop Distributed File System (HDFS). HDFS-

RAID [66] is a module in HDFS that deals with erasure codes and is based on [51]. This

module forms the basis for the erasure-coded storage system employed in the data-warehouse

cluster at Facebook, and is open sourced under Apache. HDFS-RAID deployed at Facebook

is based on RS codes, and we will refer to this system as RS-based HDFS-RAID. Hitchhiker

builds on top of RS codes, and the present implementation uses the RS encoder and decoder

modules of RS-based HDFS-RAID as its building blocks.

Brief description of HDFS-RAID

HDFS stores each file by dividing it into blocks of a certain size. By default, the size of each

block is 256 MB, and this is also the value that is typically used in practice. In HDFS, three

replicas of each block are stored in the system by default. HDFS-RAID offers RS codes as

an alternative to replication for maintaining redundancy.

The relevant modules of HDFS-RAID and the execution flows for relevant operations are

depicted in Figure 5.7. The RAID-Node manages all operations related to the use of erasure

codes in HDFS. It has a list of files that are to be converted from the replicated state to the

erasure-coded state, and periodically performs encoding of these files via MapReduce jobs.

Sets of k blocks from these files are encoded to generate r parity blocks each.4 Once the r

parity blocks of a set are successfully written into the file system, the replicas of the k data

blocks of that set are deleted. The MapReduce job calls the Encoder of the erasure code to

perform encoding. The Encoder uses the Parallel-Reader to read the data from the k blocks

that are to be encoded. The Parallel-Reader opens k parallel streams, issues HDFS read

requests for these blocks, and puts the data read from each stream into different buffers.

Typically, the buffers are 1 MB each. When one buffer-sized amount of data is read from

each of the k blocks, the Encoder performs the computations pertaining to the encoding

operation. This process is repeated until the entire data from the k blocks are encoded.

4In the context of HDFS, the term block corresponds to a unit and we will use these terms interchangeably.
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Figure 5.7: Relevant modules in HDFS-RAID. The execution flow for encoding, degraded reads
and reconstruction operations are shown. Hitchhiker is implemented in the shaded modules.

The RAID-Node also handles recovery operations, i.e., reconstructing missing blocks in

order to maintain the reliability of the system. The RAID-Node has a list of blocks that are

missing and need to be recovered. It periodically goes through this list and reconstructs the

blocks by executing a MapReduce job. The MapReduce job calls the Decoder of the erasure

code to perform the reconstruction operation. The Decoder uses the Parallel-Reader to read

the data required for reconstruction. For an RS code, data from k blocks belonging to the

same set as that of the block under reconstruction is read in parallel. As in the encoding

process, data from the k blocks are read into buffers, and the computations are performed

once one buffer size amount of data is read from each of the k blocks. This is repeated until

the entire block is reconstructed.

HDFS directs any request for a degraded read (i.e., a read request for a block that is

unavailable) to the RAID File System. The requested block is reconstructed on the fly by

the RAID-Node via a MapReduce job. The execution of this reconstruction operation is

identical to that in the reconstruction process discussed above.

Hitchhiker in HDFS

We implemented Hitchhiker in HDFS making use of the new erasure code constructed

using the Piggybacking framework (Section 5.4) and the hop-and-couple technique (Sec-

tion 5.5). We implemented all three versions of the proposed storage code: Hitchhiker-XOR,

Hitchhiker-XOR+, and Hitchhiker-nonXOR. This required implementing new Encoder, De-
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coder and Parallel-Reader modules (shaded in Figure 5.7), entailing 7k lines of code. The

implementation details described below pertain to parameters (k = 10, r = 4) which are

the default parameters in HDFS. We emphasize that, however, Hitchhiker is generic and

supports all values of the parameters k and r.

Hitchhiker-XOR and Hitchhiker-XOR+

The implementation of these two versions of Hitchhiker is exactly as described in Section 5.4

and Section 5.4 respectively.

Hitchhiker-nonXOR

Hitchhiker-nonXOR requires finite field arithmetic operations to be performed in addition

to the operations performed for the underlying RS code. We now describe how our imple-

mentation executes these operations.

Encoder: As seen in Figure 5.5, in addition to the underlying RS code, the Encoder

needs to compute the functions f2(a1,a2,a3,0...,0), f2(0,...,0,a4,a5,a6,0...,0), and

f2(0,...,0,a7,a8,a9,0), where f2 is the second parity function of the RS code. One way to

perform these computations is to simply employ the existing RS encoder. This approach,

however, involves computations that are superfluous to our purpose: The RS encoder uses

an algorithm based on polynomial computations [98] that inherently computes all the four

parities f1(x), f2(x), f3(x), and f4(x) for any given input x. On the other hand, we

require only one of the four parity functions for each of the three distinct inputs

(a1,a2,a3,0...,0), (0,...,0,a4,a5,a6,0...,0) and (0,...,0,a7,a8,a9,0). Furthermore, these inputs are

sparse, i.e., most of the input bytes are zeros.

Our Encoder implementation takes a different approach, exploiting the fact that RS codes

have the property of linearity, i.e., each of the parity bytes of an RS code can be written

as a linear combination of the data bytes. Any parity function f` can thus be specified as

f`(x) =
⊕10

j=1 c`,jxj for some constants c`,1, . . . , c`,10. We first inferred the values of these

constants for each of the parity functions (from the existing “black-box” RS encoder) in the

following manner. We first fed the input [1 0 · · · 0] to the encoder. This gives the constants

c1,1, . . . , c4,1 as the values of the four parities respectively in the output from the encoder.

The values of the other constants were obtained in a similar manner by feeding different unit

vectors as inputs to the encoder. Note that obtaining the values of these constants from the

“black-box” RS encoder is a one-time task. With these constants, the encoder computes

the desired functions simply as linear combinations of the given data units (for example, we

compute f2(a1, a2, a3, 0 . . . , 0) simply as c2,1a1 ⊕ c2,2a2 ⊕ c2,3a3).
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Decoder: As seen in Section 5.4, during reconstruction of any of the first nine units,

the first byte is reconstructed by performing an RS decoding of the data obtained in the

intermediate step. One straightforward way to implement this is to use the existing RS

decoder for this operation. However, we take a different route towards a computationally

cheaper option. We make use of two facts: (a) Observe from the description of the recon-

struction process (Section 5.4) that for this RS decoding operation the data is known to be

‘sparse’, i.e., contains many zeros, and (b) the RS code has the linearity property, and fur-

thermore, any linear combination of zero-valued data is zero. Motivated by this observation,

our Decoder simply inverts this sparse linear combination to reconstruct the first substripe

in a more efficient manner.

Hop-and-couple

Hitchhiker uses the proposed hop-and-couple technique to couple bytes during encoding. We

use a hop-length of half a block since the granularity of data read requests and recovery in

HDFS is typically an entire block. As discussed in Section 5.5, this choice of the hop-length

minimizes the number of discontiguous reads. However, the implementation can be easily

extended to other hop-lengths as well.

When the block size is larger than the buffer size, coupling bytes that are half a block

apart requires reading data from two different locations within a block. In Hitchhiker, this

is handled by the Parallel-Reader.

Data read patterns during reconstruction

During reconstruction in Hitchhiker, the choice of the blocks from which data is read, the

seek locations, and the amount of data read are determined by the identity of the block

being reconstructed. Since Hitchhiker uses the hop-and-couple technique for coupling bytes

to form stripes during encoding, the reads to be performed during reconstruction are always

contiguous within any block (Section 5.5).

For reconstruction of any of the first nine data blocks in Hitchhiker-XOR+ or Hitchhiker-

nonXOR or for reconstruction of any of the first six data blocks in Hitchhiker-XOR, Hitch-

hiker reads and downloads two full blocks (i.e., both substripes) and nine half blocks (only

the second substripes). For example, the read patterns for decoding blocks 1 and 4 are

as shown in Figure 5.8a and 5.8b respectively. For reconstruction of any of the last four

data blocks in Hitchhiker-XOR, Hitchhiker reads and downloads three full blocks (both sub-

stripes) and nine half blocks (only the second substripes). For recovery of the tenth data
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Figure 5.8: Data read patterns during reconstruction of blocks 1, 4 and 10 in Hitchhiker-XOR+:
the shaded bytes are read and downloaded.

block in Hitchhiker-XOR+ or Hitchhiker-nonXOR, Hitchhiker reads half a block each from

the remaining thirteen blocks. This read pattern is shown in Figure 5.8c.

5.7 Evaluation

Evaluation setup and metrics

We evaluate Hitchhiker using two HDFS clusters at Facebook: (i) the data-warehouse cluster

in production comprising multiple thousands of machines, with ongoing real-time traffic and

workloads, and (ii) a smaller test cluster comprising around 60 machines. In both the

clusters, machines are connected to a rack switch through 1Gb/s Ethernet links. The higher

levels of the network tree architecture have 8Gb/s Ethernet connections.

We compare Hitchhiker and RS-based HDFS-RAID in terms of the time taken for compu-

tations during encoding and reconstruction, the time taken to read the requisite data during

reconstruction, and the amount of data that is read and transferred during reconstruction.5

Note that in particular, the computation and the data read times during reconstruction are

vital since they determine the performance of the system during degraded reads and recovery.

5Both systems read the same data during encoding, and are hence trivially identical on this metric.
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Evaluation methodology

We first deployed HDFS-RAID with both Hitchhiker and the RS-based system on a 60-

machine test cluster at Facebook in order to verify Hitchhiker’s end-to-end functionality.

We created multiple files with a block size of 256MB, and encoded them separately using

Hitchhiker and RS-based HDFS-RAID. The block placement policy of HDFS-RAID ensures

that the 14 blocks of an encoded stripe are all stored on different machines. We then

forced some of these machines to become unavailable by stopping HDFS related scripts

running on them, and collected the logs pertaining to the MapReduce jobs that performed

the reconstruction operations. We verified that all reconstruction operations were successful.

We also confirmed that the amount of data read and downloaded in Hitchhiker was 35% lower

than in RS-based HDFS-RAID, as guaranteed by the proposed codes. We do not perform

timing measurements on the test cluster since the network traffic and the workload on these

machines do not reflect the real (production) scenario. Instead, we evaluated these metrics

directly on the production cluster itself as discussed below.

The encoding and reconstruction operations in HDFS-RAID, including those for degraded

reads and recovery, are executed as MapReduce jobs. The data-warehouse cluster does not

make any distinction between the MapReduce jobs fired by the RAID-Node and those fired

by a user. This allows us to perform evaluations of the timing metrics for encoding, recovery,

and degraded read operations by running them as MapReduce jobs on the production cluster.

Thus evaluation of all the timing metrics is performed in the presence of real-time production

traffic and workloads.

For all the evaluations, we consider the encoding parameters (k = 10, r = 4), a block

size of 256 MB (unless mentioned otherwise), and a buffer size of 1 MB. These are the

default parameters of HDFS-RAID. Moreover, these are the parameters employed in the

data-warehouse cluster in production at Facebook to store multiple tens of Petabytes.

In the evaluations, we show results of the timing metrics for one buffer size. This is

sufficient since the same operations are performed repeatedly on one buffer size amount of

data until an entire block is processed.

Computation time for degraded reads & recovery

Figure 5.9 shows the comparison of computation time during data reconstruction (from 200

runs each). Note that (i) in both Hitchhiker-XOR+ and Hitchhiker-nonXOR, reconstruction

of any of the first nine data blocks entails same amount of computation, (ii) reconstruction

of any data block in Hitchhiker-XOR is almost identical to reconstruction of block 1 in
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Figure 5.9: A box plot comparing the computation time for reconstruction of 1MB (buffer size)
from 200 runs each on Facebook’s data-warehouse cluster with real-time production traffic and
workloads. (HH = Hitchhiker.)

Hitchhiker-XOR+. Hence, for brevity, no separate measurements are shown.

We can see that Hitchhiker’s erasure codes perform faster reconstruction than RS-based

HDFS-RAID for any data block. This is because (recall from Section 5.4) the reconstruction

operation in Hitchhiker requires performing the resource intensive RS decoding only for

half the substripes as compared to RS-based HDFS-RAID. In Hitchhiker, the data in the

other half of substripes is reconstructed by performing either a few XOR operations (under

Hitchhiker-XOR and Hitchhiker-XOR+) or a few finite-field operations (under Hitchhiker-

nonXOR). One can also see that Hitchhiker-XOR+ has 25% lower computation time during

reconstruction as compared to Hitchhiker-nonXOR for the first nine data blocks; for block

10, the time is almost identical in Hitchhiker-XOR+ and Hitchhiker-nonXOR (as expected

from theory (Section 5.4)).

Read time for degraded reads & recovery

Figure 5.12a and Figure 5.12b respectively compare the median and the 95th percentile of

the read times during reconstruction for three different block sizes: 4MB, 64MB, and 256MB

in Hitchhiker-XOR+. The read patterns for reconstruction of any of the first nine blocks are

identical (Section 5.4).

In the median read times for reconstruction of blocks 1-9 and block 10 respectively, in
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Figure 5.10: Median

Figure 5.11: 95th percentile

Figure 5.12: Total read time (in seconds) during reconstruction from 200 runs each on Facebook’s
data-warehouse cluster with real-time production traffic and workloads. (HH = Hitchhiker.)

comparison to RS-based HDFS-RAID, we observed a reduction of 41.4% and 41% respec-

tively for 4MB block size, 27.7% and 42.5% for 64MB block size, and 31.8% and 36.5% for

256MB block size. For the 95th percentile of the read time we observed a reduction of 35.4%

and 48.8% for 4MB, 30.5% and 29.9% for 64MB, and 30.2% and 31.2% for 256MB block

sizes.

The read pattern of Hitchhiker-nonXOR is identical to Hitchhiker-XOR+, while that of

Hitchhiker-XOR is the same for the first six blocks and almost the same for the remaining

four blocks. Hence for brevity, we plot the statistics only for Hitchhiker-XOR+.

Although Hitchhiker reads data from more machines as compared to RS-based HDFS-

RAID, we see that it gives a superior performance in terms of read latency during reconstruc-

tion. The reason is that Hitchhiker reads only half a block size from most of the machines

it connects to (recall from Section 5.6) whereas RS-based HDFS-RAID reads entire blocks.
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Figure 5.13: A box plot comparing the computation time for encoding of 1MB (buffer size) from 200
runs each on Facebook’s data-warehouse cluster with real-time production traffic and workloads.
(HH = Hitchhiker.)

Computation time for encoding

Figure 5.13 compares the computation time for the encoding operation. Hitchhiker en-

tails higher computational overheads during encoding as compared to RS-based systems,

and Hitchhiker-XOR+ and Hitchhiker-XOR are faster than the Hitchhiker-nonXOR. This

is expected since Hitchhiker’s encoder performs computations in addition to those of RS

encoding. Section 5.8 discusses the tradeoffs between higher encoding time and savings in

other metrics.

5.8 Discussion

In this section, we discuss the various tradeoffs afforded by Hitchhiker.

a) Three versions of the code: During encoding and reconstruction, Hitchhiker-XOR re-

quires performing only XOR operations in addition to the operations of the underlying RS

code. Hitchhiker-XOR+ allows for more efficient reconstruction in terms of network and disk

resources in comparison to Hitchhiker-XOR, while still using only XOR operations in addi-

tion to the RS code’s operations. Hitchhiker-XOR+, however, requires the underlying RS

code to satisfy the all-XOR-parity property (Section 5.4). Hitchhiker-nonXOR provides the
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same efficiency in reconstruction as Hitchhiker-XOR+ without imposing the all-XOR-parity

requirement on the RS code, but entails additional finite-field arithmetic during encoding

and reconstruction.

b) Connecting to more machines during reconstruction: Reconstruction in RS-coded sys-

tems requires connecting to exactly k machines, whereas Hitchhiker entails connecting to

more than k machines. In certain systems, depending on the setting at hand, this may lead

to an increase in the read latency during reconstruction. However, in our experiments on

the production data-warehouse cluster at Facebook, we saw no such increase in read latency.

On the contrary, we consistently observed a significant reduction in the latency due to the

significantly lower amounts of data required to be read and downloaded in Hitchhiker (see

Figure 5.12).

c) Option of operating as an RS-based system: The storage overheads and fault tolerance

of Hitchhiker are identical to RS-based systems. Moreover, a reconstruction operation in

Hitchhiker can alternatively be performed as in RS-based systems by downloading any k

entire blocks. Hitchhiker thus provides an option to operate as an RS-based system when

necessary, e.g., when increased connectivity during reconstruction is not desired. This feature

also ensures Hitchhiker’s compatibility with other alternative solutions proposed outside the

erasure-coding component (e.g., [20, 100, 33]).

d) Choice of hop-length: As discussed in Section 5.5, a larger hop-length leads to more

contiguous reads, but requires coupling of bytes that are further apart. Recall that recon-

structing any byte also necessitates reconstructing its coupled byte. In a scenario where only

a part of a block may need to be reconstructed, all the bytes that are coupled with the bytes

of this part must also be reconstructed even if they are not required. A lower hop-length

reduces the amount such unnecessary reconstructions.

5.9 Summary

In this chapter, we presented a systematically-designed, novel storage system, called Hitch-

hiker, that “rides” on top of existing Reed-Solomon based erasure-coded systems utilizing

the Piggybacking framework presented in Chapter 4. Hitchhiker retains the key benefits

of RS-coded systems over replication-based counterparts, namely that of (i) optimal stor-

age space needed for a targeted level of reliability, as well as (ii) complete flexibility in the

design choice for the system parameters. We show how Hitchhiker can additionally reduce

both network traffic and disk traffic by 25% to 45% over that of RS-coded systems during

reconstruction of missing or otherwise unavailable data. Further, our implementation and

evaluation of Hitchhiker on two HDFS clusters at Facebook also reveals savings of 36% in
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the computation time and 32% in the time taken to read data during reconstruction.

Hitchhiker is being incorporated into the next release of Apache Hadoop Distributed File

system (Apache HDFS).
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Chapter 6

Optimizing I/O and CPU along with

storage and network bandwidth

In this chapter, we present erasure codes aimed at jointly optimizing the usage of storage,

network, I/O and CPU resources. First, we design erasure codes that are simultaneously

optimal in terms of I/O, storage, and network usage. As a part of this design, we present a

transformation that can be employed on existing classes of storage codes called minimum-

storage-regenerating codes [41] in order to optimize their usage of I/O while retaining their

optimal usage of storage and network. Through evaluations on Amazon EC2, we show

that the proposed design results in a significant reduction in IOPS (I/O operations per

second) during reconstructions: a 5× reduction for typical parameters. Second, we show

that optimizing I/O and CPU go hand-in-hand in these resource-efficient distributed storage

codes, by showing that our transformation that optimizes I/O also sparsifies the code thereby

reducing the computational complexity.

6.1 Introduction

Recall from Chapter 2 that under RS codes, redundancy is introduced in the following

manner: a file to be stored is divided into equal-sized units, which we will call blocks. Blocks

are grouped into sets of k each, and for each such set of k blocks, r parity blocks are

computed. The set of these (k + r) blocks consisting of both the data and the parity blocks

constitute a stripe. The data and parity blocks belonging to a stripe are placed on different

nodes in the storage network, and these nodes are typically chosen from different racks.



CHAPTER 6. OPTIMIZING I/O AND CPU ALONG WITH STORAGE AND
NETWORK BANDWIDTH 79

1"
he

lp
er

s!

decoding !
node!

12"

8"

7"

6"

2"

1"

total"transfer"
""""="96MB"

(a) RS
he
lp
er
s!

decoding!
node!

1"

12"

8"

7"

6"

2"

1"

total"transfer"
"""="29.7MB"

(b) Minimum-storage-regenerating (MSR)
code

Figure 6.1: Amount of data transfer involved in reconstruction of block 1 for an RS code with
k = 6, r = 6 and an MSR code with k = 6, r = 6, d = 11, with blocks of size 16MB. The data
blocks are shaded.

Also, recall that under traditional repair of RS codes, a missing block is replaced by

downloading all data from (any) k other blocks in the stripe and decoding the desired data

from it. Let us look at an example. Consider an RS code with k = 6 and r = 6. While this

code has a storage overhead of 2×, it offers orders of magnitude higher reliability than 3×
replication. Figure 6.1a depicts a stripe of this code, and also illustrates the reconstruction

of block 1 using the data from blocks 2 to 7. Here, blocks 2 to 7 are the helpers. In

this example, in order to reconstruct a 16 MB block, 6 × 16MB = 96 MB of data is read

from disk at the helpers and transferred across the network to the node performing the

decoding computations. In general, the disk read and the network transfer overheads during

a reconstruction operation is k times that under replication. Consequently, under RS codes,

reconstruction operations result in a large amount of disk I/O and network transfers, putting

a huge burden on these system resources.

Minimum-storage-regenerating (MSR) codes [41] are a recently proposed framework for

distributed storage codes that optimize storage and network-bandwidth usage during re-

construction operations. Under an MSR code, an unavailable block is reconstructed by

downloading a small fraction of the data from any d (> k) blocks in the stripe, in a manner

that the total amount of data transferred during reconstruction is lower than that in RS
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codes. Let us consider an example with k = 6, r = 6 and d = 11. For these parameters,

reconstruction of block 1 under an MSR code is illustrated in Figure 6.1b. In this example,

the total network transfer is only 29.7 MB as opposed to 96 MB under RS. MSR codes are

optimal with respect to storage and network transfers: the storage capacity and reliability

is identical to that under RS codes, while the network transfer is significantly lower than

that under RS and in fact, is the minimum possible under any code. However, in general,

MSR codes do not optimize the usage of I/Os. The I/O overhead during a reconstruction

operation in a system employing an MSR code is, in general, higher than that in a sys-

tem employing RS code. This is illustrated in Figure 6.2a which depicts the amount data

read from disks for reconstruction of block 1 under a practical construction of MSR codes

called product-matrix-MSR (PM-MSR) codes. This entails reading 16 MB at each of the 11

helpers, totaling 176 MB of data read. While under RS codes, the amount of data read is

only 96 MB.

I/Os are a valuable resource in storage systems. With the increasing speeds of newer

generation network interconnects and the increasing storage capacities of individual storage

devices, I/O is becoming the primary bottleneck in the performance of disk-based storage

systems. Moreover, many applications that the storage systems serve today are I/O bound,

for example, applications that serve a large number of user requests [18]. Motivated by the

increasing importance of I/O, we investigate practical erasure codes for storage systems that

are also I/O optimal along with storage and network-bandwidth optimality.

Furthermore, one of the most frequent operations performed in distributed storage sys-

tems is encoding of the new data entering the system. The CPU cost of encoding is a

non-issue when using replication, but can be significant when using erasure codes. This can

also slow down the data ingestion process. Thus it is desirable for the storage code to possess

a low-complexity, fast encoding operation. For any linear code, the encoding operation can

be represented as a matrix-vector multiplication between a matrix termed as the generator

matrix of the code and a vector consisting of data symbols to be encoded [98]. This encoding

operation will be fast and less CPU intensive if the generator matrix is sparse, since this

reduces the number of computations to be performed.

In this chapter, we consider the problem of designing practical erasure codes that are

simultaneously optimal in terms of I/O, storage, and network bandwidth while also sup-

porting fast encoding. To this end, we first identify two properties that aid in transforming

MSR codes to be disk-read optimal during reconstruction while retaining their storage and

network optimality. We show that a class of powerful practical constructions for MSR codes,

the product-matrix-MSR codes (PM-MSR) [125], indeed satisfy these desired properties. We

then present an algorithm to transform any MSR code satisfying these properties into a code

that is optimal in terms of the amount of data read from disks. We apply our transformation
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Figure 6.2: Amount of data read from disks during reconstruction of block 1 for k = 6, r = 6,
d = 11 with blocks of size 16 MB.

to PM-MSR codes and call the resulting I/O optimal codes as PM-RBT codes. Figure 6.2b

depicts the amount of data read for reconstruction of block 1 for the example parameters:

PM-RBT entails reading only 2.7 MB at each of the 11 helpers, totaling 29.7 MB of data

read as opposed to 176 MB under PM-MSR. We note that the PM-MSR codes operate in

the regime r ≥ k − 1, and consequently the PM-RBT codes also operate in this regime.

We implement PM-RBT codes in C/C++, and show through experiments on Amazon

EC2 instances that our approach results in a 5× reduction in I/Os consumed during recon-

struction as compared to the original product-matrix codes, for a typical set of parameters.

For general parameters, the number of I/Os consumed would reduce approximately by a

factor of (d− k + 1). For typical values of d and k, this can result in substantial gains. We

then show that if the relative frequencies of reconstruction of blocks are different, a more

holistic system-level design of helper assignments is needed to optimize I/Os across the entire

system. Such situations are common: for instance, in a system that deals with degraded

reads as well as node failures, the data blocks will be reconstructed more frequently than the

parity blocks. We pose this problem as an optimization problem and present an algorithm to

obtain the optimal solution to this problem. We evaluate our helper assignment algorithm

through simulations using data from experiments on Amazon EC2 instances.

We then establish a general connection between optimizing I/O and reducing the encoding

complexity, by showing that a specific transformation that we present for I/O optimization

in MSR codes leads to sparsity in the generator matrix of the code. Through evaluations on
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Amazon EC2 using PM-MSR codes, we show that such a transformation leads to approxi-

mately k× reduction in the encoding complexity and thus a k× speed up in the computation

time of the encoding process.

PM-RBT codes presented in this chapter provide higher savings in I/O and network

bandwidth as compared to Piggybacked-RS codes presented in Chapter 5. On the other

hand, Piggybacked-RS codes have the advantage of being applicable for all values of k and

r, whereas PM-RBT codes are only applicable for d ≥ (2k − 2) and thereby necessitate a

storage overhead of atleast (2− 1
k
).

6.2 Related work

In [70], the authors build a file system based on the minimum-bandwidth-regenerating

(MBR) code constructions of [147]. While this system minimizes network transfers and

the amount of data read during reconstruction, it mandates additional storage capacity to

achieve the same. That is, the system is not optimal with respect to storage-reliability trade-

off. The storage systems proposed in [72, 144, 49] employ a class of codes called local-repair

codes which optimize the number of blocks accessed during reconstruction. This, in turn,

also reduces the amount of disk reads and network transfers. However, these systems also

necessitate an increase in storage-space requirements in the form of at least 25% to 50% addi-

tional parities. In [90], authors present a system which combines local-repair codes with the

graph-based MBR codes presented in [147]. This work also necessitates additional storage

space. The goal of the present chapter is to optimize I/Os consumed during reconstruction

without losing the optimality with respect to storage-reliability tradeoff.

In [71] and [11], the authors present storage systems based on random network-coding

that optimize resources consumed during reconstruction. Here the data that is reconstructed

is not identical and is only “functionally equivalent” to the failed data. As a consequence,

the system is not systematic, and needs to execute the decoding procedure for serving every

read request. The present chapter designs codes that are systematic, allowing read requests

during the normal mode of operation to be served directly without executing the decoding

procedure.

In [148], the authors consider the theory behind reconstruction-by-transfer for MBR

codes, which as discussed earlier are not optimal with respect to storage-reliability tradeoff.

Some of the techniques employed in the current chapter are inspired by the techniques intro-

duced in [148]. In [175] and [180], the authors present optimizations to reduce the amount

of data read for reconstruction in array codes with two parities. The code constructions pro-
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vided in [44, 117, 89, 158] optimize both I/O and network bandwidth during reconstruction.

However, these codes are not MDS and thus necessitate additional storage overhead.

[87] presents a search-based approach to find reconstruction symbols that optimize I/O

for arbitrary binary erasure codes, but this search problem is shown to be NP-hard. In

[87], authors also present Rotated-RS codes which reduce the amount of data read during

rebuilding. However, the reduction achieved is significantly lower than that in PM-RBT.

Several works (e.g., [20, 100, 33]) have proposed system-level solutions to reduce network

and I/O consumption for reconstruction, such as caching the data read during reconstruction,

batching multiple reconstruction operations, and delaying the reconstruction operations.

While these solutions consider the erasure code as a black-box, our work optimizes this

black-box and can be used in conjunction with these system-level solutions.

The computational complexity of the encoding operation can be reduced by decreasing

the field size over which the code is constructed as well as by making the generator matrix

of the code sparse. There have been a number of recent works [47, 68, 135] on constructing

MSR codes with small field size requirement. In this chapter, we look at sparsifying the

generator matrix of MSR codes.

6.3 Background

Notation and terminology

We will refer the smallest granularity of the data in the system as a symbol. The actual

size of a symbol is dependent on the finite-field arithmetic that is employed. For simplicity,

the reader may consider a symbol to be a single byte. A vector will be column vector by

default. We will use boldface to denote column vectors, and use T to denote a matrix or

vector transpose operation.

We will now introduce some more terminology in addition to that introduced in Sec-

tion 6.1. This terminology is illustrated in Figure 6.3. Let n (= k + r) denote the total

number of blocks in a stripe. In order to encode the k data blocks in a stripe, each of the

k data blocks are first divided into smaller units consisting of α symbols each. A set of α

symbols from each of the k blocks is encoded to obtain the corresponding set of α symbols

in the parity blocks. We call the set of data and parities at the granularity of α symbols as

a byte-level stripe. Thus in a byte-level stripe, B = kα original data symbols (α symbols

from each of the k original data blocks) are encoded to generate nα symbols (α symbols for

each of the n encoded blocks). The data symbols in different byte-level stripes are encoded
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Figure 6.3: Illustration of notation: hierarchy of symbols, byte-level stripes and block-level stripe.
The first k blocks shown shaded are systematic.

independently in an identical fashion. Hence in the rest of the chapter, for simplicity of

exposition, we will assume that each block consists of a single byte-level stripe. We denote

the B original data symbols as {m1, . . . ,mB}. For i ∈ {1, . . . , n}, we denote the α symbols

stored in block i by {si1, . . . , siα}. The value of α is called the number of substripes.

During reconstruction of a block, the other blocks from which data is accessed are termed

the helpers for that reconstruction operation (see Figure 6.1). The accessed data is trans-

ferred to a node that performs the decoding operation on this data in order to recover the

desired data. This node is termed the decoding node.

Linear and systematic codes

A code is said to be linear, if all operations including encoding, decoding and reconstruction

can be performed using linear operations over the finite field. Any linear code can be repre-

sented using a (nw×B) matrix G, called its generator matrix. The nw encoded symbols can

be obtained by multiplying the generator matrix with a vector consisting of the B message

symbols:

G
[
m1 m2 · · · mB

]T
. (6.1)

We will consider only linear codes in this chapter.

In most systems, the codes employed have the property that the original data is available

in unencoded (i.e., raw) form in some k of the n blocks. This property is appealing since
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it allows for read requests to be served directly without having to perform any decoding

operations. Codes that possess this property are called systematic codes. We will assume

without loss of generality that the first k blocks out of the n encoded blocks store the

unencoded data. These blocks are called systematic blocks. The remaining (r = n − k)

blocks store the encoded data and are called parity blocks. For a linear systematic code, the

generator matrix can be written as  I

Ĝ

 , (6.2)

where I is a (B×B) identity matrix, and Ĝ is a ((nw−B)×B) matrix. The codes presented

in this chapter are systematic.

Optimality of storage codes

A storage code is said to be optimal with respect to the storage-reliability tradeoff if it offers

maximum fault tolerance for the storage overhead consumed. Recall from Chapter 2 that

MDS codes are optimal with respect to the storage-reliability tradeoff. RS codes are MDS

and hence RS codes are optimal with respect to the storage-reliability tradeoff.

In [41], the authors introduced another dimension of optimality for storage codes, that

of reconstruction bandwidth, by providing a lower bound on the amount of data that needs

to be transferred during a reconstruction operation. Codes that meet this lower bound are

termed optimal with respect to storage-bandwidth tradeoff.

Minimum Storage Regenerating codes

In addition to the parameters k, r, and α, a minimum-storage-regenrating (MSR) code [41]

is associated with two other parameters d and β. The parameter d (> k) refers to the

number of helpers used during a reconstruction operation, and the parameter β refers to the

number of symbols downloaded from each helper. We will refer to such an MSR code as

[n, k, d](α, β) MSR code. Throughout this chapter, we consider MSR codes with β = 1. For

an [n, k, d](α, β = 1) MSR code, the number of substripes α is given by α = d−k+ 1. Thus,

each byte-level stripe stores B = kα = k(d− k + 1) original data symbols.

We now describe the reconstruction process under the framework of MSR codes. A block

to be reconstructed can choose any d other blocks as helpers from the remaining (n−1) blocks

in the stripe. Each of these d helpers compute some function of the α symbols stored whose
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resultant is a single symbol (for each byte-level stripe). Note that the symbol computed and

transferred by a helper may, in general, depend on the choice of (d− 1) other helpers.

Consider the reconstruction of block f . Let D denote that set of d helpers participating

in this reconstruction operation. We denote the symbol that a helper block h transfers to

aid in the reconstruction of block f when the set of helpers is denoted by D as thfD. This

resulting symbol is transferred to the decoding node, and the d symbols received from the

helpers are used to reconstruct block f .

Like RS codes, MSR codes are optimal with respect to the storage-reliability tradeoff.

Furthermore, they meet the lower bound on the amount of data transfer for reconstruction,

and hence are optimal with respect to storage-bandwidth tradeoff as well.

Product-Matrix-MSR Codes

Product-matrix-MSR codes are a class of practical constructions for MSR codes that were

proposed in [125]. These codes are linear. We consider the systematic version of these codes

where the first k blocks store the data in an unencoded form. We will refer to these codes

as PM-vanilla codes.

PM-vanilla codes exist for all values of the system parameters k and d satisfying d ≥
(2k − 2). In order to ensure that, there are atleast d blocks that can act as helpers during

reconstruction of any block, we need atleast (d+1) blocks in a stripe, i.e., we need n ≥ (d+1).

It follows that PM-vanilla codes need a storage overhead of

n

k
≥
(

2k − 1

k

)
= 2− 1

k
. (6.3)

We now briefly describe the reconstruction operation in PM-vanilla codes to the extent

that is required for the exposition of this chapter. We refer the interested reader to [125]

for more details on how encoding and decoding operations are performed. Every block i

(1 ≤ i ≤ n) is assigned a vector gi of length α, which we will call the reconstruction vector

for block i. Let gi = [gi1, . . . , giα]T . The n (= k+ r) vectors, {g1, . . . ,gn}, are designed such

that any α of these n vectors are linearly independent.

During reconstruction of a block, say block f , each of the chosen helpers, take a linear

combination of their α stored symbols with the reconstruction vector of the failed block, gf ,

and transfer the result to the decoding node. That is, for reconstruction of block f , helper

block h computes and transfers the symbol

thfD =
α∑
j=1

shjgfj , (6.4)
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where {sh1, . . . , shα} are the α symbols stored in block h, and D denotes the set of helpers.

PM-vanilla codes are optimal with respect to the storage-reliability tradeoff and storage-

bandwidth tradeoff. However, PM-vanilla codes are not optimal with respect to the amount

of data read during reconstruction: The values of most coefficients gfj in the reconstruction

vector are non-zero. Since the corresponding symbol shj must be read for every gfj that is

non-zero, the absence of sparsity in gfj results in a large I/O overhead during the rebuilding

process, as illustrated in Figure 6.2a (and experimentally evaluated in Figure 6.7).

6.4 Optimizing I/O during reconstruction

We will now employ the PM-vanilla codes to construct codes that optimize I/Os during

reconstruction, while retaining optimality with respect to storage, reliability and network-

bandwidth. In this section, we will optimize the I/Os locally in individual blocks, and

Section 6.5 will build on these results to design an algorithm to optimize the I/Os globally

across the entire system. The resulting codes are termed the PM-RBT codes. We note that

the methods described here are more broadly applicable to other MSR codes as discussed

subsequently.

Reconstruct-by-transfer

Under an MSR code, during a reconstruction operation, a helper is said to perform

reconstruct-by-transfer (RBT) if it does not perform any computation and merely transfers

one its stored symbols (per byte-level stripe) to the decoding node.1 In the notation

introduced in Section 6.3, this implies that gf in (6.4) is a unit vector, and

thfD ∈ {sh1, . . . , shα} .

We call such a helper as an RBT-helper. At an RBT-helper, the amount of data read from

the disks is equal to the amount transferred through the network.

During a reconstruction operation, a helper reads requisite data from the disks, computes

(if required) the desired function, and transfers the result to the decoding node. It follows

that the amount of network transfer performed during reconstruction forms a lower bound

on the amount of data read from the disk at the helpers. Thus, a lower bound on the

1This property was originally titled ‘repair-by-transfer’ in [147] since the focus of that paper was primarily
on node failures. We consider more general reconstruction operations that include node-repair, degraded
reads etc., and hence the slight change in nomenclature.
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network transfers is also a lower bound on the amount of data read. On the other hand,

MSR codes are optimal with respect to network transfers during reconstruction since they

meet the associated lower bound [41]. It follows that, under an MSR code, an RBT-helper

is optimal with respect to the amount of data read from the disk.

We now present our technique for achieving the reconstruct-by-transfer property in MSR

codes.

Achieving reconstruct-by-transfer

Towards the goal of designing reconstruct-by-transfer codes, we first identify two properties

that we would like a helper to satisfy. We will then provide an algorithm to convert any

(linear) MSR code satisfying these two properties into one that can perform reconstruct-by-

transfer at such a helper.

Property 1: The function computed at a helper is independent of the choice of the

remaining (d− 1) helpers. In other words, for any choice of h and f , thfD is independent of

D (recall the notation thfD from Section 6.3).

This allows us to simplify the notation by dropping the dependence on D and referring

to thfD simply as thf .

Property 2: Assume Property 1 is satisfied. Then the helper would take (n − 1) linear

combinations of its own data to transmit for the reconstruction of the other (n−1) blocks in

the stripe. We want every α of these (n− 1) linear combinations to be linearly independent.

We now show that under the product-matrix-MSR (PM-vanilla) codes, every helper sat-

isfies the two properties enumerated above. Recall from Equation (6.4), the computation

performed at the helpers during reconstruction in PM-vanilla codes. Observe that the right

hand side of Equation (6.4) is independent of ‘D’, and therefore the data that a helper trans-

fers during a reconstruction operation is dependent only on the identity of the helper and

the block being reconstructed. The helper, therefore, does not need to know the identity of

the other helpers. It follows that PM-vanilla codes satisfy Property 1.

Let us now investigate Property 2. Recall from Equation (6.4), the set of (n−1) symbols,

{th1, . . . , th(h−1), th(h+1), . . . , thn}, that a helper block h transfers to aid in reconstruction of

each the other (n − 1) blocks in the stripe. Also, recall that the reconstruction vectors

{g1, . . . ,gn} assigned to the n blocks are chosen such that every α of these vectors are

linearly independent. It follows that for every block, the (n− 1) linear combinations that it

computes and transfers for the reconstruction of the other (n− 1) blocks in the stripe have

the property of any α being independent. PM-vanilla codes thus satisfy Property 2 as well.
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PM-vanilla codes are optimal with respect to the storage-bandwidth tradeoff

(Section 6.3). However, these codes are not optimized in terms of I/O. As we will show

through experiments on the Amazon EC2 instances (Section 6.7), PM-vanilla codes, in

fact, have a higher I/O overhead as compared to RS codes. In this section, we will make

use of the two properties listed above to transform the PM-vanilla codes into being I/O

optimal for reconstruction, while retaining its properties of being storage and network

optimal. While we focus on the PM-vanilla codes for concreteness, we remark that the

technique described is generic and can be applied to any (linear) MSR code satisfying the

two properties listed above.

Algorithm 1 Algorithm to achieve reconstruct-by-transfer at helpers

Encode the data in k data blocks using PM-vanilla code to obtain the n encoded blocks
for every block h in the set of n blocks
...Let {ih1, . . . , ihα} denote the set of α blocks that block h will help to reconstruct by transfer
...Let {sh1, . . . , shα} denote the set of α symbols that block h stores under PM − vanilla
...Compute [sh1 · · · shα] [gih1 · · · gihα ] and store the resulting α symbols in block h instead
of the original α symbols

Under our algorithm, each block will function as an RBT-helper for some α other blocks

in the stripe. For the time being, let us assume that for each helper block, the choice of these

α blocks is given to us. Under this assumption, Algorithm 1 outlines the procedure to convert

the PM-vanilla code (or in general any linear MSR code satisfying the two aforementioned

properties) into one in which every block can function as an RBT-helper for α other blocks.

Section 6.5 will subsequently provide an algorithm to make the choice of RBT-helpers for

each block to optimize the I/O cost across the entire system.

Let us now analyze Algorithm 1. Observe that each block still stores α symbols and

hence Algorithm 1 does not increase the storage requirements. Further, recall from Sec-

tion 6.3 that the reconstruction vectors {gih1 , · · · ,gihα} are linearly independent. Hence the

transformation performed in Algorithm 1 is an invertible transformation within each block.

Thus the property of being able to recover all the data from any k blocks continues to hold as

under PM-vanilla codes, and the transformed code retains the storage-reliability optimality.

Let us now look at the reconstruction process in the transformed code given by Algo-

rithm 1. The symbol transferred by any helper block h for the reconstruction of any block f

remains identical to that under the PM-vanilla code, i.e., is as given by the right hand side

of Equation (6.4). Since the transformation performed in Algorithm 1 is invertible within

each block, such a reconstruction is always possible and entails the minimum network trans-

fers. Thus, the code retains the storage-bandwidth optimality as well. Observe that for a

block f in the set of the α blocks for which a block h intends to function as an RBT-helper,
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block h now directly stores the symbol thf = [sh1 · · · shα]gf . As a result, whenever called

upon to help block f , block h can directly read and transfer this symbol, thus performing

a reconstruct-by-transfer operation. As discussed in Section 6.4, by virtue of its storage-

bandwidth optimality and reconstruct-by-transfer, the transformed code from Algorithm 1

(locally) optimizes the amount of data read from disks at the helpers. We will consider

optimizing I/O across the entire system in Section 6.5.

Making the code systematic

Transforming the PM-vanilla code using Algorithm 1 may result in a loss of the systematic

property. A further transformation of the code, termed ‘symbol remapping’, is required

to make the transformed code systematic. Symbol remapping [125, Theorem 1] involves

transforming the original data symbols {m1, . . . ,mB} using a bijective transformation before

applying Algorithm 1, as described below.

Since every step of Algorithm 1 is linear, the encoding under Algorithm 1 can be repre-

sented by a generator matrix, say GAlg1, of dimension (nα × B) and the encoding can be

performed by the matrix-vector multiplication: GAlg1

[
m1 m2 · · · mB

]T
. Partition GAlg1

as

GAlg1 =

 G1

G2

 , (6.5)

where G1 is a (B×B) matrix corresponding to the encoded symbols in the first k systematic

blocks, and G2 is an ((nα − B) × B matrix. The symbol remapping step to make the

transformed code systematic involves multiplication by G−11 . The invertibility of G1 follows

from the fact that G1 corresponds to the encoded symbols in the first k blocks and all the

encoded symbols in any set of k blocks are linearly independent. Thus the entire encoding

process becomes

 G1

G2

G−11


m1

m2

...

mB

 =

 I

G2G
−1
1



m1

m2

...

mB

 , (6.6)

where I is the (B×B) identity matrix. We can see that the symbol remapping step followed

by Algorithm 1 makes the first k blocks systematic.

Since the transformation involved in the symbol remapping step is invertible and is ap-

plied to the data symbols before the encoding process, this step does not affect the perfor-
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mance with respect to storage, reliability, and network and I/O consumption during recon-

struction.

Making reads sequential

Optimizing the amount of data read from disks might not directly correspond to optimized

I/Os, unless the data read is sequential. In the code obtained from Algorithm 1, an RBT-

helper reads one symbol per byte-level stripe during a reconstruction operation. Thus, if

one chooses the α symbols belonging to a byte-level stripe within a block in a contiguous

manner, as in Figure 6.3, the data read at the helpers during reconstruction operations will

be fragmented. In order to the read sequential, we employ the hop-and-couple technique

introduced in Chapter 5. Recall that the basic idea behind this technique is to choose

symbols that are farther apart within a block to form the byte-level stripes. If the number

of substripes of the code is α, then choosing symbols that are a 1
α

fraction of the block size

away will make the read at the helpers during reconstruction operations sequential. Note

that this technique does not affect the natural sequence of the raw data in the data blocks,

so the normal read operations can be served directly without any sorting. In this manner,

we ensure that reconstruct-by-transfer optimizes I/O at the helpers along with the amount

of data read from the disks.

6.5 Optimizing RBT-helper assignment

In Algorithm 1 presented in Section 6.4, we assumed the choice of the RBT-helpers for

each block to be given to us. Under any such given choice, we saw how to perform a local

transformation at each block such that reconstruction-by-transfer could be realized under

that assignment. In this section, we present an algorithm to make this choice such that

the I/Os consumed during reconstruction operations is optimized globally across the entire

system. Before going into any details, we first make an observation which will motivate our

approach.

A reconstruction operation may be instantiated in any one of the following two scenarios:

• F ailures: When a node fails, the reconstruction operation restores the contents of

that node in another storage nodes in order to maintain the system reliability and

availability. Failures may entail reconstruction operations of either systematic or parity

blocks.
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Algorithm 2 Algorithm for optimizing RBT-helper assignment

//To compute number of RBT-helpers for each block
Set num rbt helpers[block] = 0 for every block
for total rbt help = nα to 1
...for block in all blocks
......if num rbt helpers[block] ¡ n-1
.........Set improvement[block] = Cost(num rbt helpers[block]) - Cost(num rbt helpers[block
]+1)
......else
.........Set improvement[block] = -1
...Let max improvement be the set of blocks with the maximum value of improvement
...Let this block be a block in max improvement with the largest value of num rbt helpers
...Set num rbt helpers[this block] = num rbt helpers[this block]+1
...
//To select the RBT-helpers for each block
Call the Kleitman-Wang algorithm [88] to generate a digraph on n vertices with incoming
degrees num rbt helpers and all outgoing degrees equal to α
for every edge i→ j in the digraph
...Set block i as an RBT-helper to block j

• Degraded reads: When a read request arrives, the systematic block storing the re-

quested data may be busy or unavailable. The request is then served by calling upon a

reconstruction operation to recover the desired data from the remaining blocks. This

is called a degraded read. Degraded reads entail reconstruction of only the systematic

blocks.

A system may be required to support either one or both of these scenarios, and as a result,

the importance associated to the reconstruction of a systematic block may often be higher

than the importance associated to the reconstruction of a parity block.

We now present a simple yet general model that we will use to optimize I/Os holistically

across the system. The model has two parameters, δ and p. The relative importance between

systematic and parity blocks is captured by the first parameter δ. The parameter δ takes a

value between (and including) 0 and 1, and the cost associated with the reconstruction of

any parity block is assumed to be δ times the cost associated to the reconstruction of any

systematic block. The “cost” can be used to capture the relative difference in the frequency

of reconstruction operations between the parity and systematic blocks or the preferential

treatment that one may wish to confer to the reconstruction of systematic blocks in order

to serve degraded reads faster.
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When reconstruction of any block is to be carried out, either for repairing a possible failure

or for a degraded read, not all remaining blocks may be available to help in the reconstruction

process. The parameter p (0 ≤ p ≤ 1) aims to capture this fact: when the reconstruction

of a block is to be performed, every other block may individually be unavailable with a

probability p independent of all other blocks. Our intention here is to capture the fact that

if a block has certain number of helpers that can function as RBT-helpers, not all of them

may be available when reconstruction is to be performed.

We performed experiments on Amazon EC2 measuring the number of I/Os performed

for reconstruction when precisely j (0 ≤ j ≤ d) of the available helpers are RBT-helpers and

the remaining (d − j) helpers are non-RBT-helpers. The non-RBT-helpers do not perform

reconstruct-by-transfer, and are hence optimal with respect to network transfers but not the

I/Os. The result of this experiment aggregated from 20 runs is shown in Figure 6.4a, where

we see that the number of I/Os consumed reduces linearly with an increase in j. We also

measured the maximum of the time taken by the d helper blocks to complete the requisite

I/O, which is shown Figure 6.4b. Observe that as long as j < d, this time decays very

slowly upon increase in j, but reduces by a large value when j crosses d. The reason for

this behavior is that the time taken by the non-RBT-helpers to complete the required I/O

is similar, but is much larger than the time taken by the RBT-helpers.

Algorithm 2 takes the two parameters δ and p as inputs and assigns RBT-helpers to all

the blocks in the stripe. The algorithm optimizes the expected cost of I/O for reconstruction

across the system, and furthermore subject to this minimum cost, minimizes the expected

time for reconstruction. The algorithm takes a greedy approach in deciding the number of

RBT-helpers for each block. Observing that, under the code obtained from Algorithm 1,

each block can function as an RBT-helper for at most α other blocks, the total RBT-helping

capacity in the system is nα. This total capacity is partitioned among the n blocks as follows.

The allocation of each unit of RBT-helping capacity is made to the block whose expected

reconstruction cost will reduce the most with the help of this additional RBT-helper. The

expected reconstruction cost for any block, under a given number of RBT-helper blocks, can

be easily computed using the parameter p; the cost of a parity block is further multiplied

by δ. Once the number of RBT-helpers for each block is obtained as above, all that remains

is to make the choice of the RBT-helpers for each block. In making this choice, the only

constraints to be satisfied are the number of RBT-helpers for each block as determined

above and that no block can help itself. The Kleitman-Wang algorithm [88] facilitates such

a construction.

The following theorem provides rigorous guarantees on the performance of Algorithm 2.

Theorem 1. For any given (δ, p), Algorithm 2 minimizes the expected amount of disk reads
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Figure 6.4: Reconstruction under different number of RBT-helpers for k = 6, d = 11, and a block
size of 16 MB.
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for reconstruction operations in the system. Moreover, among all options resulting in this

minimum disk read, the algorithm further chooses the option which minimizes the expected

time of reconstruction.

The proof proceeds by first showing that the expected reconstruction cost of any par-

ticular block is convex in the number of RBT-helpers assigned to it. It then employs this

convexity, along with the fact that the expected cost must be non-increasing in the num-

ber of assigned RBT-helpers, to show that no other assignment algorithm can yield a lower

expected cost. We omit the complete proof of the theorem due to space constraints.

The output of Algorithm 2 for n = 15, k = 6, d = 11 and (δ = 0.25, p = 0.03) is illustrated

in Fig 6.5. Blocks 1, . . . , 6 are systematic and the rest are parity blocks. Here, Algorithm 2

assigns 12 RBT-helpers to each of the systematic blocks, and 11 and 7 RBT-helpers to the

first and second parity blocks respectively.

The two ‘extremities’ of the output of Algorithm 2 form two interesting special cases:

1. Systematic (SYS): All blocks function as RBT-helpers for the first min(k, α) systematic

blocks.

2. Cyclic (CYC): Block i ∈ {1, . . . , n} functions as an RBT-helper for blocks {i+1, . . . , i+

α} mod n.

Algorithm 2 will output the SYS pattern if, for example, reconstruction of parity blocks

incur negligible cost (δ is close to 0) or if δ < 1 and p is large. Algorithm 2 will output

the CYC pattern if, for instance, the systematic and the parity blocks are treated on equal

footing (δ is close to 1), or in low churn systems where p is close to 0.

While Theorem 1 provides mathematical guarantees on the performance of Algorithm 2,

Section 6.7 will present an evaluation of its performance via simulations using data from

Amazon EC2 experiments.

6.6 Reducing computational complexity of encoding

In this section, we show how transforming MSR codes to achieve repair-by-transfer also

makes their generator matrix sparse, thereby reducing the computational complexity (and

hence CPU usage) of encoding and also making the encoding process faster.

Let C be a linear systematic MSR [n, k, d](α, β = 1), with (nα×B) generator matrix G.

Let G(i) be the (α×B) submatrix of the generator matrix G corresponding to the i-th node.
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Figure 6.5: The output of Algorithm 2 for the parameters n = 15, k = 6, d = 11, and (δ = 0.25, p =
0.03) depicting the assignment of RBT-helpers. The directed edges from a block indicate the set
of blocks that it helps to reconstruct-by-transfer. Systematic blocks are shaded.

Theorem 2. If C supports repair of a systematic node ν via RBT with helper nodes compris-

ing the remaining (k− 1) systematic nodes and d− (k− 1) = α other parity nodes, then for

each parity i, the corresponding generator-submatrix G(i) has a row with at most d non-zero

entries.

Proof. Say systematic node 0 fails, and is repaired via RBT by the (k− 1) other systematic

nodes, and α other parity nodes. Each helper will send one of its α stored symbols. For

the systematic helpers, these symbols correspond directly to message symbols – let S be the

set of these message symbol indices. Notice that S is disjoint from the symbols that node

0 stores. For the parity helpers, each transferred symbol is a linear combination of message

symbols. We claim that these linear combinations cannot be supported on more than the

message symbols that node 0 stores, and the set S. That is, in total the support size can be

at most α + (k − 1) = d.

Intuitively, Theorem 2 holds because the symbols from systematic helpers can only “can-

cel interference” in (k − 1) coordinates (of S), and the α parity helpers must allow the



CHAPTER 6. OPTIMIZING I/O AND CPU ALONG WITH STORAGE AND
NETWORK BANDWIDTH 97

repair of node 0’s α coordinates, and thus cannot contain more interference. This concept of

interference-alignment is made precise in [154], and our Theorem 2 follows from “Property

2 (Necessity of Interference Alignment)” proved in Section VI.D of [154].

Theorem 3. If C supports the RBT-SYS pattern, then for each parity i, the correspond-

ing generator-submatrix G(i) has min(α, k) rows that have at most d non-zero entries. In

particular, if d ≤ (2k − 1), then all rows of G are d-sparse.

Proof. In the RBT-SYS pattern, each parity node i helps the first α nodes via RBT, including

min(α, k) systematic nodes. In repair of a systematic node, the row of G(i) corresponding

to the RBT symbol sent is d-sparse (by Theorem 2). This is true for each of the symbols

sent during repair of each of the systematic nodes. These transferred symbols correspond to

distinct symbols stored in node i, by Property 3, Section 6 of [154], which states that these

symbols must be linearly independent. Therefore, min(α, k) rows of G(i) are d-sparse.

In particular, for an MSR code, d ≤ (2k− 1) implies α ≤ k, so all rows of G are d-sparse

in this regime.

6.7 Implementation and evaluation

Implementation and evaluation setting

We have implemented the PM-vanilla codes [125] and the PM-RBT codes (Section 6.4 and

Section 6.5) in C/C++. In our implementation, we make use of the fact that the PM-vanilla

and the PM-RBT codes are both linear. That is, we compute the matrices that represent

the encoding and decoding operations under these codes and execute these operations with a

single matrix-vector multiplication. We employ the Jerasure2 [119] and GF-Complete [120]

libraries for finite-field arithmetic operations also for the RS encoding and decoding opera-

tions.

We performed all the evaluations, except the encoding and decoding time evaluations, on

Amazon EC2 instances of type m1.medium (with 1 CPU, 3.75 GB memory, and attached to

410 GB of hard disk storage). We chose m1.medium type since these instances have hard-

disk storage. We evaluated the encoding and decoding performance on instances of type

m3.medium which run on an Intel Xeon E5-2670v2 processor with a 2.5GHz clock speed.

All evaluations are single-threaded.
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Figure 6.6: Total amount of data transferred across the network from the helpers during recon-
struction. Y-axes scales vary across plots.

All the plots are from results aggregated over 20 independent runs showing the median

values with 25th and 75th percentiles. In the plots, PM refers to PM-vanilla codes and RBT

refers to PM-RBT codes. Unless otherwise mentioned, all evaluations on reconstruction are

for (n = 12, k = 6, d = 11), considering reconstruction of block 1 (i.e., the first systematic

block) with all d = 11 RBT-helpers. We note that all evaluations except the one on decoding

performance (Section 6.7) are independent of the identity of the block being reconstructed.

Data transfers across the network

Figure 6.6 compares the total amount of data transferred from helper blocks to the decoding

node during reconstruction of a block. We can see that, both PM-vanilla and PM-RBT

codes have identical and significantly lower amount of data transferred across the network

as compared to RS codes: the network transfers during the reconstruction for PM-vanilla

and PM-RBT are about 4x lower than that under RS codes.

Data read and number of I/Os

A comparison of the total number of disk I/Os and the total amount of data read from disks

at helpers during reconstruction are shown in Figure 6.7a and Figure 6.7b respectively. We

observe that the amount of data read from the disks is as given by the theory across all block

sizes that we experimented with. We can see that while PM-vanilla codes provide significant
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savings in network transfers during reconstruction as compared to RS as seen in Figure 6.6,

they result in an increased number of I/Os. Furthermore, the PM-RBT code leads to a

significant reduction in the number of I/Os consumed and the amount of data read from

disks during reconstruction. For all the block sizes considered, we observed approximately a

5x reduction in the number of I/Os consumed under the PM-RBT as compared to PM-vanilla

(and approximately 3× reduction as compared to RS).

I/O completion time

The I/O completion times during reconstruction are shown in Figure 6.8. During a recon-

struction operation, the I/O requests are issued in parallel to the helpers. Hence we plot the

the maximum of the I/O completion times from the k = 6 helpers for RS coded blocks and

the maximum of the I/O completion times from d = 11 helpers for PM-vanilla and PM-RBT

coded blocks. We can see that PM-RBT code results in approximately 5× to 6× reduction

I/O completion time.

Decoding performance

We measure the decoding performance during reconstruction in terms of the amount of data

of the failed/unavailable block that is decoded per unit time. We compare the decoding speed

for various values of k, and fix n = 2k and d = 2k − 1 for both PM-vanilla and PM-RBT.

For reconstruction under RS codes, we observed that a higher number of systematic helpers
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Figure 6.9: Comparison of decoding speed during reconstruction for various values of k with n = 2k,
and d = 2k − 1 for PM-vanilla and PM-RBT.

results in a faster decoding process, as expected. In the plots discussed below, we will show

two extremes of this spectrum: (RS1) the best case of helper blocks comprising all the

existing (k − 1) = 5 systematic blocks and one parity block, and (RS2) the worst case of

helper blocks comprising all the r = 6 parity blocks.

Figure 6.9 shows a comparison of the decoding speed during reconstruction of block 0. We

see that the best case (RS1) for RS is the fastest since the operation involves only substitution

and solving a small number of linear equations. On the other extreme, the worst case (RS2)

for RS is much slower than PM-vanilla and PM-RBT. The actual decoding speed for RS

would depend on the number of systematic helpers involved and the performance would lie

between the RS1 and RS2 curves. We can also see that the transformations introduced

here to optimize I/Os does not affect the decoding performance: PM-vanilla and PM-RBT

have roughly the same decoding speed. In our experiments, we also observed that in both

PM-vanilla and PM-RBT, the decoding speeds were identical for the n blocks.

Encoding performance

We measure the encoding performance in terms of the amount of data encoded per unit time.

A comparison of the encoding speed for varying values of k is shown in Figure 6.10. Here we
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fix d = 2k−1 and n = 2k and vary the values of k. The lower encoding speeds for PM-vanilla

and PM-RBT as compared to RS are expected since the encoding complexity of these codes

is higher. In RS codes, computing each encoded symbol involves a linear combination of only

k data symbols, which incurs a complexity of O(k), whereas in PM-vanilla and PM-RBT

with CYC RBT-helper pattern each encoded symbol is a linear combination of kα symbols

which incurs a complexity of Θ(k2).

We observe that encoding under PM-RBT with the SYS RBT-helper pattern (Section 6.5)

is significantly faster than that under the PM-vanilla code. This is because the generator

matrix of the code under the SYS RBT-helper pattern is sparse (i.e., has many zero-valued

entries); this reduces the number of finite-field multiplication operations, that are otherwise

computationally heavy. Thus, PM-RBT with SYS RBT-helper pattern results in faster

encoding as compared to PM-vanilla codes, in addition to minimizing the disk I/O during

reconstruction. From the encoding time data corresponding to Figure 6.10, we observe that

the resulting encoding speed is approximately k×, as expected. Such sparsity does not arise

under the CYC RBT-helper pattern, and hence its encoding speed is almost identical to

PM-vanilla.

Remark: The reader may observe that the speed (MB/s) of encoding in Figure 6.10 is

faster than that of decoding during reconstruction in Figure 6.9. This is because encoding
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Figure 6.11: A box plot of the reconstruction cost for different RBT-helper assignments, for δ =
0.25, p = 0.03, n = 15, k = 6, d = 11, and block size of 16 MB. In each box, the mean is shown by
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addresses k blocks at a time while the decoding operation addresses only a single block.

RBT-helper assignment algorithm

As discussed earlier in Section 6.5, we conducted experiments on EC2 performing recon-

struction using different number of RBT-helpers (see Figure 6.4). We will now evaluate the

performance of the helper assignment algorithm, Algorithm 2, via simulations employing

the measurements obtained from these experiments. The plots of the simulation results pre-

sented here are aggregated from one million runs of the simulation. In each run, we failed one

of the n blocks chosen uniformly at random. For its reconstruction operation, the remaining

(n− 1) blocks were made unavailable (busy) with a probability p each, thereby also making

some of the RBT-helpers assigned to this block unavailable. In the situation when only j

RBT-helpers are available (for any j in {0, . . . , d}), we obtained the cost of reconstruction

(in terms of number of I/Os used) by sampling from the experimental values obtained from

our EC2 experiments with j RBT-helpers and (d− j) non-RBT-helpers (Figure 6.4a). The

reconstruction cost for parity blocks is weighted by δ.

Figure 6.11 shows the performance of the RBT-helper assignment algorithm for the pa-

rameter values δ = 0.25 and p = 0.03. The plot compares the performance of three possible

choices of helper assignments: the assignment obtained by Algorithm 2 for the chosen pa-

rameters (shown in Figure 6.5), and the two extremities of Algorithm 2, namely SYS and
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CYC. We make the following observations from the simulations. In the CYC case, the un-

weighted costs for reconstruction are homogeneous across systematic and parity blocks due

to the homogenity of the CYC pattern, but upon reweighting by δ, the distribution of costs

become (highly) bi-modal. In Figure 6.11, the performance of SYS and the solution obtained

from Algorithm 2 are comparable, with the output of Algorithm 2 slightly outperforming

SYS. This is as expected since for the given choice of parameter values δ = 0.25 and p = 0.03,

the output of Algorithm 2 (see Figure 6.5) is close to SYS pattern.

6.8 Summary

With rapid increases in the network-interconnect speeds and the advent of high-capacity

disks, disk I/O is increasingly becoming the bottleneck in many large-scale distributed stor-

age systems. A family of erasure codes called minimum-storage-regeneration (MSR) codes

has recently been proposed as a superior alternative to the popular Reed-Solomon codes in

terms of storage, fault-tolerance and network-bandwidth consumed. However, existing prac-

tical MSR codes do not address the critically growing problem of optimizing for I/Os. In this

chapter, we considered the problem of optimizing MSR codes for the usage of storage device

I/Os, while simultaneously retaining their optimality in terms of both storage, reliability

and network-bandwidth.

The proposed solution is based on the identification of two key properties of existing

MSR codes that can be exploited to make them I/O optimal. We presented an algorithm

to transform MSR codes satisfying these properties into I/O optimal codes while retaining

their storage and network optimality. Through an extensive set of experiments on Amazon

EC2, using Product-Matrix-MSR codes, we have shown that transformed codes (PM-RBT)

result in significant reduction in the I/O consumed (more than 5× for typical parameters).

Additionally, we also presented an optimization framework for helper assignment to attain

a system-wide optimal solution.

Further, we established a general connection between optimizing I/O and reducing the

encoding complexity in such MSR codes, by showing that the a specific transformation that

we present for I/O optimization in MSR codes leads to sparsity in the generator matrix of

the code. Through evaluations on EC2 using PM-MSR codes, we have shown that such a

transformation leads to approximately k× speed up in the encoding computation time.
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Chapter 7

EC-Cache: Load-balanced low-latency

cluster caching using erasure coding

In the preceding four chapters, the focus has been on addressing the critical shortcomings

of the traditional erasure codes for application in distributed storage systems. Specifically,

we presented new code constructions and some techniques for existing code constructions

for optimizing the usage of I/O, CPU and network resources while maintaining the storage

efficiency offered by traditional codes. We also designed and built erasure-coded storage

systems employing the proposed codes and techniques along with system-level optimizations

to ensure that the promised theoretical gains translate to real-world system gains. In this

chapter, we change gears to explore new opportunities for erasure coding in big-data systems,

going beyond its traditional application in disk-based storage systems and going beyond its

usage as a tool for achieving fault tolerance. Specifically, we show how erasure coding can

be employed in in-memory (caching) systems for load balancing and improving read latency

performance.

7.1 Introduction

In recent years, in-memory analytics [184, 95, 122, 14, 182] has gradually replaced disk-based

solutions [12, 24, 39] as the primary toolchain for high-performance data analytics in big-data

systems. The root cause behind the transition is simple: in-memory I/O is multiple orders of

magnitude faster than that involving disks. In the architecture of big-data systems, the in-

memory (caching) layer lies between the storage layer and the execution layer, providing fast

access to the data for tasks/queries run by the execution layer. Such an in-memory system

is a distributed cache making use of the memory space across all the servers in the cluster,
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and is also called a ‘cluster cache’. For instance, Alluxio (formerly known as Tachyon [95])

is a popular cluster cache employed between execution frameworks such as Spark [184] and

Hadoop Mapreduce [39] and storage systems such as the Hadoop Distributed File System

(HDFS) [24] and Amazon S3 [6].

There are three primary challenges towards effectively using cluster caches for high-

performance data-analytics:

(i) Judiciously determining which data items to cache and which ones to evict. Caching

and eviction algorithms have been well studied in a number of past works, for example

see [13, 19, 7, 123].

(ii) Increasing the effective memory capacity to be able to cache more data. Sampling [1,

84, 122] and compression [168, 17] are some of the popular approaches employed to

increase the effective memory capacity.

(iii) Improving the I/O performance for data that is cached in memory.

It is the third challenge of improving the I/O performance for objects that are cached

in memory that will be the focus of the current chapter. One of the key challenges towards

this is the heavy skew in the popularity of these objects [9, 75]. A skew in the popularity

of objects creates significant load imbalance across the servers in the cluster [9, 76]. The

load imbalance results in over-provisioning in order to accommodate the peaks in the load

distribution. The load imbalance also adversely affects the latency performance as heavily

loaded servers will have poor response times. Consequently, load imbalance is one of the key

challenges toward improving the performance of cluster caches.

A popular approach employed to address the challenge of popularity skew is selective

replication [107, 9], which replicates objects based on their popularity; i.e., it creates more

replicas for more popular objects as compared to the less popular ones. However, due to the

limited amount of available memory, selective replication falls short in practice, for instance

as shown for networked caches employed for web services [76]. While typical caches used

in web services cache small-sized objects in the range of a few bytes to few kilobytes, data-

intensive cluster caches used for data analytics [95, 7] store larger objects in the range of tens

to hundreds of megabytes (Section 7.4). The larger sizes of the objects allow us to take a

novel approach, using erasure coding, toward load balancing and improving I/O performance

in cluster caches.

We present EC-Cache, an in-memory object cache that leverages online erasure coding

– that is, the data is never stored in a decoded form – to provide better load balancing

and latency performance. We show through extensive system evaluation that EC-Cache
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Figure 7.1: EC-Cache splits individual objects and encodes them to enable parallelism and late
binding during individual reads.

can outperform the optimal selective replication mechanism while using the same amount of

memory.

EC-Cache employs erasure coding and its properties toward load balancing and reducing

I/O latency in the following manner:

(a) Self-Coding and load spreading: EC-Cache employs Maximum-Distance-Separable

(MDS) codes. Recall from Chapter 2 that a (k, r) MDS code encodes k data units and

generates r parity units, and that any k of the (k + r) total units are sufficient to decode

the original k data units. Erasure coding is traditionally employed in disk-based systems

to provide fault-tolerance in a storage efficient manner. In many such systems [72, 15, 128,

102], erasure coding is applied across objects : k objects are encoded to generate r additional

objects. Read requests to an object are served from the original object unless it is missing.

If the object is missing, it is reconstructed using the parities. In such a configuration,

reconstruction using parities incurs a huge amount of bandwidth overhead [128, 15]; hence,

coding across objects is not useful for load balancing or improving I/O performance. In

contrast, EC-Cache divides individual objects into k splits and creates r additional parities.

Read requests to an object are served by reading any k of the (k+r) splits and decoding them

to recover the desired object (Figure 7.1). This approach provides multiple benefits: First,

spreading the load of read requests across both data and parity splits results in better load

balancing under skewed popularity. Second, reading/writing in parallel from multiple splits

provides better I/O performance due to parallelism during both reading and writing. Third,

decoding the object using the parities does not incur any additional bandwidth overhead.

(b) Late Binding: Under self-coding, an object can be reconstructed from any k of its

(k + r) splits. This allows us to leverage the power of choices: instead of reading from
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exactly k splits, we read from (k + ∆) splits (where ∆ ≤ r) and wait for the reading of any

k splits to complete. Late binding makes EC-Cache resilient to background load imbalance

and unforeseen stragglers, which are common in data intensive clusters [185, 8].

We have implemented EC-Cache over Alluxio (formerly called Tachyon) [95] using Intel’s

ISA-L library [77]. EC-Cache can be used directly as a caching layer in front of object stores

such as Amazon S3 [6], Windows Azure Storage [28], OpenStack Swift [109]. It can also

be used in front of cluster file systems such as HDFS [24], GFS [56], and Cosmos [29] by

considering each block of a distributed file as an individual object.

We evaluated EC-Cache by deploying it on Amazon EC2 using synthetic workloads as well

as a production workload from a 3000-machine cluster at Facebook. We observed that, for

synthetic workloads, EC-Cache improves the median and the tail read latencies as compared

to the optimal selective replication scheme by a factor greater than 2×, and improves the load

distribution by more than 3×, while using the same amount of memory 1. For production

workloads, EC-Cache’s reductions in latency range from 1.33× for 1 MB objects to 5.5× for

100 MB objects with an upward trend. We note that using the parameter values k = 10 and

∆ = 1 suffices to avail these benefits. In other words, a bandwidth overhead of at most 10%

can lead to more than 50% reduction in the median and tail latencies. EC-Cache performs

even better in the presence of an imbalance in the background network load, which is a

common occurrence in data-intensive clusters [31]. Finally, EC-Cache performs well over a

wide range of parameter settings.

Despite its effectiveness, our current implementation of EC-Cache offers advantages only

for objects greater than 1 MB due to the overheads of creating (k+∆) parallel TCP connec-

tions for each read. However, small objects form a negligible fraction of the cache footprint

in data-intensive workloads (Section 7.4). Consequently, EC-Cache simply replicates objects

smaller than this threshold to minimize the overhead. In other words, EC-Cache is designed

to operate in the bandwidth-limited regime, where most data-intensive clusters operate; it

is not ideal for key-value stores, where the number of requests handled per second is often

the bottleneck.

7.2 Related literature

The focus on this chapter is to demonstrate and validate a new application for erasure

coding, specifically in in-memory caching systems toward load balancing and reducing read

latencies. The basic building blocks employed in EC-Cache are simple and have been studied

1This evaluation is in terms of the percent imbalance metric described in Section 7.7.
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and employed in various other systems and settings. We borrow and build on the large body

of existing work in this area.

Erasure coding in storage systems Since decades, disk arrays have employed erasure

codes to achieve space-efficient fault-tolerance in the form of Redundant Array of Inexpensive

Disks (RAID) systems [115]. The benefits of erasure coding over replication for providing

fault tolerance in distributed storage systems has also been well studied [187, 177], and

erasure codes have been employed in many settings such as network-attached-storage sys-

tems [2], peer-to-peer storage systems [91, 140], etc. Recently, erasure coding is being increas-

ing deployed for storing relatively cold data in datacenter-scale distributed storage systems

[102, 178, 72] to achieve fault tolerance while minimizing storage requirements. While some

of the storage systems [168, 129, 102] encode across objects, some employ self-coding [178,

171]. However, the purpose of erasure coding in these systems is to achieve storage-efficient

fault tolerance while the focus of EC-Cache is on load balancing and reducing median and

tail read latencies.

Late binding: Many systems have employed the technique of sending

additional/redundant requests or running redundant jobs to reign in tail latency in various

settings [118, 10, 173, 38, 161, 53]. The effectiveness of late binding for load balancing and

scheduling has been well known and well utilized in many systems [101, 110, 172].

Recently, there have been a number of theoretical works that analyze the performance of

redundant requests [149, 96, 150, 80, 174, 55]. Specifically, [149, 80, 96] analyze the average

content-download delay for erasure-coded storage systems using late binding under certain

queuing models.

In-memory key-value stores A large body of work in recent years has focused on build-

ing high-performance in-memory key-value stores [99, 52, 97, 42, 107, 137]. EC-Cache focuses

on a different workload where object sizes are much larger than sizes those allowed in these

key-value stores. A recent work [186] employs erasure coding to provide fault tolerance

in in-memory key-value stores. In EC-Cache, we use erasure codes toward providing load

balancing and reducing I/O latency.
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7.3 Background and motivation

This section provides a brief overview of object stores (e.g., Amazon S3 [6], Windows Azure

Storage [28], OpenStack Swift [109], and Ceph [178]) and in-memory caching solutions (e.g.,

Tachyon/Alluxio [95] and PACMan [7]) used in modern data-intensive clusters which serve

as an interface to these object stores. We discuss the tradeoffs and challenges faced in these

systems followed by the opportunities for improvements over the state-of-the-art.

Cluster caching for object stores

Cloud object stores [6, 28, 109, 178] provide a simple PUT/GET interface to store and

retrieve arbitrary objects at an attractive price point. In recent years, due to the rapid

increase in the datacenter bandwidth [16, 160], cloud tenants are increasingly relying on

these object stores as their primary storage solutions instead of cluster file systems such as

HDFS [24]. For example, Netflix has been exclusively using Amazon S3 since 2013 [64].

Despite their prevalence, these object stores can rarely offer end-to-end non-blocking

connectivity at cloud scale (unlike FDS [106]). Hence, for high-performance applications, in-

memory storage systems [95] are becoming immensely popular as caching layers over these

object stores. Objects stored in such systems can range from a few kilobytes to several

gigabytes [102, 95, 7]. In contrast, key-value stores [92, 52, 42, 97]) deal with values ranging

from a few bytes to few kilobytes.

Naturally, the highest-order metric for these caching systems is the I/O performance.

Load balancing and fault-tolerance act as means toward lowering access latencies – the

former increases I/O parallelism and mitigates hotspots, while the latter decreases disk hits

in presence of failures.

Challenges in object caching

In-memory object caches face unique tradeoffs and challenges due to workload variations

and dynamic infrastructure in large-scale deployments.

Popularity Skew Recent studies from production clusters show that the popularity of

objects in cluster caches are heavily skewed [9, 75], which creates significant load imbalance

across the storage workers in the cluster. This hurts I/O performance and also requires over-

provisioning the cluster to accommodate the peaks in the load distribution. Unsurprisingly,
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load imbalance has been reported to be one of the key challenges toward improving the

performance of cluster caches [76, 67].

Background Load Imbalance Across the Infrastructure In addition to skews in

object popularity, network interfaces – and I/O subsystems in general – throughout the

cluster experience massive load fluctuations due to background activities [31]. Predicting and

reacting to these variations in time is difficult. Even with selective replication, performance

can deteriorate significantly if the source of an object suddenly becomes a hotspot.

Tradeoff Between Memory Efficiency, Fault Tolerance, and I/O Performance

Given that memory is a constrained and expensive resource, existing solutions either sac-

rifice fault tolerance (i.e., no redundancy) to increase memory efficiency [95, 184], or incur

high memory overheads (e.g., three-way replication) to provide fault tolerance [139, 183].

However, in caches, fault tolerance and I/O performance are inherently tied together since

failures result in disk I/O activities; thereby, also increasing latency.

Potential for Benefits

Due to the challenges of popularity skew, background load imbalance, and failures, having

a single copy of the objects is not sufficient to provide good performance. Replication

schemes that treat all objects alike do not perform well under popularity skew as they result

in wastage of memory on not-so-popular objects. Selective replication [107, 67, 9], where

additional replicas of hot objects are cached, only provides coarse-grained support: each

replica incurs an additional memory overhead of 1× while only providing fractional benefits

in terms of latency and load balancing. Selective replication has been shown to fall short in

terms of both load balancing and read performance [76].

Selective replication along with object splitting (all splits of the same object have the

same replication factor) does not solve the problem either. While such splitting provides

better load balancing and opportunities for read parallelism, it cannot exploit late binding

without incurring high memory and bandwidth overheads. As shown in Section 7.7, con-

tacting multiple servers to read the splits severely affect the tail latencies, and late binding

is necessary to reign in tail latencies. Hence, under splitting and selective replication, each

object will need at least 2× memory overhead. Furthermore, in order to make use of late

binding, one must read multiple copies of each split resulting in at least 2× bandwidth

overhead.
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(a) Object size (X-axis in log-scale)
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(c) Object access characteristics [7, Figure 9]

Figure 7.2: Characteristics of object reads in the Facebook data analytics cluster. We observe
that (a) objects vary widely in size; (b) small objects have even smaller footprint; and (c) a small
fraction of the objects are accessed the most. Note that the X-axes are in log-scale in (a) and (b).

7.4 Analysis of production workload

Object stores are gaining popularity as the primary data storage solution for data analytics

pipelines (e.g., at Netflix [50, 64]). As EC-Cache is designed to cater to these use cases, in

order to obtain a better understanding of the requirements, we analyzed a trace consisting of

millions of reads in a 3000-machine analytics cluster at Facebook. The trace was collected in

October 2010, and it consisted of a mix of batch and interactive MapReduce analytics jobs

generated from Hive queries. Each task accesses one or more blocks of a file and thus here

object corresponds to a block. The default block size for the HDFS installation in this cluster

was 256 MB, and the corresponding network had a 10 : 1 oversubscription ratio. Our goal

behind analyzing these traces is to highlight characteristics – distributions of object sizes,

their relative impact, access characteristics, and the nature of imbalance in I/O utilizations
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Figure 7.3: Imbalance in utilizations (averaged over 10-second intervals) of up and down oversub-
scribed links in Facebook clusters due to data analytics workloads. The X-axis is in log-scale.

– that enable us to make realistic assumptions in our analysis, design, and evaluation.

Large objects are prevalent

Data-intensive jobs in production clusters are known to follow skewed distributions in terms

of their input size, output size, and number of tasks [7, 30, 32]. We observe a similar skewed

pattern (Figure 7.2): only 7% (11%) of the objects read are smaller than 1 (10) MB, and

their total size in terms of storage usage is miniscule. Furthermore, 28% of the objects are

less than 100 MB in size with less than 5% storage footprint. Note that a large fraction

of the blocks in the Facebook cluster are 256 MB in size, which corresponds to the vertical

segment in Figure 7.2a.

Skew in popularity of objects

Next, we focus on object popularity/access patterns. As noted in prior works [30, 95, 7, 102,

9], the popularity of objects follow a Zipf-like skewed pattern, that is, a small fraction of the

objects are highly popular. Figure 7.2c [7, Figure 9] plots the object access characteristics.

(Note that this measurement does not include objects that were never accessed.) Here,

the most popular 5% of the objects are seven times more popular than the bottom three-

quarters [7].
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Figure 7.4: Alluxio architecture.

Network load imbalance is inherent

As also observed in prior studies [31, 85, 62, 23], we found that traffic from data analytics

workloads is significantly imbalanced across the oversubscribed links in the network. Fur-

thermore, the network imbalances are time varying. The root causes behind such imbalances

include, among others, skew in application-level communication patterns [23, 85, 94], rolling

upgrades and maintenance operations [23], and imperfect load balancing inside multipath

datacenter networks [4]. We measured the network imbalance as the ratio of the maxi-

mum and the average utilizations across all oversubscribed links2 in the Facebook cluster

(Figure 7.3). This ratio was more than 4.5× more than 50% of the time for both up and

downlinks, indicating a significant imbalance. More importantly, the maximum utilization

was significantly high for a large fraction of the time, thereby increasing the possibility of

congestion. For instance, the maximum uplink utilization was more than 50% of the capacity

for more than 50% of the time. Since operations on object stores must go over the network,

network hotspots can significantly impact their performance. This impact is more significant

in-memory object caches where the network is the primary bottleneck.

7.5 EC-Cache design overview

The primary objective of EC-Cache is to enable load-balancing and high-performance I/O

in cluster caches. This section provides a high-level overview of EC-Cache’s architecture.

2Links connecting top-of-the-rack (ToR) switches to the core.
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Figure 7.5: Roles in EC-Cache: (a) backend servers manage interactions between caches and persis-
tent storage for client libraries; (b) EC-Cache clients perform encoding and decoding during writes
and reads.

Overall architecture

We have implemented EC-Cache on top of the Alluxio (formerly known as Tachyon [95])

codebase — Alluxio is a popular caching solution for big data clusters. Consequently, EC-

Cache shares some high-level similarities with Alluxio’s architecture, such as a centralized

architecture (Figure 7.4). Throughout the rest of the section, we highlight EC-Cache’s key

components that are different from Alluxio.

EC-Cache stores objects in a flat address space. An object is a byte sequence with

a unique name (e.g., 128-bit GUID) as its key. Each object is divided into k splits and

encoded using a Reed-Solomon code to add r parities. Each of these (k+r) splits are cached

on independent backend servers.

Backend Storage Servers Both in-memory and on-disk storage in each server is managed

by an EC-Cache worker that responds to read and write requests for splits from clients

(Figure 7.5a). Backend servers are unaware of object-level erasure coding introduced by

EC-Cache. They also take care of caching and eviction of objects to and from memory using

the least-recently-used (LRU) heuristic [95].

EC-Cache Client Library EC-Cache applications use a simple PUT-GET client API to

store and retrieve objects (Figure 7.5b). As with backend servers, erasure coding remains

transparent to the applications.
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Figure 7.6: Writes to EC-Cache. (a) Two concurrent writes with k = 2 and r = 1. (b) Steps
involved in an individual write in the client library with k = 2 and r = 1.

EC-Cache departs significantly from Alluxio in two major ways in its design of the user-

facing client library. First, EC-Cache’s client library exposes a significantly narrower inter-

face for object-level operations as compared to Alluxio’s file-level interface. Second, EC-

Cache’s client library takes care of splitting and encoding during writes and of reception and

decoding during reads instead of writing and reading entire objects.

EC-Cache Coordinator EC-Cache also has a coordinator that has limited involvement

during normal operations: it maintains an updated list of the active backend servers and

manages object metadata. In addition, the EC-Cache coordinator performs several periodic

background tasks such as garbage cleaning and split recovery after server failures.

Writes

EC-Cache stores each object by dividing it into k splits and encoding these splits using a

Reed-Solomon code to add r parities. It then distributes these (k + r) splits across unique

backend servers. Figure 7.6 depicts an example of object writes with k = 2 and r = 1 for both

objects C1 and C2. EC-Cache uses Intel’s ISA-L library [77] for the encoding operations.

A key issue in any distributed storage solution is that of data placement and rendezvous,

that is, where to write and where to read from. The fact that each object is further divided
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Figure 7.7: Reads from EC-Cache. (a) Two concurrent reads with k = 2 and r = 1. (b) Steps
involved in an individual read in the client library, with k = 2 and r = 1. Because 2 out of 3 reads
from the backend server is enough, the remaining ones are cancelled (crossed).

into (k + r) splits in EC-Cache only magnifies its impact. For the same reason, metadata

management is also an important issue in our design.

Similar to Alluxio and most other storage systems [56, 24, 95], the EC-Cache coordinator

determines and manages the locations of the splits. Each write is preceded by an interaction

with the coordinator server that determines where to write for all the (k+r) splits. Similarly,

each reader receives the locations of the splits in a single interaction with the coordinator.

This approach provides the maximum flexibility in load-aware data placement [31], and it

takes only a small fraction of time in comparison to actual object writes and reads. We plan

to study fully decentralized placement schemes [106] in the future.

The total amount of additional metadata due to splitting of objects is small. For each

object, EC-Cache stores its associated k and r values and the associated (k + r) server

locations (32-bit unsigned integers). This forms only a small fraction of the total metadata

size of an object. Since EC-Cache does not track lineage information, the amount of metadata

for each object is often smaller than that in Alluxio.

Reads

The key advantage of EC-Cache comes into picture during the read operations. Instead of

reading from a single replica, the EC-Cache client library reads from some (k + ∆) splits
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(out of the (k+ r) total splits of the object) in parallel. This provides two benefits. First, it

exploits I/O parallelism and distributes the load across many backend servers. Second, it can

complete reading as soon as any k out of (k + ∆) splits arrive, thereby avoiding stragglers.

Once some k splits of the objects have been received, the decoding operation is performed

to obtain the object. EC-Cache uses Intel’s ISA-L library [77] for the decoding operations.

Each additional read introduces an additional bandwidth usage of at most B/k for each

object.

Figure 7.7a provides an example of a reading operation over the objects stored in the

example presented in Figure 7.6, where both the objects have k = 2 and r = 1. Although

2 splits are enough to complete each read, in this example, EC-Cache is performing an

additional reads (that is, ∆ = 1). Since both objects had one split in server M3, reading

from that server may be slow. However, instead of waiting for that read, EC-Cache will

proceed as soon as it receives the other 2 splits (Figure 7.7b) and decode them to complete

the object reads.

7.6 Analysis

In this section, we provide an analytical explanation for the benefits offered by EC-Cache.

Impact on Load Balancing

Consider a cluster with S servers and F objects. For simplicity, let us first assume that all

objects are equally popular. Under selective replication, each object is placed on a server

chosen uniformly at random out of the S servers. For simplicity, first consider EC-Cache

where each split of a object is placed on a server chosen uniformly at random (neglecting

the fact that each split is placed on a unique server). The total load on a server equals the

sum of the loads on each of the splits stored on that server. Thus the load on each server

is a random variable. Without loss of generality, let us consider the load on any particular

server and denote the corresponding random variable by L.

The variance of L has a direct impact on the load imbalance in the cluster – intuitively,

a higher variance of L, implies a load on the maximally loaded server in comparison to the

average load, and consequently, a higher load imbalance.

Under this simplified setting, the following result holds.
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Theorem 1 For the setting described above:

Var(LEC-Cache)

Var(LSelective Replication)
=

1

k
.

Proof: Let w > 0 denote the popularity of each of the files. The random variable

LSelective Replication is distributed as a Binomial random variable with F trials and success

probability 1
S

, scaled by w. On the other hand, LEC-Cache is distributed as a Binomial

random variable with kF trials and success probability 1
S

, scaled by w
k

. Thus we have

Var(LEC-Cache)

Var(LSelective Replication)
=

(
w
k

)2
(kF ) 1

S

(
1− 1

S

)
w2F 1

S

(
1− 1

S

) =
1

k
,

thereby proving our claim. �

Intuitively, the splitting action of EC-Cache leads to a smoother spreading of the load

in comparison to selective replication. One can further extend Theorem 1 to accommodate

a skew in the popularity of the objects. Such an extension leads to an identical result on

the ratio of the variances. Additionally, the fact that each split of a object in EC-Cache is

placed on a unique server only helps in spreading the load better, leading to even better load

balancing.

Impact on Latency

Next, we focus on how object splitting impacts read latencies. Under selective replication,

a read request for an object is served by reading the object from a server. We first consider

naive EC-Cache without any additional reads. Under naive EC-Cache, a read request for an

object is served by reading k of its splits in parallel from k servers and performing a decoding

operation. Let us also assume that the time taken for decoding is negligible compared to

the time taken to read the splits.

Intuitively, one may expect that reading splits in parallel from different servers will

reduce read latencies due to the parallelism. While this reduction indeed occurs for the

average/median latencies, the tail latencies behave in an opposite manner due to the presence

of stragglers.

In order to obtain a better understanding of the aforementioned phenomenon, let us

consider the following simplified model. Consider a parameter p ∈ [0, 1] and assume that for

any request, a server becomes a straggler with probability p, independent of all else. There

are two primarily contributing factors to the distributions of the latencies under selective

replication and EC-Cache:
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(a) Proportion of stragglers: Under selective replication, the fraction of requests that hit

stragglers is p. On the other hand, under EC-Cache, a read request for an object will face a

straggler if any of the k servers from where splits are being read becomes a straggler. Hence,

a higher fraction
(
1− (1− p)k

)
of read requests can hit stragglers under naive EC-Cache.

(b) Latency conditioned on absence/presence of stragglers: If a read request does not face

stragglers, the time taken for serving a read request is significantly smaller under EC-Cache

as compared to selective replication, because of the parallel reading of the smaller size splits.

On the other hand, in the presence of a straggler in the two scenarios, the time taken for

reading under EC-Cache is about as large as that under selective replication.

Putting the aforementioned two factors together we get that the relatively higher likeli-

hood of a straggler under EC-Cache increases the number of read requests incurring a higher

latency. The read requests that do not encounter any straggler incur a lower latency as

compared to selective replication. These two factors explain the decrease in the median and

mean latencies, and the increase in the tail latencies.

In order to alleviate the impact on tail latencies, we use additional reads and late binding

in EC-Cache. Reed-Solomon codes, by virtue of being MDS, have the property that any k of

the collection of all splits of an object suffice to decode the object. We exploit this property

by reading more than k splits in parallel, and using the k splits that are read first. It is

well-known that such additional reads help in mitigating the straggler problem and alleviate

the affect on tail latencies [110, 172, 38, 149, 80, 96].

7.7 Evaluation

We evaluated EC-Cache through a series of experiments on Amazon EC2 [5] clusters using

synthetic workloads and traces from Facebook production clusters. The highlights of the

evaluation results are:

• For skewed popularity distributions, EC-Cache improves load balancing over selective

replication by 3.3× while using the same amount of additional extra memory. EC-Cache

also decreases the median latency by 2.64× and the 99.9th percentile latency by 1.79×.

• For skewed popularity distributions and in the presence of background load imbalance,

EC-Cache decreases the 99.9th percentile latency over selective replication by 2.56× while

maintaining the same benefits in median latency and load balancing as in the case without

background load imbalance.

• EC-Cache’s improvements over selective replication keeps increasing as object sizes keep

increasing in production traces; e.g., 5.5× at median for 100 MB objects with an upward
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trend.

• EC-Cache outperforms selective replication across a wide range of values of k, r, and ∆.

Methodology

Cluster Unless otherwise specified, our experiments use 55 c4.8xlarge EC2 instances.

25 of these machines act as backend servers for EC-Cache, each with 8 GB cache space,

and 30 machines generate thousands of read requests to EC-Cache. All these machines

were instantiated in the same Amazon Virtual Private Cloud (VPC) with 10 Gbps enhanced

networking enabled; we observed around 5 Gbps bandwidth between machines in the VPC

using iperf. As mentioned earlier, we implemented EC-Cache on Alluxio [95], which, in

turn, uses HDFS [24] as its persistence layer and runs on the 25 backend servers. We used

DFS-Perf [40] to generate the workload on the 30 client machines.

Metrics Our primary metrics for comparison are latency in reading objects and load im-

balance across the backend servers.

Given a workload, we consider mean, median, and high-percentile latencies. We measure

improvements in latency as:

Latency Improvement =
Latency w/ Compared Scheme

Latency w/ EC-Cache

If the value of this “latency improvement” is greater (or smaller) than one, EC-Cache is

better (or worse).

We measure load imbalance using the percent imbalance metric λ defined as follows:

λ =

(
Lmax − Lavg?

Lavg?

)
∗ 100, (7.1)

where Lmax is the load on the server which is maximally loaded and Lavg? is the load on

any server under an oracle scheme where the total load is equally distributed among all the

servers without any overhead. λ measures the percentage of additional load on the maximally

loaded server as compared to the ideal average load. For the percent imbalance metric λ, a

lower value is better. As EC-Cache operates in the bandwidth-limited regime, the load on a

server is the total amount of data read from that server.
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Figure 7.8: Read latencies under skewed popularity of objects.

Skew Resilience

We begin by evaluating the performance of EC-Cache in the presence of skews in object

popularity.

We consider a Zipf distribution, which is common in many real-world object popularity

distributions [7, 95, 9]. In particular, we consider a skew parameter of 0.9 (i.e., high skew).

EC-Cache uses the parameter values k = 10, and ∆ = 1. We allow both selective replication

and EC-Cache to use a 15% memory overhead to handle the skew. Both schemes make

use of the skew information to decide how to allocate the allowed memory overhead among

different objects in an identical manner: flattening out the skew starting from the most

popular objects until the allowed memory overhead is consumed. Moreover, both use uniform

random placement policy to evenly distribute the objects across memory servers. The size

of each object considered in this experiment is 40 MB. We present results for varying object

sizes observed in the Facebook trace, and also perform a sensitivity analysis with respect to

all the above parameters.

Latency Characteristics Figure 7.8 compares the mean, median, and tail latencies of

EC-Cache and selective replication. We observe that EC-Cache improves median and mean

latencies by factors of 2.64× and 2.52×, respectively. EC-Cache outperforms selective repli-

cation at high percentiles as well, improving the latency by a factor of 1.76× at the 99th

percentile and by a factor of 1.79× at the 99.9th percentile.
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Figure 7.9: A comparison of the load distribution across servers in terms of amount of data read
from each server.

Load Balancing Characteristics Figure 7.9 presents the distribution of loads across

servers. (In the figure, the servers are sorted based on their load). The percent imbalance

metric λ observed for selective replication and EC-Cache in this experiment are 43.45% and

13.14% respectively.

Decoding Overhead During Reads We observe that the time taken to decode during

the reads is approximately 30% of the total time taken to complete a read request. Despite

this overhead, we see (Figure 7.8) that EC-Cache provides a significant reduction in both

median and tail latencies. Our current implementation uses only a single thread for perform-

ing the decoding operation. Importantly, the underlying erasure codes permit the decoding

operation to be made embarrassingly parallel, potentially allowing for a linear speed up and

consequently further improving the latency performance of EC-Cache.
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Figure 7.10: Read latencies under skewed popularity of objects in the presence of background traffic
from big data workload.

Impact of Background Load Imbalance

We now investigate the performance of EC-Cache in the presence of a background network

load, specifically in the presence of an imbalance in background traffic. For this experiment,

we used the same skew and parameter settings as in the previous experiments. We generated

background traffic using a big data workload with network traffic characteristics as described

in Section 7.4, that is, the network interfaces of a handful of the machines were overloaded.

Latency Characteristics Figure 7.10 compares the mean, median, and tail latencies using

both EC-Cache and selective replication. We observe that, EC-Cache improves the median

and median latencies by factos of 2.56× and 2.47× respectively.

Importantly, at higher percentiles, the benefits offered by EC-Cache over selective repli-

cation are even more than that observed above in the absence of background load imbalance.

In particular, EC-Cache outperforms selective replication by a factor of 1.9× at the 99th

percentile and by a factor of 2.56× at the 99.9th percentile. The reason for such an im-

proved performance of EC-Cache is that while selective replication gets stuck in few of the

overloaded backend servers, EC-Cache remains almost impervious to such imbalance due to

late binding.

Load Balancing Characteristics The percent imbalance metric λ for selective replica-

tion and EC-Cache are similar to that reported above in the absence of background load
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Figure 7.11: Comparison of EC-Cache and selective replication read latencies over varying object
sizes in the Facebook production trace. EC-Cache advantages keep improving for larger object
sizes.

imbalance. This is because with the same setting as earlier, the background load imbalance

does not affect the load distribution arising from read requests.

Performance on Production Workload

So far we have focused on EC-Cache’s performance on skewed popularity distributions and

background load imbalance for a fixed object size. Here, we compare EC-Cache against

selective replication on the workload collected from Facebook (details in Section 7.4), where

objects sizes vary widely.

Figure 7.11 presents the median and the 99th percentile read latencies for objects of
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Figure 7.12: Percent imbalance metric (λ) for various values of the number of splits (k). The
imbalance decreases as objects are divided into more splits (up to a certain threshold).

different sizes (starting from 1 MB) in the Facebook workload. Note that EC-Cache resorts

to replication for objects smaller than 1 MB to avoid communication overheads.

We make two primary observations. First, EC-Cache’s median improvements over selec-

tive replication steadily increases with the object size; e.g., EC-Cache is 1.33× faster for 1

MB-sized objects, which improves to 5.5× for 100 MB-sized objects and beyond. Second,

EC-Cache’s 99th percentile improvements over selective replication kick off when object sizes

grow beyond 10 MB. This is because the overheads of creating (k + ∆) connections affects

few of the reads in EC-Cache. Beyond 10 MB, the connection overhead gets amortized, and

EC-Cache’s improvements over selective replication even in tail percentile latencies steadily

increases from 1.25× to 3.85× for 100 MB objects.

Sensitivity Analysis

Here, we analyze the effects of the choice of EC-Cache’s parameters on its performance. We

present the results for 10 MB objects (instead of 40 MB as above) in order to highlight

the effects of all the parameters more clearly and to be able to sweep for a wide range of

parameters.

Number of splits k

We begin with the number of splits k.

Load Balancing Characteristics The percent imbalance metric for varying values of k

with ∆ = 1 are shown in Figure 7.12. We can see that the load balancing effect improves

as the value of k is increased. There are two reasons for this phenomenon: (i) A higher the
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value of k leads to a smaller granularity of individual splits, thereby resulting in a greater

smoothing on the load under skewed popularity; and (ii) the load overhead due to additional

reads varies inversely with the value of k. This trend is as expected by our theoretical

analysis (Section 7.6).

Latency Characteristics Figure 7.13 shows a comparison of median and tail percentile of

the read latencies for different values of k. The corresponding values for selective replication is

also provided for comparison. We see that parallelism helps to improve the median latencies,

but with diminishing returns. However, higher values of k lead to worse tail read latencies as

a result of the straggler effect discussed earlier in Section 7.6. Hence, for values of k higher

than 10, we need more than one additional reads to reign in the tail percentile latencies.

This effect is studied in the subsequent evaluation.

Additional Reads ∆

Figure 7.14 shows the CDF of the read latencies from about 160, 000 reads for selective

replication and EC-Cache with k = 10 with and without additional reads. We can see that

EC-Cache without any additional reads performs quite well in terms of the median latency,



CHAPTER 7. EC-CACHE: LOAD-BALANCED LOW-LATENCY CLUSTER
CACHING USING ERASURE CODING 128

0 20 40 60 80 100
Read Latency (milliseconds)

0.0

0.2

0.4

0.6

0.8

1.0

Selective Replication
EC-Cache, ∆ = 0
EC-Cache, ∆ = 1

Figure 7.14: CDF of read latencies showing the need for additional reads in reining in tail latencies
in EC-Cache.

but becomes severely inferior at latencies above the 80th percentile. Here, adding just one

additional read helps EC-Cache tame the negative effect of the fan-out on the tail latencies.

The impact of higher number of additional reads for k = 12, and an object size of 20MB

is shown in Figure 7.15. (We choose k = 12 instead of 10 since the effect of more additional

reads is more prominent for higher values of k.) The results plotted in Figure 7.15 show

that the first one or two additional read provide a significant reduction in the tail latencies

while subsequent additional reads provide little additional benefits. In general, having too

many additional reads would start hurting the performance since they would necessitate a

proportional increase in the communication and bandwidth overheads.

Memory Overhead

In the previous evaluations, we compared EC-Cache and selective replication with a fixed

memory overhead of 15%. Given a fixed amount of total memory, increasing memory over-

head allows a scheme to store more redundant objects but fewer unique objects. Here, we

varied memory overhead and evaluated the latency and load balancing characterisitics of

selective replication and EC-Cache.

We observed that the relative difference in terms of latency between EC-Cache and

selective replication remained similar to that shown in Figure 7.8 – EC-Cache provided a
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Figure 7.15: Impact of number of additional reads on read latency. SR refers to selective replication.

significant reduction in the median and tail latencies as compared to selective replication

even for higher memory overhead.

However, in terms of load balancing, the gap between EC-Cache and selective replication

decreased with increasing memory overhead. This is because EC-Cache was almost balanced

even with just 15% memory overhead (Figure 7.9) with little room for further improvement.

In contrast, selective replication became more balanced, reducing the relative gap from EC-

Cache

Write Performance

Figure 7.16 shows a comparison of the average write times. The time taken to write an

object in EC-Cache involves the time to encode and the time to write out the splits to

different workers, and the figure depicts the breakdown of the write time in terms of these

two components. We observe that EC-Cache is faster than selective replication for objects

larger than 40 MB, supplementing its faster performance in terms of the read times observed

earlier. EC-Cache performs worse for smaller objects due to the overheads of connecting to

several machines in parallel. Finally, we observe that the time taken for encoding is less than

10% of the total write time, regardless of the object size.
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7.8 Discussion

While EC-Cache outperforms existing solutions both in terms of latency and load balancing,

our current implementation has several known limitations. We envisage that addressing

these limitations will further improve the performance of EC-Cache.

Networking Overheads. A key reason behind EC-Cache not being as effective for smaller

objects is its networking overheads. More specifically, creating many TCP connections takes

a non-negligible fraction (few milliseconds) of a read’s duration. Instead, using long-running,

reusable connections may allow us to support even smaller objects. Furthermore, multiplex-

ing will also help in decreasing the total number of TCP connections in the cluster.

Reducing Bandwidth Overhead. EC-Cache has at most 10% bandwidth overheads in

our present setup. While this overhead does not significantly impact performance during

off-peak hours, it can have a non-negligible impact during the peak. In order to address this

issue, one may additionally employ proactive cancellation [38, 110] that can help reduce the

bandwidth overheads due to additional reads.

Time Varying Skew. EC-Cache can handle time-varying popularity skew and load im-

balance by changing the number of parities. However, we have not yet implemented this
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feature due to a limitation posed by Alluxio. In our current implementation, we store in-

dividual splits of an object as part of the file abstraction in Alluxio to reduce metadata

overheads (Section 7.5). Since Alluxio does not currently offer support for appending to

a file once the file is closed (ALLUXIO-25 [163]), at present we are unable to dynamically

change the number of parities, and hence to adapt to time-varying skew. Assuming that the

underlying support for appending is obtained, EC-Cache will respond to time-varying skew

better as compared to selective replication since the overhead of any object can be changed

in fractional increments in EC-Cache as opposed to the limitation of having only integral

increments in selective replication.

7.9 Summary

In this chapter, we presented EC-Cache, a cluster cache that employs erasure coding for load

balancing and for reducing the I/O latencies under skewed object popularity. Through ex-

tensive evaluations, we showed that, as compared to the state-of-the art, EC-Cache improves

load balancing by a factor of 3.3× and reduces the median and tail read latencies by more

than 2×, while using the same amount of memory. EC-Cache does so using 10% additional

bandwidth and a small increase in the amount of stored metadata. The benefits offered by

EC-Cache are further amplified in the presence of background network load imbalance.
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Chapter 8

Conclusions and Future Directions

As we look to scale next-generation big-data systems, a primary challenge is that of sustaining

the massive growth in the volume of data needing to be stored and retrieved reliably and

efficiently. Replication of data, while ideal from the viewpoint of its simplicity and flexible

access, is clearly not a sustainable option for all but a small fraction of the data. Not

surprisingly, therefore, erasure-coded storage systems have recently received more traction,

despite their shortcomings. This has opened up many exciting challenges and opportunities

in the theoretical as well as systems fronts. In this thesis, we addressed some of these

challenges and explored some new opportunities. However, a lot still remains to be done,

and we discuss potential future directions below.

Advancing theory and practice in tandem for erasure-coded

storage systems

As discussed in the thesis, there has been a significant amount of recent work in the coding

theory community on constructing reconstruction-optimal MDS codes. However, most of the

constructions are theoretical, falling short in one or the other way in being readily applicable

to real-world systems. For instance, many constructions either need very high field size,

or require very large number of substripes, or support only a limited set of parameters

that do not cover the parameters of interest in many real-world systems. In this thesis,

we proposed the Piggybacking framework that enabled construction of practical, high-rate,

reconstruction-efficient MDS codes with a small field size, a small number of substripes,

and without any restrictions on the code parameters. However, the amount of network

bandwidth and I/O consumed by the proposed constructions are not optimal, that is, they

do not meet the theoretical minimum established by the cutset lower bound [41]. It is of both
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theoretical and practical interest to construct high-rate, MDS codes with a small field size

and a small number of substripes that can achieve better reconstruction efficiency reducing

the gap between Piggyback code designs presented in this thesis and the cutset lower bound.

While the above discussion points to approaching the gap from the theoretical perspec-

tive, similar efforts are needed from the systems side as well. The current generation of

distributed storage systems have been designed for replication. Although traditional Reed-

Solomon codes are being deployed recently, there is no general framework for more advanced

erasure codes. In this thesis, we presented Hitchhiker built over HDFS, which employed

Piggybacked-RS codes with just 2 substripes and same field size as RS codes. Despite the

relative simplicity of Hitchhiker’s erasure code and its similarity to RS codes, a slew of novel

system level optimizations, such as the hop-and-couple technique, were necessary to trans-

late the gains promised in theory to real system gains. In order to reap the full benefits

of the recent and ongoing theoretical advances, the next-generation distributed storage sys-

tems need to be designed to natively and holistically support superior, sophisticated code

constructions.

Non-traditional applications of erasure codes

In this thesis, we explored new avenues of applicability of erasure codes in big-data systems,

going beyond their conventional application domain of disk-based storage systems and as

well as going beyond their traditional objective of fault tolerance. We presented EC-Cache,

a cluster cache that employs erasure codes for load balancing and for reducing both the

median and tail latencies for data cached in memory. This is just the tip of the iceberg, and

there are many more interesting and exciting questions that remain to be answered.

In what follows, we discuss two specific potential future directions for erasure-coded in-

memory systems. In EC-Cache, we focused on improving the performance for the working

datasets that fit in the memory of the cluster cache. Situations where the working dataset

does not fit in the memory trigger the caching and eviction dynamics. EC-Cache currently

employs the standard least-recently-used (LRU) eviction policy. Its not known whether

the LRU policy is optimal, and designing optimal caching/eviction algorithms suited for

erasure-coded in-memory caching systems is a challenging open problem. A second interest-

ing direction of future work is that of efficiently handling time-varying popularity of objects.

In general, we expect erasure coding to be better suited to respond to time-varying skew

than selective replication due to its ability to vary the overhead of an object in fractional

increments as opposed to the limitation of having only integral increments in selective repli-

cation. It remains to investigate this conjecture as well as to design optimal algorithms for

handling time-varying popularity skew in cluster caches.



CHAPTER 8. CONCLUSIONS AND FUTURE DIRECTIONS 134

Finally, in-memory caching is one of the numerous places where erasure coding has the

potential to significantly enhance performance of big-data systems. Further opportunities

for using erasure-coding as a tool in other layers of big-data systems, such as the execution

layer and the application layer, remain to be explored.
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