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Abstract

This study explores whether Large Language Models (LLMs)
can mimic human cognitive processes, particularly pragmatic
reasoning in language processing. Focusing on how humans
tend to offer semantically similar alternatives in response to
negated statements, the research examines if LLMs, both base
and fine-tuned, exhibit this behavior. The experiment involves
a cloze task, where the models provide completions to neg-
ative sentences. Findings reveal that chat models closely re-
semble human behavior, while completion models align worse
with human responses. This indicates that mere linguistic input
statistics might be inadequate for LLMs to develop behaviours
consistent with pragmatic reasoning. Instead, conversational
fine-tuning appears to enable these models to adopt behaviors
akin to human pragmatic reasoning. This research not only
sheds light on LLMs’ capabilities but also prompts further in-
quiry into language acquisition, especially the role of conver-
sational interactions in developing pragmatic reasoning.
Keywords: GPT; ChatGPT; LLaMA; Negation; Pragmatics;
Alternatives; LLMs; Theory of Mind.

Introduction
Large language models (LLMs) like the GPT series have
boosted exponential progress in the treatment of natural lan-
guage. So much so that nowadays diagnostics tend to be more
and more often informed by psycholinguistics: the question
shifts from whether the models produce a generally accept-
able (grammatical) performance, to whether it resembles that
of humans in broader cognitive terms. In fact, the models’ be-
haviour is by now comparable to that of humans in a variety
of settings and tasks (for an overview, see Chang & Bergen,
2023). For this reason, investigating their abilities and un-
derlying mechanisms becomes an interesting avenue from a
cognitive perspective, as it can potentially inform research on
human language processing. An example comes from a re-
cent branch of research on LLMs looking at the emergence
of linguistic and extra-linguistic abilities which in humans
are debated to be either innate or resulting from experiences
that the machines might not have access to, such as embod-
ied or social interactions (Futrell et al., 2019; Gulordava, Bo-
janowski, Grave, Linzen, & Baroni, 2018; Linzen & Baroni,
2021; Sinclair, Jumelet, Zuidema, & Fernández, 2022; Trott,
Jones, Chang, Michaelov, & Bergen, 2023; Wilcox, Futrell,
& Levy, 2023). For example, complex syntactic representa-
tions (Linzen & Baroni, 2021), as well as behaviour compat-
ible with belief attribution (Trott et al., 2023), are shown to
emerge simply from a language modeling task: some LLMs

can correctly predict long-distance agreements; some seem to
encode the depth of the syntactic tree of the sentences they are
fed with, even though the input does not encode any hierar-
chical information; they can perform above chance on a false
belief task, seemingly inferring the mental states of others,
even though their training objective is limited to word pre-
diction. In principle, the emergence of such abilities would
suggest that these are learnable from statistical regularities of
language alone. In fact, findings on complex linguistic emer-
gent abilities have been used to in principle reject Chomsky’s
poverty-of-stimulus argument (Chomsky, 1986, e.g.), accord-
ing to which the linguistic input to which humans are exposed
would be insufficient to infer the correct grammar of a lan-
guage. More in general, this approach is apt to test the suf-
ficiency of the exposure to the statistical regularities of lan-
guage and the training regime, raising questions on innate-
ness, as well as the necessity to rely on specific mechanisms
and experiences to acquire specific abilities.

A fertile testing ground for the emergence of behaviours
compatible with the use of extra-linguistic knowledge is
negation. For a long time now, an automatic treatment of
linguistic negation has been challenging (Dobreva & Keller,
2021; Ettinger, 2020; Hosseini et al., 2021; Jang, Ye, & Seo,
2023; Kassner & Schütze, 2019; Truong, Baldwin, Verspoor,
& Cohn, 2023). One of the underlying issues is that logical
approaches to the meaning of negation do not fully grasp the
actual meaning of negation in natural language (Horn, 1989).
This is clearly the case for alternatives to a negated entity:
logically speaking, any member of the complement set of a
negated entity (e.g. This is not a dog) should be an equally
valid alternative; effectively though, speakers find alterna-
tives that are very similar to the negated entity particularly
likely (e.g. a wolf is a more likely alternative to a dog than
a screwdriver and a segment fragment such as I see no dog
but I see a is more likely completed with wolf than with
screwdriver) (Capuano, Dudschig, Günther, & Kaup, 2021;
Kruszewski, Paperno, Bernardi, & Baroni, 2016). This pref-
erence has been argued to be grounded in pragmatics: every-
thing else being equal, speakers tend to maximise the infor-
mativity of their statements while avoiding effort and over-
informativity (Grice, 1975). Negation is often optimally in-
formative in those cases where it corrects a false presupposi-
tion (Clark & Clark, 1977; Givón, 1978; Glenberg, Robert-
son, Jansen, & Johnson-Glenberg, 1999; Horn, 1989; Norde-
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Experiment Sentence Type Task Polarity Sentence
1 there 1a negative There is no X here, but there is Y.

1b affirmative There is X here, and there is Y there.
this 1a negative This is not X, it is Y.

1b affirmative This is X, and that is Y.
2 there 2 negative There is no X here, but there is Y.

affirmative There is X here, and there is Y there.
3 this 3 negative This is not X, it is Y.

affirmative This is X, and that is Y.
4 this 4 negative This is not X here, but it is Y.

affirmative This is X here, and that is Y there.
5 this 5 negative This is not X here, it is Y.

affirmative This is X here, and that is Y there.
6 see 6 negative (Pron) see(s) no X, but (Pron) see(s) Y.

affirmative (Pron) see(s) X and (Pron) see(s) Y.
7 want 7 negative (Pron) want(s) no X, but (Pron) want(s) Y.

affirmative (Pron) want(s) X and (Pron) want(s) Y.

Table 1: Overview of the experiments in Capuano et al. (2021).

meyer & Frank, 2014; Nordmeyer & Frank, 2015; Wason,
1965, 1972). Therefore, speakers are likely to infer a correc-
tive reading of negation when they prefer similar alternatives
to a negated entity: two similar entities (e.g. a dog and a wolf)
are more likely to be confused with one another than two less
similar entities (e.g. a dog and a screwdriver) (Capuano et al.,
2021). For such reasons, negation has been argued to require
pragmatic reasoning in order to be fully understood. In fact,
in order to infer the communicative intent behind the use of
negation, a recipient needs to be able to reason on the mental
state of their interlocutor and the process which led to that
choice (Frank & Goodman, 2012). In the context of coopera-
tive conversation, this process is assumed to follow the appli-
cation of the Gricean maxims of cooperation (Grice, 1975).
An indication that pragmatic reasoning is particularly relevant
in the case of negation comes from the observation that peo-
ple seem to correctly understand and use negative sentences
only when they have acquired Theory of Mind (Cuccio, 2011;
Schindele, Lüdtke, & Kaup, 2008).

Large Language Models are not explicitly trained to infer
the pragmatic reasoning of their interlocutor. Therefore, if
LLMs exhibit a pragmatics-informed understanding of nega-
tion, then, in principle, the correct usage of negation could
be acquired through statistical regularities of the linguistic
input alone, assuming that the training data reflects the us-
age of negation displayed by the humans in the experiments.
The question becomes even more relevant when we compare
the performance of simple autoregressive models with models
fine-tuned on chat data, which could be argued to provide the
model with some form of indirect social interaction, and with
models trained with RLHF (Ouyang et al., 2022), as the Rein-
forcement Learning framework has been paralleled to Theory
of Mind (e.g. Jara-Ettinger, 2019). A better alignment of the
latter types of models with human data would be in line with
the centrality for negation of pragmatic reasoning arising in
conversational settings.

We tried to replicate a behavioural finding that is argued
to result from a pragmatic understanding of negation with a
series of GPT models. In particular, we looked at the produc-
tion of alternatives to negated entities in the context of a cloze
task: the preference for similar alternatives is so peculiar to
negation, that alternatives produced to negated entities are
even more similar than completions to conjuncts produced in
a similar affirmative context (Capuano et al., 2021). A range
of models with different training objectives and regimes were
tested, in order to provide a first overview of the impact of
these differences on a pragmatically-informed treatment of
negation.

Method
The study with humans
In a series of seven experiments, Capuano et al. (2021) pre-
sented subjects with minimalistic negative and affirmative
sentences to complete in a natural way (e.g. This is not a
goat, it is and This is a goat, and that is ) (for a similar
approach used in the study of scalar inferences, see Ronai &
Xiang, 2023; Hu, Levy, Degen, & Schuster, 2023). 50 com-
mon nouns were selected to construct the sentences (see their
Appendix for the full list). Each experiment corresponds to a
different sentential context (e.g. This is not a dog, it is vs.
There is no dog there, but there is ). In every experiment,
the participants were presented with all 50 items once, each
item randomly assigned to either the negative or the affirma-
tive condition. An overview of the experiments can be seen
in Table 1.

The hypothesis was that, if similar alternatives are pecu-
liar to negation, subjects should produce continuations to the
negative sentences that are semantically more similar to the
negated entity than the continuations to the affirmative sen-
tences. In other words, the continuation to This is not a dog,
it is (e.g. a wolf ) was expected to be more semantically
similar to dog than the continuation to This is a dog, and that
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Figure 1: Results of the experiments with humans (Capuano et al., 2021).

is (e.g. a leash). Semantic similarity was quantified in
the cosine similarity scores derived from the best-performing
vector-space in Baroni, Dinu, and Kruszewski (2014) with the
help of the LSAfun package (Günther, Dudschig, & Kaup,
2015).

Experiment 1 is not considered here because the design
was not optimal in the original study (a between-subject de-
sign which resulted in insufficient power). We will focus on
the results of Experiments 2 to 7. In these experiments, three
out of four sentential contexts produced the expected main
effect of Polarity, with an advantage for negation. Three vari-
ations of the This sentential context produced a null effect,
which was argued to be due to a ceiling effect. Therefore,
from the human data we can conclude that continuations to
negative sentences are at least as similar to continuations to
affirmative sentences, if not more, confirming that very simi-
lar alternatives seem to be specific to negation. The results of
Experiments 2-7 from Capuano et al. (2021) are summarised
in Figure 1.

The study with the models
In order to reproduce the open cloze tasks administered to the
human participants, we relied on the Completion and Chat
Completion API from OpenAI to sample responses from the
models. We prompted the models with the incomplete sen-
tences (e.g. There is no dog here, but there is) and generated
completions until a full stop was encountered, for a maximum
of 20 tokens. Every model was queried with 1000 sentences,
corresponding to the amount of data collected from 20 partici-
pants (each of the 50 items was presented 20 times). Similarly
to the human study, the sentences were randomly assigned to

either the affirmative or the negative Polarity condition.
The analysis was restricted to those experiments where the

sentential contexts end with the completion and no further lin-
guistic material. Therefore, we only reproduced Experiments
3, 6 and 7 from Capuano et al. (2021).

We interrogated four models: davinci-002 (from now
“GPT-3”), gpt-3.5-turbo-instruct (from now “Instruct-
GPT”), gpt-3.5-turbo (“GPT-3.5”) and gpt-4 (“GPT-4”).
The first two are trained on next token prediction, with In-
structGPT being additionally fine-tuned on instructions and
through RLHF (Ouyang et al., 2022). The latter two are chat
models, fine-tuned for the purpose of multi-turn interactions.
The first two models could be interrogated through the Com-
pletion API (Legacy), whereas the two latter only with the
Chat Completion API. Although GPT-3.5 and GPT-4 are chat
models designed for multi-turn conversations, they can per-
form single-turn tasks when queries are limited to the user
role. We limited the queries in this way to keep the task akin
across models. The completions were generated on the 22nd
January 2024.

In order to address the lack of transparency of the Ope-
nAI models, we repeated the experiments with four mod-
els from the LLaMA-2 series: Llama-7b, Llama-7b-chat,
Llama-70b and Llama-70b-chat (Touvron et al., 2023).
These allow us to run more controlled comparisons, since the
base models and the corresponding chat-fine-tuned versions
use the same number of parameters and are pretrained on the
same data, which rules out that differences in performance are
attributable to whether the pretraining corpora include code
(e.g. Kim & Schuster, 2023).

Llama chat models would not provide usable completions
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Figure 2: Results of Experiments 3, 6 and 7 with the OpenAI models, side to side to the human results. Mean similarity scores
± standard error are plotted.

GPT-3 InstructGPT GPT-3.5 (Chat) GPT-4 (Chat) Humans
Experiment 3 (this) neg >aff** neg >aff** n.s. n.s. n.s.
Experiment 6 (see) n.s. neg <aff* neg >aff** neg > aff* neg >aff***
Experiment 7 (want) n.s. n.s. n.s. neg > aff*** neg >aff***

Table 2: Summary of the results of the OpenAI models.

to the sentences when prompted without instructions. There-
fore, we prompted the systems with the instruction Complete
the given sentences with one noun or one adjective and one
noun. Base models were not provided with instructions. 1

The code used to generate the completions and the
completions are available at https://github.com/
FrancescaCapuano/pragmatic-reasoning-in-llms
.git.

Results
Data cleaning across all experiments followed a very similar
procedure to that in Capuano et al. (2021): the completions
were lowercased, stripped, and deprived of punctuation (ex-
cept for “-”). Stopwords were removed. Only answers con-
sisting of one noun were considered, except if the noun was
identical to the negated noun, in which case the trial was dis-
carded. The cosine similarity score was calculated for each
item noun-completion noun pair using the LSAfun package
Günther et al. (2015) with the best performing vector space

1Base models were also prompted with the same instructions as
the chat models to ensure that the results would not change qualita-
tively.
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Figure 3: Results of Experiments 3, 6 and 7 with the LLama models, side to side to the human results. Mean similarity scores
± standard error are plotted.

Llama-7b Llama-7b-chat Llama-70b Llama-70b-chat Humans
Experiment 3 (this) neg >aff** neg >aff*** n.s. neg >aff*** n.s.
Experiment 6 (see) n.s. neg >aff*** neg <aff* neg >aff** neg >aff***
Experiment 7 (want) n.s. neg >aff* n.s. neg >aff* neg >aff***

Table 3: Summary of the results of the Llama-2 models
.

from Baroni et al. (2014). Completion nouns that were not
found in the semantic space were not considered.

We did not provide instructions to the models to keep the
results comparable across completion and chat models (ex-
cept for the Llama chat models). This procedure was differ-
ent from the human study, where participants were explicitly
instructed to complete the sentences with either one noun or
a determiner and a noun. The discrepancy resulted in consid-
erably larger data loss than in the study with the humans (on
average 63% of responses per experiment were excluded), as
the models often produced longer completions than the hu-
mans.

Analogously to Capuano et al. (2021), the data were anal-
ysed with a linear mixed effect model. We always tried to fit

the following model:

Cosine ∼ Polarity+(1+Polarity|Item) (1)

unless singular fit warnings were issued, in which case we
dropped the random slope. The results of the OpenAI mod-
els are plotted in Figure 2. The results of the chat models
best align with the human results. In particular, GPT-4 repli-
cates the results of all three human experiments. On the other
hand, completion models do not replicate any of the human
patterns. An overview of how the results of models align with
the human results can be found in Table 2.

The results of the Llama models are plotted in Figure 3
and summarised in Table 3. Again, chat models align best
to the results of the human experiments. Table 4 reports the
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percentage of overlap of the analysed models’ responses with
the analysed human responses, confirming that the qualitative
alignment of the effects between models and humans reflects
a larger proportions of shared answers.

Discussion
We queried a series of LLMs to replicate some behavioural
findings on negation that are argued to be motivated by the
pragmatic reasoning behind negative sentences. Specifically,
we looked at the finding that negative sentences tend to be
completed with alternatives that are particularly similar to the
material in the scope of negation (Capuano et al., 2021). This
finding suggests that, even in very minimalistic and uncon-
strained sentential contexts, recipients tend to infer a correc-
tive intent of negation. In humans, this inference can be justi-
fied as a consequence of pragmatic reasoning, which includes
assuming an informative interlocutor, therefore a context that
maximises the informativity of the chosen statement (Horn,
1989; Grice, 1975; Frank & Goodman, 2012; Nordmeyer &
Frank, 2015).

GPT-3, GPT-3.5 and GPT-4 replicate the finding that com-
pletions to negation are at least as similar if not more similar
than completions to affirmative sentences. The same goes
for Llama2-7b, Llama2-7b-chat and Llama2-70b-chat. Strik-
ingly though, the patterns of results of the human participants
and those of the chat models are extremely similar. In partic-
ular, GPT-4 replicates all of the behavioural results. Same as
for humans, Experiment 3 does not display an effect of Po-
larity in the OpenAI chat models, which could similarly be
attributed to a ceiling effect. Overall, chat models seem to
best align to the behavioural findings. Nevertheless, further
work should address ways to minimize data loss in the data
cleaning procedure and confirm the reliability of these find-
ings.

The results are suggestive that base models simply trained
on next-token prediction might not be capable of capturing
subtle effects of negation attributed to pragmatic reasoning.
Therefore, a behaviour compatible with pragmatic reasoning
might possibly not be acquired via the statistical regularities
of the linguistic input alone. Other phenomena attributable
to pragmatic reasoning should be investigated in this light to
bring more evidence forward. Interestingly, a model fine-
tuned with Reinforcement Learning like InstructGPT also
fails at replicating the findings, and even shows an effect in
the opposite direction. Since these models are trained to en-
hance their “sensitivity to the intent of the interlocutor”, one
might have expected the results to be closer to the behavioural
data when it comes to inferring the communicative (correc-
tive) intent of the interlocutor. Instead, models fine-tuned as
chatbots seem to be the only ones that align to the human be-
haviour. Being trained on conversational data and with the
objective of predicting conversational turns might contribute
to the emergence of behaviour that is in line with human prag-
matic reasoning.

Our results are in principle compatible with the idea that

Model Exp 3 (this) Exp 6 (see) Exp 7 (want)
GPT-3 59 51 45
InstructGPT 55 55 45
GPT-3.5 (Chat) 92 91 90
GPT-4 (Chat) 99 97 89
Llama2-7b 71 61 56
Llama2-7b-chat 86 88 81
Llama2-70b 77 70 58
Llama2-70b-chat 81 86 81

Table 4: Overlap of model responses with human responses
in percentage.

simple language modeling might be insufficient to exhibit be-
haviour consistent with pragmatic reasoning. Further effort
should go into testing this idea in other settings where prag-
matically informed behaviour is expected. Relatedly, the fact
that chat models pick up some behaviours compatible with
pragmatic reasoning does not grant that they actually possess
pragmatic reasoning. As discussed elsewhere (e.g. Trott et
al., 2023), the overlap in observable behaviour between hu-
mans and machines does not entail the deployment of the
same underlying processes and representations. As a mat-
ter of fact, statistical regularities that result from pragmatic
reasoning might be simply more apparent in conversational
settings (i.e. in the training data of chat models). Investigat-
ing the inner workings of the models more closely is another
avenue for future research.

Whereas these are some fundamental but still open ques-
tions, the current finding is part of a strand whose currently
limited aim is to test the sufficiency of the learning mecha-
nisms of Transformer architectures in acquiring behaviours
and representations that were unlikely to be displayed by ear-
lier generations of models. In this sense, the present pa-
per provides valuable insights into the potential of different
LLMs to replicate human-like pragmatic reasoning in the do-
main of negation. The results give a first overview on how
different training regimes might contribute to the emergence
of pragmatic behaviour but also support the relevance of a
pragmatic approach to negation.
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