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Abstract

Dark matter, black holes, and new physics

by

Benjamin V. Lehmann

The unknown nature of dark matter already represents one of the greatest gaps in our

understanding of the universe. But the study of dark matter is now encountering a crisis:

collider searches and direct detection experiments are quickly ruling out the strongly-

motivated WIMP models that have guided theoretical progress for decades. Departing

from the WIMP paradigm opens vast regions of parameter space across the scales, from

ultralight bosons to objects at the Planck scale and beyond, and effectively probing this

space of possibilities calls for new tools. Fortuitously, several such tools are available

to us in the form of new quantum sensors, new astrophysical observables, and the new

science of gravitational wave astronomy. In this thesis, I show how these methods can

be combined to probe well-motivated dark matter candidates across an enormous range

of masses.
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Expectations, crisis, and possibility

The identity of dark matter (DM) is perhaps the widest single gap in our

understanding of the physical universe today.

Here I mean “widest” in a very specific sense: this is a problem that touches on

an enormous breadth of systems, processes, timescales, and indeed subfields of physics.

Virtually every corner of modern cosmology and particle physics has some relationship

to DM. The existence of DM is perhaps the most concrete motivation for new degrees

of freedom beyond the Standard Model of particle physics, a clear and present problem

that is no matter of fine-tuning. A great variety of models that resolve problems in

the Standard Model naturally provide a DM candidate. DM underlies the formation

of galaxies, and literally creates our place in the Universe. Uncovering the identity of

DM would surely give us new ingredients to understand the very early history of the

cosmos—and the possibilities are endless.

However, despite this breadth, the community was for many years all but cer-

tain of the particle identity of DM: DM was sure to be a weakly interacting massive

particle, or WIMP. There are two key hints for DM near the weak scale, at O(100 GeV).

First, the hierarchy problem of the Standard Model strongly suggests that there ought

to be new degrees of freedom near the weak scale, a hypothesis that was powerful mo-
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tivation for the construction of the Large Hadron Collider (LHC). Second, a weak-scale

mass and annihilation cross section automatically give rise to DM production in the

thermal bath of the early universe in roughly the observed amount. This “WIMP mir-

acle” meant that models of beyond-Standard-Model particle physics with new degrees

of freedom at the weak scale could very easily include a DM candidate.

No discussion of WIMPs would be complete without mention of supersymmetry

(SUSY). For decades, SUSY was by far the favorite paradigm to resolve the SM hierarchy

problem, and it did so only with the introduction of numerous new degrees of freedom—

superpartners—including species with weak interactions. Phenomenologically viable

SUSY models also included a simple mechanism to prevent DM from decaying. To

prevent baryon- and lepton-number violation, many such models imposed R-parity, a

Z2 symmetry acting on a field ψ with spin sψ as ψ → (−1)3(B−L)+2sψ , where B and

L are baryon and lepton number. This phase is +1 for all Standard Model fields and

−1 for all superpartner fields, so in a model with R-parity, the lightest supersymmetric

particle (LSP) is absolutely stable. The LSP of any R-parity-conserving SUSY model

is a potential DM candidate.

Beyond its phenomenological appeal at the weak scale, SUSY has received a

great deal of attention for its formal properties. On the one hand, there is the matter

of simple aesthetics: due to the Coleman–Mandula theorem, SUSY is the unique sym-

metry involving nontrivial combinations of spacetime symmetry transformations and

internal symmetry transformations. Numerous conceptually-difficult computations are

dramatically simplified in supersymmetric theories, and there is even a connection to

quantum gravity: if string theory provides the correct description of nature, the exis-
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tence of fermionic degrees of freedom requires the presence of (broken) SUSY. It seems

that if nature were kind, or at least as clever as we are, then SUSY would surely be

realized as the simplest explanation of numerous puzzles in particle physics.

These coincidences set great expectations for the discovery of SUSY at the

weak scale. Thus, despite the breadth of the possibilities for the nature of DM, the

lion’s share of experimental effort has gone to searching for WIMPs. Such searches

have mainly taken three forms: collider searches test the production of WIMPs from

Standard Model species; direct detection searches probe the scattering of astrophysical

WIMPs with Standard Model particles; and indirect detection searches look for signs

of WIMP annihilation into Standard Model final states. However, despite substantial

improvements to experimental sensitivity, none of these searches has found definitive

evidence of WIMPs, and tightening constraints have started to put pressure on the

entire WIMP paradigm [1–5].

It is hard to overstate the significance of this null result. While the experimen-

tal picture has only become clear in the last few years, it has already had an enormous

if premature effect on the DM community, and on the particle physics community more

broadly. If SUSY and the WIMP paradigm indeed turn out to be red herrings, the cur-

rent slough of results will be remembered alongside the Michelson–Morley experiment.

SUSY was once synonymous with the future of particle physics, and “LSP” was once

used interchangeably with “dark matter”. The notion that nature is uglier than we

realized—or perhaps more clever than we are—has sent phenomenologists scrambling

to understand the space of possibilities for DM. Cosmological DM may or may not be

a WIMP, but identifying this elusive species will absolutely provide a stepping stone to
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the next paradigm of particle physics.

That is the context of this thesis: the field is in a moment of crisis, with

decades-long hopes recently dashed by inconvenient experimental truths. The task

before us is to identify new possibilities and new routes to discovery.

Before we strategize to that end, let us take a step back to the most basic re-

quirements for dark matter candidates. What do we already know about DM? Arguably,

we know quite a bit from astronomy, even without characterizing DM microphysics. We

know that:

1. DM is dark. Its interactions with Standard Model species are highly constrained

by experimental data.

2. DM is cold. We know that DM collapses into the structures that host galaxies in

the late Universe, and such structures would not form if DM was relativistic.

3. DM is matter. That is, when modeled as a perfect fluid on cosmological scales,

DM has the equation of state of matter at all epochs that are presently accessible

to observations.

4. DM is abundant. DM accounts for roughly one quarter of the energy density of

the Universe today, and roughly 80% the matter density. Some mechanism must

have produced it in that amount.

5. DM is stable. Cosmological observations from multiple epochs imply that at most

a few percent of DM is allowed to decay over the lifetime of the universe.

6. DM is ghostly. By this I mean that DM particles largely pass by one another

5



without colliding, i.e., the self-interaction cross section is constrained.

7. DM is structural. The relationship between galaxies and DM halos indicates that

DM collapses into structures at least as small as dwarf galaxies. Among other

things, this implies that the mass of the DM species is at least O(keV) if it is

fermionic, and at least O(10−19 eV) if it is bosonic.

8. DM is fluid-like. On galactic scales, DM is indistinguishable from a noninteracting

fluid, so the particle mass must at least be much lower than the masses of DM

halos.

9. DM is discrete. That is, DM behaves in every observable respect like a particle

species, and is not readily compatible with a modification to gravity. This is still

disputed by very smart, respectable people, but for the moment, let me say only

that theirs is a minority viewpoint for good reasons.

SUSY WIMPs met all of the above requirements. But that is not necessarily

so miraculous. Numerous other paradigms automatically accomplish most or all of these

feats, in what would have been titled miracles if they were attached to a framework as

compelling as SUSY. Indeed, there are viable models of DM populating the entire mass

range we have laid out above: from 10−19 eV at the low end (or 1 keV for fermions)

up to many thousands of solar masses, it is possible to write down a viable model that

satisfies all of the constraints above. It is worth pointing out that two familiar species,

neutrinos and black holes, each meet most of the requirements above, and indeed do

constitute some fraction of DM, and in each case, close relatives have been proposed as

DM candidates.
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How should we proceed given such a vast array of options? There is certainly

good reason to deeply study single well-motivated paradigms, as has been done to date:

the axion is perhaps the rising star of DM candidates, for good reason, and even the

SUSY WIMP is not at the end of its journey. However, this moment demands a level of

humility. Our most promising theoretically-motivated speculation has yielded little fruit

so far. Despite this, discovering the identity of the DM species would surely provide

a clear path forward to new physics. Thus, in parallel with the study of individual

“lampposts”, there is ample motivation to broaden the search for DM. This is the ideal

time to construct new probes that test wide categories of DM models, agnostic to any

specific Lagrangian.

A broad search across the enormous DM parameter space can only succeed by

leveraging new tools, and that is the unifying principle of this thesis. Several new tools

are available to the DM community by no merit of our own—parallel developments in

other fields now provide us with new astronomical observables, new quantum sensing

technology, and new gravitational wave observatories, to name three key opportunities.

The open question is how to leverage these new tools to discover the identity of DM.

In this thesis, I describe a number of explorations in the DM parameter space

taking advantage of new tools to extract generic insights. The work is presented in

three parts, with somewhat artificial delineations. In Part I, I will begin by exploring

the prospects for ultraheavy DM in the form of black holes, and I will describe new

observables for this scenario. In Part II, I will leap from black holes to gravitational

waves, and show how gravitational wave astronomy can probe not only ultraheavy DM,

but also ultralight DM. I will promptly segue to the use of other cosmological observables
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to probe “light” DM between 1 meV and 1 GeV. Critically, this discussion will expose

complementarity between cosmology and direct detection experiments for light DM. In

Part III, I will discuss new concepts and prospects for direct detection at low masses,

taking advantage of new quantum sensor technology to probe key new parameter space.

Taken together, these studies provide a new set of opportunities to explore DM models

across the entire viable mass range.

I wish to be direct now about two things: first, the arc of this story is necessarily

artificial. Given the context of DM phenomenology today, even the most organized

research program must ultimately be based on opportunism. I am extremely gratified

that the work I will discuss in this thesis has indeed probed such a wide range of model

space—that was always my hope, but to call it intentional would understate the role

of chance and surprise in the scientific process. This chapters of this story have been

cherry-picked to fit the overall message, and the exclusion of a few papers from discussion

here should not be taken as a slight against the importance of these other directions.

Second, after this introduction, I will switch from the first-person singular

to the first-person plural. This is no accident. All of the work discussed here was

performed together with an outstanding set of collaborators. While I am proud to have

been a primary contributor to each of the works represented in this thesis, it would

be disingenuous to claim that they are the fruits of my efforts alone. I am extremely

grateful to all those who have been part of this work, whether as a supervisor, as a

colleague, or as a more junior student. I hope that all three categories will take some

pleasure in the story as rendered here.
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Figure 0.1: Viable mass range for dark matter. Several important classes of candidates
are highlighted, but giving a full accounting of proposed candidates and their favored
mass ranges seems environmentally unfriendly, as it would require a number of pages
comparable to the length of this thesis.
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Part I

Primordial black holes

and dark matter
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Invitation

We begin at the upper end of the mass range in Fig. 0.1 by considering a dark

matter particle that is hardly a particle at all. Black holes are DM: as components of

a fluid, they are non-relativistic, redshift as matter, and interact primarily via gravity.

The trickier question is whether such objects constitute more than a very small fraction

of cosmological DM. This is indeed possible: every scale on which we observe DM is so

large that sparse compact objects would be dynamically indistinguishable from a fluid

even for black hole masses as large as 10 M�. Testing the notion of black holes as DM

relies on a host of specialized observables. Our goal in this part, as in the rest of this

thesis, will be to connect the the phenomenology of such black holes to the capabilities

of upcoming and existing tools.

As with any DM model, the most exciting aspect of black holes as a dark

matter candidate is what such a discovery would tell us about physics beyond the

Standard Model. If anything more than a small fraction of DM is composed of black

holes, the implications would be staggering: such black holes would have to arise from

some mechanism besides stellar collapse. To understand what sort of mechanism would

be viable, consider the problems with stellar collapse as a candidate:
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1. Stars form from baryons, but the baryon density is smaller than the dark matter

density by a factor of O(10−1), as measured before stars form.

2. Stars themselves account for only a O(10−2) fraction of the baryon density, so if

every star ever born formed a black hole, these black holes would account for at

most a O(10−3) fraction of dark matter. Moreover, in reality, only a O(10−3) frac-

tion of stars produce black holes, so stellar evolution is not an efficient mechanism

for black hole production.

3. Stars form fairly late in the scheme of cosmic history. Star formation peaked at

redshifts 2 . z . 3, whereas the dark matter density is already well characterized

by cosmological probes at the epoch of recombination (z ≈ 1100).

From these three challenges, we learn that any mechanism capable of producing enough

black holes to account for dark matter must begin with a sufficiently large reservoir of

energy density, must efficiently convert that energy density into black holes, and must

produce black holes at extremely early times. Any such mechanism relies on ingredients

that lie beyond the Standard Models of particle physics and cosmology.

Perhaps the most exciting mechanism is also the simplest: the formation of

primordial black holes (PBHs) by the collapse of density perturbations in the early

universe. If the power spectrum of density perturbations after inflation has a large

amplitude at very small scales, which are not well constrained observationally, such

perturbations would collapse directly into black holes with no need for the intermediate

steps of stellar evolution. This was first envisioned over fifty years ago by Zel’dovich

& Novikov [6]. Since then, many inflation models have been proposed that provide
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the requisite shape to the power spectrum, predicting a population of primordial black

holes. Here the word primordial is surely appropriate, referring to black holes produced

directly by the physics of the inflationary universe. However, as numerous formation

mechanisms have been proposed [6–9], the term has come to apply to black holes formed

by any non-stellar mechanism at early times.

Can PBHs constitute the entirety of DM? This was a widely acknowledged

possibility for decades following the initial proposal, with a healthy competition be-

tween WIMPs and MACHOs (MAssive Compact Halo Objects). Interest in MACHOs

declined with the advent of powerful limits from microlensing (e.g. Ref. [10]). But the

parameter space of PBH dark matter is quite broad: in principle, such black holes could

be extremely massive, or microscopically small, or indeed any combination of masses

across this spectrum. This parameter space has never been fully closed by even the most

aggressive interpretation of observational data. Interest in PBHs surged after the de-

tection of the first gravitational wave signatures from black hole binaries: Refs. [11, 12]

immediately pointed out that these observations are consistent with PBH mergers, given

the status of independent constraints on the PBH population.

The current enthusiasm for PBHs is doubtless driven in part by waning op-

timism for WIMPs, and in part by the availability of new tools to study black holes.

In light of these developments, the level of tuning in typical PBH DM models seems

less garish. Still, PBHs are undeniably an attractive DM candidate: they automatically

satisfy all of the requirements for DM, with their properties determined by gravity, and

their formation requires no new fields apart from the inflaton. In a sense, PBHs are the

result of a macroscopic analogue of gravitational particle production.
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Indeed, the distinction between black holes and elementary particles is some-

what arbitrary. It is tempting to think of black holes as composite objects, with an

internal structure composed of more fundamental constituents. But the lesson of no-

hair theorems is precisely the opposite: to our perspective as external observers, black

holes have essentially no internal structure. With few exceptions, stable black hole

solutions are fully characterized by mass, spin, and U(1) charges. What, then, is the

difference between a black hole and any other particle? The key feature is the presence

of a horizon, which is natural for objects with mass above the Planck scale. It is amus-

ing to compare a particle’s Schwarzschild radius, 2GM/c2, with its reduced Compton

wavelength, ~/(Mc). The former exceeds the latter—i.e., the particle can be localized

on a length scale smaller than its Schwarzschild radius—only when M > MPl/
√

2. This

heuristic suggests that any elementary particle with a mass above the Planck scale ought

to exhibit a horizon, and thus behave exactly like a black hole, further blurring the line

between black holes and particles. For our purposes, the key implication is that PBHs

are the most natural extension of “particle” DM to macroscopic scales.

We will shortly quantify the actual status of bounds on the total abundance

of PBHs. For now, it is sufficient to point to three mass ranges in which bounds are

absent or less robust:

1. 102–105 M�: constraints in this range are based on dynamical disruption of wide

binary systems and CMB distortion due to energy injection from black hole accre-

tion. The dynamical constraints depend on the modeling of particular systems,

and their validity has been disputed. The accretion constraints are based on

spherically-symmetric, quasi-static accretion flows that are known to be unrealis-
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tic at larger masses. This situation was part of the motivation for the conclusions

of Refs. [11, 12]. Refinement of these accretion bounds is one goal of my ongoing

work.

2. 10−16–10−12 M�: previously-claimed bounds from microlensing in this regime have

been completely erased by two effects. First, the size of the black hole horizon

becomes comparable to the wavelength of the light being observed [13, 14]. Sec-

ond, the angular sizes of the light sources being lensed are typically larger than

originally assumed [15]. All of dark matter can be composed of PBHs in this mass

range alone.

3. MPl (10−38 M�) and below: constraints on very low-mass PBHs are based on the

physics of black hole evaporation. However, at the Planck scale, quantum gravity

effects cannot be neglected, and semiclassical predictions for the evaporation rate

become unreliable. If evaporation slows down or stops in this regime, as some

models suggest, then remnants of evaporating black holes could be stable enough

to constitute cosmological dark matter. We will explore one potential observable

of this scenario shortly.

There is thus plenty of room for PBHs as a DM candidate. However, it is

important to note that the discovery of a population of PBHs would carry enormous

implications even if these objects account for a negligible fraction of DM. PBHs have

long been studied as a potential signature of BSM particle physics [16–18]. They have

been invoked as candidates for the origin of the baryon-antibaryon asymmetry [19–24],

the production of particle DM [19, 21, 24, 25], the source of high-energy photon and
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cosmic-ray positron emission [26, 27], and the constituent per se of cosmological DM

[28–33].

More poetically, PBHs are messengers from the early universe. The conditions

of the early universe before the epoch of big bang nucleosynthesis (BBN) are effec-

tively screened from us today by thermal equilibrium. The attractor nature of thermal

equilibrium prevents us from accessing information about the state of the Universe at

higher temperatures. But a population of PBHs is never in equilibrium. As stable,

non-annihilating “particles” with masses well above the temperature of the surrounding

thermal bath, the properties of the PBH population would retain sensitivity to the con-

ditions of the universe at the epoch of their formation, typically far earlier than BBN.

If observed today, PBHs would serve as a probe of the high-scale physics which sets the

conditions of their formation [16].

Given the remarkable potential of PBHs as a stepping stone to new physics,

and given the new tools available to study them, this is a crucial moment in which

to understand the prospects for and routes to their discovery. In the following chap-

ters, we explore the possibilities in three steps. First, in Chapter 1, we develop the

mathematical technology to determine the overall bounds on the PBH abundance, and

discuss the implications for the status of PBHs as a DM candidate. Next, in Chapter 2,

we explore the capture of PBHs in stellar systems and associated observables. Finally,

in Chapter 3, we return to the possibility of microscopic PBH remnants, and demon-

strate an opportunity to detect these objects in terrestrial laboratories—and many of

the conclusions from this discussion will apply equally well to ultraheavy particle DM.

One obvious question will not be treated in these three chapters: can we
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identify a population of PBHs using gravitational wave observatories such as LIGO? We

will defer this question to Part II, where we will discuss other opportunities associated

with cosmology and gravitational waves.
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Chapter 1

Bounding the abundance of primordial

black hole dark matter

1.1 Introduction

First, we consider the question of how to bound the total abundance of PBHs.

Depending on the formation mechanism, PBHs may exist today with masses as

small as 10−16M�, or as large as those of supermassive black holes. Thus, constraining

the total density contained in PBHs requires the combination of constraints that span

this vast range of mass scales. Such observables include microlensing surveys [10, 13, 34,

35], CMB data [36], and the statistics of wide binaries [37]. In general, constraints from

these observables have been computed under the assumption that all PBHs have the

same mass. The corresponding mass functions, comprising a single Dirac delta, are said

to be monochromatic. However, as realistic production mechanisms necessarily result

in an extended (non-monochromatic) mass function, it is essential to correctly combine
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constraints across all masses.

This problem has recently been studied by several authors [38–40]. In general,

the constraints depend non-trivially on the functional form of the mass function, and

statements about the implications of constraints for properties of the PBH population

can be difficult to generalize. In particular, the total fraction fPBH of dark matter that

may be accounted for by PBHs varies with the form of the mass function, so fPBH = 1

is ruled out for some forms of the mass function, and allowed for others. This has

led to confusion regarding the observational viability of the PBH dark matter scenario,

and while prior work has established procedures for comparing specific extended mass

functions with observables, general statements regarding the allowed total fraction of

dark matter in PBHs are lacking.

Depending on the set of constraints considered, observational data may or

may not already rule out fPBH = 1 for monochromatic mass functions. Since the

many constraints span a wide mass range, and since several do not overlap significantly,

some authors have argued that broadening the mass function might relax constraints

on PBHs [41, 42], possibly allowing for fPBH = 1 even if that possibility were excluded

by constraints for monochromatic mass functions. However, [39, 40] have evaluated the

constraints numerically for several forms of extended mass functions, and found that ex-

tended mass functions are typically subject to stronger constraints than monochromatic

mass functions.

These findings motivate the question we now pose: what is the theoretical

maximum density of PBHs permitted by constraints for a fully general mass function?

Our goal is ultimately to clarify the observational status of PBH dark matter, and
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to understand the circumstances under which extending the mass function can relax

constraints. We also seek a procedure which is flexible and simple enough to allow us

to compare results for different sets of constraints, and to elucidate the dependence of

the maximal density on the form of the constraints themselves. To that end, we derive

the form of the mass function which optimizes the density subject to all observational

constraints combined. This allows us to obtain a general bound on the density of

PBHs with minimal numerical computation, independently of the true form of the PBH

mass function. Note that we do not propose a new prescription for the evaluation of

constraints for a given extended mass function. Rather, we maximize the PBH density

subject to constraints as evaluated using existing methods from the literature. The

maximal-density mass functions we derive then provide insights into the overall impact

of each individual observable.

This chapter is organized as follows. In Section 1.2, we establish conventions

and notations, and review the application of constraints from the monochromatic case to

extended mass functions. In Section 1.3, we present a pedagogical derivation of our main

results regarding the maximum density of PBHs, and we apply them to current data.

We consider the impact of gravitational wave constraints separately in Section 1.4. We

discuss these results in Section 1.5 and conclude in Section 1.6. Finally, in Appendix A,

we validate our analytical results with direct numerical techniques.

1.2 Interpreting constraints for extended mass functions

20



1.2.1 The interpretation problem

Applying observational constraints to generic extended mass functions is non-

trivial. It is not sufficient to check that the mass function does not intersect constraint

curves, as experiments are typically sensitive to the integral of the mass function in

each of a set of mass bins. Thus, most constraints are only trivial to interpret for

monochromatic mass functions, i.e., mass functions of the form

ψmono (M0, f0;M) ≡ f0 δ (M −M0) (1.1)

whose integrals are non-zero in only one bin. In this case, an observational constraint

curve fmax(M) imposes the requirement that f0 < fmax(M0). Transforming such con-

straints to the parameter space of a more general extended mass function involves

summing contributions to observables from all mass bins. Multiple prescriptions for

this procedure have been used in the literature.

The earliest systematic treatment of constraints for extended mass functions

is due to [29]. They divide the mass range into N bins I1, . . . , IN , approximating the

constraint functions as step functions on these bins. Within each bin, only the strongest

constraint function fmax(M) is considered. A mass function ψ is excluded if

∫

Ik

dM ψ(M) > max
M∈Ik

fmax(M) (1.2)

for any k. This prescription is used by [38] to numerically transform observational

constraints to the parameter space of a lognormal mass function. Their findings suggest

that broadening the mass function does not generally relax constraints. However, as [38]

treat the problem computationally, it is difficult to determine the relevance to their
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results of any particular constraint, or of the lognormal form of the trial mass functions.

This provided partial motivation for the analysis of [39], who obtain similar numerical

results for several additional constraints and forms of the mass function. Further, [39]

derive a more rigorous prescription for transforming observational constraints to general

extended mass functions. We review their derivation in Section 1.2.2.

Similar questions motivate the recent analysis of [40]. Rather than develop a

prescription for translating constraints for monochromatic mass functions to suit a given

extended mass function, the authors develop a prescription for converting the extended

mass function into a set of monochromatic mass functions, each accounting for the

contribution of the PBH population to one observable. The extended mass function is

then subject to each constraint as it applies to the corresponding monochromatic mass

function. This approach is used to constrain the parameter spaces of lognormal and

power law mass functions, with results similar to those of [38] and [39].

Our methods bear some similarities to [40], in that we also find it sufficient to

work with sets of monochromatic mass functions. However, the monochromatic mass

functions we consider have a different interpretation, as discussed in Section 1.3.3. Our

goal is not to place constraints on any specific extended mass function, but rather to

place bounds on PBH dark matter while allowing complete freedom in the mass function.

Thus, our formalism is structured around the maximization problem, and we use our

results to study both the current status of the PBH dark matter paradigm and the

potential impact of future observables.
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1.2.2 Constraint prescription

In this chapter, we seek a general result for the maximum allowed fraction of

dark matter in PBHs, independent of the form of the mass function, and in a form that

elucidates the relevance of each observable. As such, it is necessary that we adopt a

prescription for constraining a given mass function that allows for multiple simultaneous

constraining observables, a requirement most naturally satisfied by that of [39]. Their

prescription is thus the basis for our analytical work. We numerically confirm that

similar results are obtained under the prescriptions of [40] and [29] (see Appendix A.2).

We follow [39] to convert constraints for monochromatic mass functions to

constraints for extended mass functions. We denote the mass function by ψ and adopt

their normalization and conventions, such that

ψ ∝M dn

dM
,

∫
dM ψ(M) =

ΩPBH

ΩDM
≡ fPBH (1.3)

where n is the number density of PBHs at fixed mass. Most observables that can

constrain primordial black holes are determined by the properties of single black holes,

with no need to consider relationships between them. In such a case, an observable

quantity A receives a linear combination of contributions from each mass bin, and

the contribution from black holes of mass M is proportional to ψ(M). As such, the

observable can be written as a functional of ψ in the form

A[ψ] = A0 +

∫
dM ψ(M)K1(M). (1.4)

We note in passing that there are some observables for which relationships

between black holes are significant. For example, gravitational wave observations of
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mergers are dependent on the properties of pairs of black holes, and so one must combine

contributions from pairs of mass bins. In the simplest case, where the contributions scale

linearly with number in each mass bin, such an observable can clearly be written in the

form

A[ψ] = A0 +

∫
dM ψ(M)K1(M) +

∫
dM dM ′ ψ(M)ψ(M ′)K2(M,M ′) (1.5)

and one can always express a generic observable by including higher-order terms of this

form. Note that higher-order terms also account for non-linear dependence of A on ψ at

fixed mass. For example, an observable which scales as ψ(M)2 can be expressed exactly

at second order by setting K2(M,M ′) ∝ δ(M −M ′).

We study the potential impact of gravitational wave observations in Section 1.4.

All of the other constraints that we consider in this chapter are of the simplest kind, and

we will find Eq. (1.4) sufficient. In this case, it is straightforward to relate constraints

for a monochromatic mass function to constraints for a generic mass function, and we

briefly review the argument given in [39]. Let ψmono(M0;M) ≡ fmax(M0) δ(M −M0),

where fmax(M0) is the largest coefficient allowed by constraints for a mass function of

this form. If we take ψ(M) = ψmono(M0;M) in Eq. (1.5), we obtain

K1(M0) =
A[ψmono]−A0

fmax(M0)
(1.6)

Suppose that the difference A[ψ]− A0 is observable with the desired significance when

A[ψ] crosses a threshold value Aobs. Then A[ψmono] = Aobs by definition of fmax,

so Eq. (1.6) gives K1(M) independent of ψ. Substituting for K1(M) in Eq. (1.5) while

leaving ψ generic gives the condition

C[ψ] ≡
∫

dM
ψ(M)

fmax(M)
≤ 1. (1.7)
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This expresses the constraint on a mass function ψ(M) when the constraint for a

monochromatic mass function is
∫

dM ψmono(M0;M) ≤ fmax(M0).

1.3 The optimal mass function

1.3.1 Single-constraint case

For pedagogical purposes, we first consider the case of a single constraining

observable. For such situations, when all observables can be expressed in the form

of Eq. (1.4), the constraint on the mass function has the form C[ψ] ≤ 1, with C[ψ]

as defined in Eq. (1.7). The problem is then to maximize
∫

dM ψ(M) subject to this

constraint. The optimal mass function saturates the constraint, so it suffices to require

C[ψ] = 1.

Naively, this problem looks as though it can be solved using the method of

Lagrange multipliers, by finding stationary points of the functional

S[ψ, λ] =

∫
dM

(
ψ(M)− λ ψ(M)

fmax(M)

)
. (1.8)

However, the Euler-Lagrange equation in ψ admits no non-trivial solutions. This is

because
∫

dM ψ(M) can be made arbitrarily large, even subject to C[ψ] = 1, unless

ψ(M) > 0 is imposed. Positivity can be imposed by setting ψ = φ∗φ and performing an

unconstrained optimization in φ, but the corresponding Euler-Lagrange equation leads

to the condition that φ is, at every point, either zero or non-analytic.

The variational approach does not generalize to the case of multiple constraints,

so we do not pursue it any further. Rather, we observe that since C[ψ] is linear, we have

C
[
C[ψ]−1ψ

]
= 1. Thus, we can impose C[ψ] = 1 by rescaling ψ → C[ψ]−1ψ, and then
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the problem is to maximize the functional

M[ψ] ≡
∫

dM
(
C[ψ]−1ψ(M)

)
=

∫
dM ψ(M)

∫
dM ψ(M)

fmax(M)

(1.9)

subject only to positivity. We call M[ψ] the normalized mass of ψ.

It is now simple to show thatM[ψ] is maximized by taking ψ to be a monochro-

matic mass function. LetMmax ≡ argmax fmax(M) and fmono ≡ fmax(Mmax), and define

ψ0(M) ≡ fmono δ(M −Mmax) (1.10)

so that ψ0(M) is the monochromatic mass function which maximizes the PBH density,

and fmono is the maximum PBH density allowed for a monochromatic mass function.

Choose any mass function ψ ≡ ψ0 + δψ. Since ψ0 vanishes everywhere except for Mmax,

positivity of ψ requires that δψ(M) ≥ 0 for all M 6= Mmax. Then we have

M[ψ] =

∫
dM

[
ψ0(M) + δψ(M)

]
∫

dM
[
ψ0(M)/fmax(M) + δψ(M)/fmax(M)

] . (1.11)

Since ψ0 saturates the constraint of Eq. (1.7), we must have
∫

dM [ψ0(M)/fmax(M)] = 1

and
∫

dM ψ0(M) = fmono, so we write

M[ψ] =
fmono +

∫
dM δψ(M)

1 +
∫

dM δψ(M)/fmax(M)
(1.12)

but fmax(M) ≤ fmono by definition, so we have

M[ψ] =
fmono +

∫
dM δψ(M)

1 +
∫

dM δψ(M)/fmax(M)
≤ fmono +

∫
dM δψ(M)

1 +
∫

dM δψ(M)/fmono
= fmono. (1.13)

Thus we have shown thatM[ψ] ≤ fmono ≡M[ψ0], so no functional form allows a higher

total PBH density than does the Dirac delta. In particular, for fixed PBH density, we

conclude that an extended mass function is always more strongly constrained than the
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optimal monochromatic mass function. While this will not hold for the case of multiple

constraints, it remains an excellent approximation if the constraints are weakest by far

in a mass range where a single observable dominates.

1.3.2 Combining constraints

Realistically, the single-constraint case is too simplistic. In general, a mass

function is ruled out on the basis of a χ2 test statistic. If PBHs are constrained by

multiple observables Aj , then the test statistic is found by adding the individual χ2

statistics in quadrature. That is,

χ2[ψ] =
N∑

j=1

χ2
j =

N∑

j=1

(
Aj [ψ]−Aobs,j

σj

)2

. (1.14)

To fail to reject ψ at some significance level requires that χ2[ψ] ≤ γ2 for some threshold

value γ2, i.e.,
N∑

j=1

(∫
dM ψ(M)

K1,j(M)

γσj

)2

≤ 1. (1.15)

If we set N = 1, this reduces to

∫
dM ψ(M)

K1,1(M)

γσ1
≤ 1 (1.16)

so matching with Eq. (1.7) gives K1,j(M)/(γσj) = 1/fmax,j(M), where fmax,j(M) is the

analogue of fmax(M) for the jth constraint alone. For general N , [39] show that the

constraint takes the form

N∑

j=1

(∫
dM

ψ(M)

fmax,j(M)

)2

≤ 1. (1.17)

Since the individual constraints are added in quadrature, the argument applied to the

single-constraint case does not extend to the case of multiple constraints, and indeed,
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there are cases in which the density is not maximized by a monochromatic mass function.

However, we will show that the maximizer is in general a linear combination of N

monochromatic mass functions.

1.3.3 The general problem

For the case of several constraining observables, one has N constraint functions

denoted by fmax,1, . . . , fmax,N . For brevity, we define gj(M) ≡ 1/fmax,j(M), and by

analogy with Eq. (1.7), we define

Cj [ψ] ≡
∫

dM ψ(M) gj(M). (1.18)

Then the problem is to find ψ to maximize

M[ψ] ≡
∫

dM ψ(M)
(∑N

j=1 Cj [ψ]2
)1/2

=

∫
dM ψ(M)

‖C[ψ]‖ (1.19)

where C[ψ] denotes the vector with components Cj [ψ]. We define fmax,all = maxM[ψ].

Since rescaling ψ does not change M[ψ], we can always set
∫

dM ψ(M) = 1,

and then the problem is equivalent to minimizing ‖C[ψ]‖ subject to this constraint. For

convenience, we cast the integral in discrete form, writing

‖C[ψQ]‖2 =
N∑

j=1

(
Q∑

k=1

akgj(Mk)

)2

=

∥∥∥∥∥

Q∑

k=1

akg(Mk)

∥∥∥∥∥

2

(1.20)

where Q is not restricted to be finite. Thus, the problem is to minimize the norm of a

sum of akg(Mk) for some {Mk}k=1,...,Q, subject to our normalization condition, which

now takes the form
∑Q

k=1 ak = 1. Geometrically, this is the same as minimizing the

norm over the convex hull of the g(M), i.e., to compute

min {‖x‖ | x ∈ conv {g(M) |M ∈ U}} (1.21)
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where U is the mass range under consideration. We henceforth denote conv {g(M) |M ∈ U}

by conv(g). Since the minimizer is the projection of the origin onto a convex set, it is

unique in the sense that any optimal mass function ψ must have the same C[ψ]. This

does not require that the minimizing mass function is itself unique.

Such a geometric formulation simplifies the interpretation of the problem. In

particular, the result for the case of a single constraint is now immediate: the convex

hull is 1-dimensional, so the point with minimum norm is simply the minimum value of

g(M). The corresponding mass function is monochromatic, with a peak at argmin g(M).

It is also clear that the monochromatic mass function is not generally the minimizer of

the norm in the case of multiple constraints: we have no guarantee that ‖g(M)‖ attains

the minimum of the norm on conv(g) for any single M .

Still, minimizing the norm over the convex hull of a discretization of g(M) is a

simple computational problem, and it is easy to validate the result. We find an optimal

mass function in three steps:

1. Choose a discretization of g(M) of the form G = {g(M1), . . . ,g(MR)}. We choose

the Mk using adaptive sampling to capture features of the constraint functions as

precisely as possible. The convex hull of G is now a polytope A.

2. Find the point pmin ∈ A with minimum norm. We implement the algorithm of [43],

which requires only the extreme points of A as inputs. To avoid computing the

convex hull in a high-dimensional space, we supply all of the points of G, of which

the extreme points of A form a subset. The algorithm determines the facet S of A

which contains pmin, and gives the barycentric coordinates of pmin in S as a vector
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w.

3. Define a mass function

ψopt(M) =

|w|∑

k=1

wkδ (M −Mk) (1.22)

where g(Mk) is the kth point of S. Note that g(Mk) ∈ G for each Mk since S ⊂ A.

Observe that C[ψopt] =
∑|w|

k=1wkg (Mk) ≡ pmin. Thus, ψopt is a mass function which

attains the maximum total dark matter fraction. In particular, for any mass function

ψ, we have M[ψ] ≤ M[ψopt] = ‖pmin‖−1, so fmax,all = ‖pmin‖−1 is an upper bound

on the fraction of dark matter in PBHs irrespective of the functional form of the mass

function. We will refer to ψopt as the semi-analytical optimum mass function.

We can now explain geometrically why the maximizing mass function is a linear

combination of no more than N monochromatic mass functions. Observe that for any

g(M), the minimum of the norm must lie on the boundary of the convex hull conv(g),

and since g(Mk) ∈ RN , this boundary has dimension at most N −1. One can construct

an arbitrarily refined triangulation of this boundary formed from (N − 1)-simplices,

each with N points of G as vertices. The minimizer of the norm is a linear combina-

tion of these vertices, each of which is one of the original g(Mk), corresponding to a

monochromatic mass function. We emphasize that at no step do we impose that the

optimal mass function is a discrete linear combination of a finite number of monochro-

matic mass functions. This is a consequence of the fact that the optimum corresponds

to a point in an (N − 1)-simplex, meaning that this mass function lies in a space which

is spanned by at most N monochromatic mass functions.

Our method is deceptively similar to the procedure of [40], in that we also
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work with sets of monochromatic mass functions. However, the monochromatic mass

functions considered in that work are used only to study the consequences of a given

extended mass function for a given observable. The sum of the effective monochromatic

mass functions corresponding to each observable does not generally give a single mass

function with equivalent consequences for all observables combined. This is appropriate

for the purposes of [40] because they investigate which constraints are most effective for

mass functions of a fixed functional form.

In this chapter, the mass functions we derive maximize the density of PBHs

with respect to all constraints simultaneously. Since the constraints are statistical in

nature, the combination of multiple independent constraints at a single mass is stronger

than any one of them individually. We follow [39] in treating constraints simultane-

ously, and our resulting semi-analytical optima are indeed sums of monochromatic mass

functions. This approach is necessary for our purposes because we investigate which

constraints and mass ranges are most significant for overall constraints on PBH dark

matter, irrespective of the functional form of the mass function.

1.3.4 Results

We perform the maximization explicitly for several sets of constraints. Set A

includes robust constraints from evaporation [28]; GRB lensing [44]; microlensing from

HSC [13], Kepler [34], EROS [35], and MACHO [10]; and CMB limits from Planck [36].

Set B includes dynamical constraints from Segue I [45], Eridanus II [46], and non-

disruption of wide binaries [37]. Set C includes a constraint from white dwarf explo-

sions [47], a constraint from neutron star capture [48] and a recently claimed constraint
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from SNe lensing in the LIGO window [49]. The constraints from evaporation and from

Planck in A have been estimated differently in the literature, with important conse-

quences for our analysis. Set A itself contains relatively non-restrictive estimates of

these constraints. We incorporate more stringent versions (see Section 1.5) of these

constraints in a set Ā, which is otherwise identical to A.

We determine optimal mass functions for sets A, Ā, and all of their combi-

nations with sets B and C. The results are summarized in Table 1.1 and illustrated

in Figs. 1.1 and 1.2. We do not include cosmological constraints on the total matter

density, so these values of fmax,all may exceed 1. In particular, note that all combina-

tions containing A have fmax,all > 1, while all combinations containing Ā and C have

fmax,all < 1. The set Ā on its own has marginal status if only monochromatic mass

functions are considered, but clearly fmax,all > 1 in this case. With the constraints we

consider in this chapter, fPBH = 1 is always allowed when using the less stringent set

A, regardless of additional constraints.

1.4 Prospects for gravitational wave constraints

Gravitational wave observables are the major exception to the rule that mea-

sured quantities are linear in the PBH mass function in each mass bin. There are several

methods by which gravitational waves might constrain the primordial black hole pop-

ulation. In principle, the simplest constraint arises from present-day measurements of

the black hole binary (BHB) merger rate, but this is weak for two reasons: first, it is

difficult to distinguish primordial black holes from astrophysical black holes, for which
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fmono fmax,all fmax,GW σ[ψ]/M� 〈M/M�〉

A 27.17 27.25 2.580 2.259 31.09

AB 1.372 1.965 5.139 0.162 0.009

AC 1.371 1.443 0.566 7.294 1.807

ABC 1.371 1.402 2.936 0.220 0.015

Ā 0.991 1.502 2.171 4.827 1.492

ĀB 0.991 1.437 11.07 0.221 0.017

ĀC 0.330 0.484 0.364 7.963 5.430

ĀBC 0.330 0.405 0.982 0.741 0.182

Table 1.1: Optimal mass function properties for each of several sets of constraints.
The column fmono gives the maximum DM fraction allowed for a monochromatic mass
function, and the column fmax,all gives the maximum DM fraction across all functional
forms. The column fmax,GW gives the maximum DM fraction obtained by scaling the
semi-analytical optimum while remaining consistent with gravitational wave constraints
(see Section 1.4). Also given here are the mean PBH mass and the standard deviation
for the semi-analytical optimum mass function.
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Figure 1.1: The semi-analytical optimum mass function for two sets of constraints.
Constraint functions for monochromatic mass functions are shown in blue (A), red (Ā),
and green (B). Vertical lines denote the locations of Dirac deltas in the semi-analytical
optimum mass function, with height indicating the weight given to each one. The labeled
constraints are from BH evaporation (evap, [28]), GRB femtolensing observations (FL,
[44]), Hyper Suprime-Cam (HSC, [13]), Kepler (K, [34]), EROS-II (EROS, [35]), MACHO
(M, [10]), Segue I dynamics (SegI, [45]), Eridanus II dynamics (EriII, [46]), wide binary
dynamics (WB, [37]), and CMB observables (CMB, [36, 39]).
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Figure 1.2: The semi-analytical optimum mass function for two sets of constraints.
Constraint functions for monochromatic mass functions are shown in blue (A), red (Ā),
green (B), and yellow (C). Vertical lines denote the locations of Dirac deltas in the
semi-analytical optimum mass function, with height indicating the weight given to each
one. The labeled constraints are from BH evaporation (evap, [28]), GRB femtolensing
observations (FL, [44]), white dwarf explosions (WD, [47]), Hyper Suprime-Cam (HSC,
[13]), Kepler (K, [34]), EROS-II (EROS, [35]), supernova lensing (SNe, [49]), MACHO (M,
[10]), Segue I dynamics (SegI, [45]), Eridanus II dynamics (EriII, [46]), wide binary
dynamics (WB, [37]), and CMB observables (CMB, [36, 39]).
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a variety of additional physical mechanisms may affect the merger rate; and second, the

observed merger rate is sufficiently uncertain as to be compatible with a wide range of

PBH dark matter models [11, 50].

An alternative method is to search for the stochastic gravitational wave back-

ground from primordial density fluctuations associated with inflationary production

mechanisms [51]. However, such constraints are only effective within the context of this

class of formation models, and within such a limited scope, our level of generality is

excessive. Here it is sufficient to consider the mass functions that can be reasonably

produced by such formation mechanisms, and constraints for such mass functions have

been treated elsewhere in the literature.

A third technique is to search for the stochastic gravitational wave background

due to BHB mergers throughout cosmic history [52]. While such an approach may

ultimately produce strong constraints, there remains a great deal of uncertainty in

modeling the merger rate, particularly for extended mass functions. This problem has

only recently been treated in the literature [53, 54], and the resulting constraints may

not be robust. Still, it is useful to estimate these constraints, even imprecisely, in order

to determine their relevance in the case of our semi-analytical optimum mass functions.

We now consider constraints from the non-detection of a stochastic background

of gravitational waves from BHBs throughout cosmic history. This background is qual-

itatively different from all other observables considered in this chapter, since it has

complicated non-linear dependence on the mass function. This means that determining

constraints on a general mass function is non-trivial. In particular, one needs to include

the higher order terms in the expansion of Eq. (1.5), and the analogue of Eq. (1.6) is
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then
∞∑

n=1

Kn(M0, . . . ,M0) =
A[ψmono]−A0

fmax(M0)
(1.23)

which does not constrain off-diagonal values of the kernels Kn. Thus, gravitational wave

constraints on the parameter space of monochromatic mass functions are insufficient to

determine constraints on an extended mass function, even when the functional form is

specified. This reflects the fact that gravitational wave constraints on extended mass

functions are inherently model-dependent, in that one must determine the contribution

to the background from binaries whose partners have unequal masses.

The results of [53] provide a simple method for estimating the stochastic grav-

itational wave background given a particular mass function, which we now review. The

observable characteristic strain amplitude is given by

h2
c(νGW) =

4A1

3π1/3 (log 10)2

(
GM�
c2

)5/3 (νGW

c

)−4/3
∫

dm1

m1

dm2

m2
τmerge (m1,m2)M5/3

c

(1.24)

where A1 ' 0.7642H−1
0 is a cosmology-dependent constant, νGW is the gravitational

wave frequency, τmerge is the mass-dependent binary merger rate per unit volume, and

Mc ≡ (m1m2)3/5(m1 + m2)−1/5 is the chirp mass. The merger rate is determined by

consideration of the capture rate for formation of PBH binaries, given in the Newtonian

approximation by

τcapture(m1,m2) = 2πnPBH(m1)vPBH

(
85π

6
√

2

)2/7 G2(m1 +m2)10/7(m1m2)2/7

(vrel/c)18/7c4
(1.25)

where nPBH is the local number density of PBHs, vPBH is the characteristic velocity

of a single black hole, and vrel ≡
√

2vPBH is the characteristic relative velocity of two

black holes. The local number density of PBHs of mass m is parametrized as nPBH =
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δPBHρPBH(m)/m, where ρPBH(m) is the cosmological average density of PBHs of mass

m and δPBH is the local density contrast of PBHs. In particular, in our notation, this

number density is given by

nPBH(m) = δPBH
ΩMρcψ(m)

m
(1.26)

Estimates for δPBH range from 106 to 1010. In order to estimate conservative constraints,

we henceforth take the relatively low value δPBH = 107.

In terms of the capture rate, the merger rate per unit volume is τmerge(m1,m2) =

(fPBH/δPBH)τcapture(m1,m2)nPBH(m2). Thus the strain amplitude is given by

h2
c [ψ](νGW) =

(νGW

c

)−4/3
C

∫
dm1 dm2

ψ(m1)

m1

ψ(m2)

m2
(m1m2)2/7 (m1 +m2)23/21

(1.27)

where C is a cosmology-dependent factor given by

C =
2π20/211702/7c1/7A1

39/7(log 10)2

(
GM�
c2

)5/3 ρ2
MδPBHfPBH

(vPBH/c)11/7
. (1.28)

In particular, the dependence of h2
c(νGW) on ψ admits a simple expansion of the form

of Eq. (1.5). If fPBH is fixed independently of ψ, then the only non-vanishing term has

the form
∫

dm1 dm2 ψ(m1)ψ(m2)K2(m1,m2), with

K2(m1,m2) = C
(νGW

c

)−4/3 (m1 +m2)23/21

(m1m2)5/7
. (1.29)

Note that K2 varies with νGW, reflecting the fact that measurements of hc(νGW) at

each frequency νGW are independent. Thus, if the instrument used has sufficiently

high frequency resolution, a large number of independent constraining observables can

be measured, meaning that the maximizing mass function need not resemble a linear
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combination of a small number of monochromatic mass functions. In this case, direct

numerical methods are necessary to determine the maximum density of PBHs.

It would be inappropriate to perform a full numerical optimization within our

framework, since there are considerable theoretical uncertainties in the determination

of merger rates. However, we can estimate the potential impact of gravitational wave

constraints by checking compatibility of our optimal mass functions with existing grav-

itational wave observations. This serves to indicate the potential for future modeling

work to constrain the PBH population: if the semi-analytical optimum for a given set of

constraints is already consistent with gravitational wave observations as well, then we

can predict that the detailed inclusion of this additional constraint will have a minimal

impact on fmax,all.

Current aLIGO bounds on hc(νGW) are strongest at νGW ' 100 Hz, and we

represent the current limit by hc(100 Hz) . 10−22. Given a functional form for the mass

function ψ, we can compute the maximum fPBH for which hc[ψ](100 Hz) satisfies this

bound. We denote this maximum by fmax,GW, and the values of fmax,GW for our semi-

analytical optima are shown in Table 1.1. Of the sets of constraints we consider, only

sets AC and ĀC have fmax,GW significantly less than one. This is to be expected, since

the maximizing mass function in both of these cases has a large variance: [53] show that

the gravitational wave background is strongly enhanced as the variance is increased. In

the case of set ĀC, we have fmax,GW ' fmax,all < 1, meaning that the overall maximum

is minimally impacted by gravitational wave constraints. In particular, fPBH = 1 is

ruled out regardless.

Only set AC has fmax,GW < 1 < fmax,all, which, in general, is difficult to
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interpret: in principle, there may be a different form for the mass function which relaxes

gravitational wave constraints, retains fPBH ≥ 1, and remains consistent with the other

constraints we consider in this chapter. A simple way to check this is to consider

the maximizing monochromatic mass function, for which gravitational wave constraints

should be relaxed compared with the high-variance semi-analytical optimum. Indeed,

there is a monochromatic mass function which satisfies all non-gravitational constraints

in set AC with fPBH = 1.371, and we compute fmax,GW > 10 for this mass function.

Thus, while it may not be possible to attain fmax,all in this case without violating

gravitational wave constraints, fPBH = 1 clearly remains allowed. As such, the addition

of gravitational wave constraints does not change the overall status of the PBH dark

matter paradigm for any of the constraint sets we consider. This reflects both the

current status of observations and the large uncertainties in modeling the background.

However, future experiments are expected to improve limits on hc(νGW) by 2–4 orders

of magnitude, which would be sufficient to rule out all of the mass functions represented

in Table 1.1 even under fairly conservative assumptions.

1.5 Discussion

With the maximization procedure introduced in Section 1.3.3, it is simple to

determine the maximum PBH density consistent with constraints. We stress that this is

a bound that applies for mass functions of all forms. Thus, given a set of observational

constraints, we can determine a model-independent bound on the density of PBHs.

Our results quantify, for the first time, the risks of using monochromatic mass
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functions to assess the overall status of the PBH dark matter paradigm. So long as

one window in the constraint functions is much less constrained than all others, the

difference between fmax,all and fmono is generally very small. Set A is a clear example

of such a case, and the correction is of order 0.1%. On the other hand, if PBHs are

constrained to a similar extent in multiple windows, the correction can be large. The

most dramatic example is provided by set Ā, for which fmax,all is larger than fmono by

∼ 50%. We conclude that, at worst, the bound on the total PBH density is related to

the monochromatic bound by an O(1) factor.

The optimal mass functions themselves (Figs. 1.1 and 1.2) do not correspond

to any well-motivated production scenario that we are aware of, and we certainly do not

claim that the maximal density can be attained by producing PBHs monochromatically

at a discrete collection of masses spanning 15 orders of magnitude. Instead, the panels

of Figs. 1.1 and 1.2 should be interpreted as a tool to relate monochromatic constraint

functions to their impact on the allowed total density of PBHs. In particular, an imme-

diate and non-trivial conclusion that can be drawn from the figures is that the addition

of any new constraint which does not overlap the peaks of the optimal mass function

will not reduce fmax,all.

Further, the functional form of the optimal mass function clarifies the depen-

dence of constraints on the variance of the mass function. In the single-constraint case,

we showed that an extended mass function never outperforms the optimal monochro-

matic mass function. Indeed, in this case, increasing the variance of a narrow mass

function will only relax constraints if fmax is concave-up in the mass range of inter-

est, i.e., if the monochromatic mass function under consideration is not the optimal
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one. When multiple constraints are considered, the relationship between the variance of

the mass function and the allowed density is less obvious. Our semi-analytical optimum

mass functions all exhibit some non-zero spread, and they definitively allow higher PBH

densities than any zero-variance (i.e., monochromatic) mass function. However, extend-

ing a monochromatic mass function only slightly, without overlapping additional points

of the semi-analytical optimum mass function, is not useful for relaxing constraints. In

this respect, our findings are consistent with those of [39, 40].

The most substantial differences in fmax,all arise from differences between A

and Ā. Set Ā contains more stringent forms of constraints from CMB anisotropy and

PBH evaporation. The CMB constraint is strongly dependent on modeling poorly-

understood accretion processes. Both versions of the constraint used in this chapter are

drawn from [36]: the version in set A is obtained by considering only collisional ionization

of the accreted gas, while the version in set Ā is obtained by including photoionization

as well. The evaporation constraint is sensitive to uncertainties in the spectrum of

extragalactic background radiation. We adopt the extreme cases considered by [39],

with the relaxed form contained in set A and the more stringent form in set Ā.

1.5.1 Relative impact of constraints

The values of fmax,all in Table 1.1 demonstrate that the present observational

status of PBH dark matter is strongly dependent on the constraints adopted. However,

to rule out fPBH = 1, it is necessary to both take the more stringent constraints Ā

in place of A, and to include at least one of the constraints from set C: supernova

microlensing [49], neutron star capture [48], and white dwarf explosions [47].
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The supernova microlensing constraint is the most recent of those we consider,

and its robustness is the subject of ongoing discussion in the literature [see e.g. 50].

We note that this constraint is dominant in the LIGO window only when dynamical

constraints from set B are neglected, so the addition of this constraint alone to set

AB or ĀB will have a small impact on fmax,all. The constraint from neutron star

capture is also subject to astrophysical uncertainties, since it is dependent on the dark

matter density in the cores of galactic clusters [48]. We consider the relatively restrictive

constraint obtained by taking ρDM = 104 GeVcm−3. The strength of the constraint

scales linearly with ρDM, and more conservative estimates take ρDM smaller by an order

of magnitude or more. However, this constraint is most effective in a window shared

with constraints from white dwarf explosions, so even if one of the two is subject to

substantial uncertainties, the effect of set C on fmax,all remains large.

The form of the optimal mass function allows us to rapidly identify the po-

tential impacts of prospective constraints from future observations. For instance, con-

straints on intermediate-mass black holes with M & 102M� are already strong enough

that our semi-analytical optimal mass functions are negligibly small throughout this

region. Thus, the identification of additional dynamical systems that might tighten

constraints in this region will not affect the overall bound on the PBH density at a level

greater than one part in 104. On the other hand, GRB femtolensing limits lie in a mass

range where some of the semi-analytical optima have a large peak, and strengthening

these constraints will have an immediate impact on the overall bound. In particular,

upcoming Fermi GRB observations are expected to substantially strengthen constraints

in this window, improving by a factor of five after 10 years of operation [55]. These
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results may ultimately rule out the PBH dark matter paradigm, with the exception of

non-evaporating Planck-mass relics.

Constraints from gravitational wave observations are a special case, as they

do not admit the linear interpretation that we take for the impact of extended mass

functions on other observables. Further, the strain amplitude at each frequency is

sensitive to PBHs in a wide range of masses. Thus, it is not trivial to predict the effect

of future gravitational wave constraints on our overall bound without direct numerical

optimization. However, constraints from LISA and DECIGO [see e.g. 56] will eventually

be capable of ruling out all of our semi-analytical optima, potentially lowering the upper

bounds we set in this chapter.

1.6 Conclusions

We have found the form of the mass function which maximizes the PBH density

subject to observational constraints, and we have used this to calculate an upper bound

on the fraction of dark matter in PBHs. Depending on the constraints adopted, we find

fmax,all as large as 27.25 (set A) or as small as 0.405 (set ĀBC). The scenario in which

all dark matter is composed of PBHs is ruled out by stringent limits from evaporation

and Planck if combined with the constraints from white dwarf explosions, neutron star

capture and SNe lensing (set C). However, if relaxed constraints from evaporation and

Planck are adopted, PBH dark matter is not ruled out by the addition of any other

constraints we consider in this chapter. Estimated gravitational wave constraints do

not affect these conclusions at the sensitivity of current instruments.
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Our method provides a fast and robust technique to determine the total allowed

density of PBHs given a set of constraints (fmax,all), independent of the form of the

PBH mass function. The optimal mass function itself allows an easy test of the impact

of additional constraints on fmax,all. While the optimal mass function is not exactly

monochromatic, it is very nearly so for realistic constraints. The optimal mass function

corresponding to each set of constraints we consider is approximately monochromatic,

with additional components scaling the total allowed fraction by no more than an O(1)

factor. Our results explain the findings of [39, 40] that extended mass functions are

generally more strongly constrained than monochromatic mass functions, and confirm

that the monochromatic maximum density fmono is a good approximation of the allowed

density across all mass functions.
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Chapter 2

Primordial black holes

in extrasolar systems

2.1 Introduction

In this chapter, we turn to a different aspect of PBH phenomenology: the

prospect of PBH capture in binary systems.

The future of cosmology and particle physics rests heavily on new astrophysi-

cal probes. A growing cast of observational programs offers numerous opportunities to

test new physics, even with tools that were designed for entirely different purposes. In

particular, new instruments and observational methods have led to surging interest in

extrasolar planetary systems within the astronomy community [57–62], with potential

implications for beyond–Standard-Model (BSM) particle physics. Several recent pro-

posals demonstrate that exoplanets and other small bodies can sensitively probe BSM

scenarios, including e.g. dark matter (DM) interactions [63] and new long-range forces
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[64]. In this chapter, we study the prospects for using these systems to detect primordial

black holes, i.e., black holes that formed at early times from mechanisms besides stellar

collapse.

Many PBH searches are designed to target rare but distinctive signatures. In

particular, a single object can be identified as a PBH if it lies outside the mass range

achievable by stellar collapse, providing clear evidence of new physics and defining a clear

direction for subsequent DM searches. Amid this context, it is critical to understand

the various astrophysical environments in which one might expect to find PBHs.

If PBHs do make up a significant fraction of cosmological DM, then they

should be scattered throughout our galactic DM halo, with a comparable phase space

distribution. For particle DM, the phase space distribution is generally sufficient to

determine any observable at any time. However, for PBHs, many observables of interest

are discrete events that are rare on the timescale of observations. For instance, lensing

events [10, 13, 65, 66] or low-mass PBH mergers [9, 67–69] would each occur infrequently

during the corresponding observations. While the time-averaged rate of such events is

determined by the DM phase space distribution, the events themselves are stochastic.

In this chapter, we consider a scenario which translates this stochasticity from

the timing of rare events to the distribution of systems in which they occur: we consider

the capture of PBHs into bound orbits in an extrasolar stellar system. If PBHs are

indeed captured in this manner, and if such captured orbits are long-lived, then some

fraction of stellar systems should stably host PBHs at any given time. In the limit

that captured objects are permanently bound, a stellar system would only need one

encounter with a PBH over its entire history in order to host such an object today. In
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particular, this means that the rapidly advancing observational techniques probing the

dynamics of such systems may also provide a new probe of the PBH population.

Capture requires the incoming PBH to lose mechanical energy in order to

become bound to a stellar system. There are several different physical mechanisms that

can lead to such a loss of energy, and these mechanisms can be classified by the sink

that absorbs energy from the PBH:

1. In an encounter with a single other body, the PBH can be rapidly accelerated,

causing it to lose energy to gravitational radiation.

2. In an encounter with a few-body system, the PBH can lose mechanical energy to

one object and become bound to another object.

3. In passing through a many-body system, the PBH can dissipate energy and effec-

tively heat the system.

These energy sinks are each associated with unique phenomenology. In the first case,

gravitational waves from such close encounters are potentially detectable directly [70,

71]. In the second case, if the energy transfer is purely mechanical, then the process

is time-reversible, and the PBH may be ejected once captured. Finally, in the case of

a dissipative process, the deposited energy itself may have observable consequences for

the host system.

Making precise predictions for the population of captured objects is inherently

challenging. In the case of few-body encounters, such processes are governed by a

relatively simple set of parameters, but can nonetheless exhibit complicated chaotic

dynamics. By contrast, the dynamics of many-body processes are comparatively simple,

48



but the parameters of these systems are subject to significant astrophysical uncertainties.

In this chapter, we establish order-of-magnitude predictions for the abundance of PBHs

captured by each of the above mechanisms across a wide variety of systems.

Throughout this chapter, we will assume that PBHs make up all of the DM, and

we will assume that their velocities are described by a truncated Maxwell–Boltzmann

distribution. We focus mainly on two classes of objects: first, black holes at masses

near Earth mass M⊕, which may account for excess microlensing observations by OGLE

[66], and second, microscopic black holes from 10−16 M� to 10−12 M�, where current

constraints are ineffective. In particular, at the lower end of this mass range, active

evaporation may make it possible to detect these objects.

This work is organized as follows. We devote one section to each sink of en-

ergy that can lead to captures: in Section 2.2, we study the capture of PBHs due to

gravitational radiation; in Section 2.3, we evaluate the abundance of PBHs captured by

few-body interactions; and in Section 2.4, we study captures that take place via dissipa-

tive dynamics. We discuss our findings and implications for observables in Section 2.5.

2.2 Gravitational radiation in two-body encounters

In this section, we first review basic principles that apply to all captures, and

we then estimate the rate and lifetime of captures due to gravitational wave (GW)

emission.
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2.2.1 Generalities of capture

A capture takes place when a free PBH becomes bound to some stellar system,

i.e., when its total mechanical energy changes sign from positive to negative. This

requires that the object give up energy to the surroundings. Thus, to evaluate the rate

of captures, we can evaluate the cross section for an incoming object to lose an amount of

energy commensurate with its initial mechanical energy. For an object that originates

far from the stellar system, as a free object should, the initial mechanical energy is

simply the initial kinetic energy. Thus, given an initial velocity v∞, the capture cross

section for a PBH of mass MPBH is just the cross section for the object to lose an amount

of energy greater than its initial kinetic energy:

σcap(v∞) =

∫ ∞
1
2
MPBHv2∞

dEloss
dσcap

dEloss
. (2.1)

We will assume that PBHs have a velocity distribution like that of halo DM, with

probability density function (pdf) given by

f∞(v) ∝ v2 exp

(
−v

2

v2
0

)
Θ (vesc − v) . (2.2)

We take v0 = 220 km/s and vesc = 550 km/s. This pdf is an approximate description

of the equilibrium distribution of DM particles—in our case, PBHs—throughout the

halo. Near a point mass like a star, the velocity distribution is modified by the local

gravitational potential. Thus, f∞(v) should be treated as the distribution of particles

far from the stellar system. In particular, the existence of a low-velocity tail of the

distribution does not imply that low-velocity objects are “born” captured. However,

per Eq. (2.1), the capture cross section is typically largest for the smallest values of v∞,

and in some cases, the low-velocity tail dominates the capture rate.

50



Each energy loss mechanism leads to some differential cross section dσcap/dEloss,

and thus to some total cross section σcap(v∞). Once these quantities are calculated, the

total capture rate is

Rcap = n∞〈σcapv∞〉 = n∞

∫
dv f∞(v)σcap(v)v, (2.3)

where n∞ is the number density of objects far from the system and angle brackets denote

the average over velocities. Some systems can also lose captured objects, particularly

by ejection in few-body systems with conservative dynamics. In this case, the rate for a

particular object to be ejected is independent of the number of objects captured in the

system, so we represent this rate by a single quantity Rej. Thus, in a system with N

objects captured, the rate for any one object to be lost is NRej. On a sufficiently long

timescale, capture and loss are in equilibrium, meaning that the expected number of

captured objects in a system is 〈N〉 = Rcap/Rej. Assuming that Rej � Rcap, equilibrium

is attained on a timescale of order teq ' 〈N〉/Rcap = 1/Rej.

2.2.2 Capture cross section from gravitational radiation

We now consider gravitational wave emission as the physical mechanism for

energy loss, and evaluate the expected number of objects that are captured by this

route.

A PBH that undergoes a close encounter is rapidly accelerated, losing a sig-

nificant amount of energy to gravitational radiation in the process. If enough energy

is lost, the PBH can become bound as a result of the encounter. Such a capture can

be much more stable than a capture produced by few-body dynamics. In particular,
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this process can take place in a two-body encounter, or if in a few-body system, it can

take place far from the orbital trajectory of the any third body, minimizing the rate of

subsequent close encounters that could lead to ejection.

To compute the energy lost to gravitational waves, we follow Ref. [71]. We

consider a close encounter between the PBH and a stellar or planetary body S. The

energy loss in the encounter is given by

∆EGW =
8

15

M2
PBHM

2
S

(MPBH +MS)3

p(e)

(e− 1)7/2
× v7
∞, (2.4)

where v∞ is the relative speed at infinity, e is the eccentricity of the inbound orbital

trajectory, and p(e) is given by

p(e) = (e+ 1)−7/2

[
arccos

(
−1

e

)(
24 + 73e2 +

37

4
e4 +

√
e2 − 1

12

(
602 + 673e2

)
)]

.

(2.5)

The eccentricity can be written in terms of v∞ and the impact parameter b as

e =

√
1 +

b2v4∞
(GMS)2

. (2.6)

Here we are interested in cases in which the PBH is captured, i.e., in which

∆EGW exceeds the kinetic energy of the PBH at infinity. We are especially interested

in the possibility that the PBH is captured without passing through object S, so that

it does not become captured within object S and settle to the center. Here there is

a very strong dependence on the impact parameter of the encounter, and thus on the

radius of object S. For example, if object S is a Jupiter-like planet, then the energy

loss will be extremely small for all impact parameters that avoid collisions with the

planet. On the other hand, if object S is a compact object like a neutron star, then
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Figure 2.1: Left: Cross section for capture by gravitational wave emission without
collision. A neutron star of mass MNS = 2 M� and radius RNS = 10 km is assumed.
In the gray region, capture without collision is not possible. Right: integrated capture
rate as a function of PBH mass in units of the Hubble rate. The shaded area shows
the region between two neutron star configurations: one with mass MNS = 2 M� and
radius RNS = 10 km, and one with mass MNS = 1 M� and radius RNS = 15 km. These
correspond roughly to the most and least compact neutron stars expected to form
[72]. The dotted black curve corresponds to encounters with a 100 M� black hole.
Substantially less compact objects such as main-sequence stars cannot capture BHs of
any size at realistic velocities by GW emission.

small impact parameters without collisions are indeed realizable, as discussed in detail

by Ref. [71]. Such captures are stable on fairly long timescales. In particular, for PBH

masses MPBH . 10−14 M�, these captures survive longer than a Hubble time.

Captures without collision are possible for a bounded range of impact param-

eters. The capture condition ∆EGW > 1
2MPBHv

2
∞ gives a critical impact parameter,

bmax, below which an encounter will lead to capture. While solving for bmax is in general

quite complicated, it is a good approximation to set e = 1 in Eq. (2.5), corresponding
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to a free object with minimal kinetic energy. This gives

e = 1 +

(
bv2
∞

GMS

)2

+O
[(

bv2
∞

GMS

)4
]
' 1 + 10−9

(
b

100 km

)2( v∞
220 km/s

)4( MS

1 M�

)−2

.

(2.7)

Taking e = 1 gives a 7th-order polynomial equation in bmax, which is readily solved semi-

numerically to find the maximal impact parameter for capture. On the other hand, to

avoid a collision, there is a minimum impact parameter: the point of closest approach

in a Kepler orbit, rmin, is related to the impact parameter by

rmin =
GMS

v2∞

[(
1 +

b2v4
∞

(GMS)2

)1/2

− 1

]
, (2.8)

so the minimum impact parameter to avoid a collision is found by setting rmin = RS in

Eq. (2.8), where RS is the radius of the object S. That is, we take

bmin =

√
R2
S +

2GMSRS
v2∞

. (2.9)

The cross section for capture by gravitational wave emission without collision is then

given by σGW
cap = π(bmax−bmin)2Θ(bmax−bmin). This cross section is shown as a function

of MPBH and v∞ in Fig. 2.1. As expected, σGW
cap is larger for small v∞, but it also

increases moderately for larger PBH massses MPBH due to the non-linear dependence

on MPBH in the energy emitted in GWs.

For our cases of interest, i.e., microscopic PBHs and Earth-mass PBHs, capture

by GW emission is exceedingly rare. As shown in Fig. 2.1, the capture rate is extremely

small both at small PBH mass, due to the inefficiency of GW emission, and at MPBH ∼

M⊕, due to the very small number density of such objects. Given the sharp dependence

on the lowest velocities, it is possible that a cold feature in the phase space distribution
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of the halo could substantially enhance the capture rate, but typical capture rates are

well below the Hubble rate (inverse Hubble time). Indeed, the capture rate is below the

rate at which captured objects sink to the center of the NS by further GW emission.

2.3 Few-body interactions

It is this sort of temporary capture which concerns us in this chapter. We are

motivated by an apparently simple question: what are the properties of the population of

captured objects in a given binary system? The resolution of this question is relevant to

the study of free-floating exoplanets and their bound counterparts [73–77], for example,

but is also significant for less familiar objects. In particular, it is important for assessing

the population of captured dark matter particles, or for characterising the demographics

of compact objects that might be temporarily captured in observable binary systems,

including the capture of interstellar objects in the solar system [78–84].

The capture of unbound objects into bound orbits by binary systems has been

studied by many authors in widely varying contexts. Three-body capture and ejection

were studied systematically by Ref. [85], who obtained approximate forms for the rates

of these processes in cases where detailed balance can be applied. Subsequently, the

theory of capture and ejection was extended by several authors to study comets in

the solar system [78, 79, 86, 87], interstellar panspermia [81, 83], and the population

of captured dark matter particles in the vicinity of Earth [88–93]. A comprehensive

account of results and astronomical applications is given by Ref. [94].

Many of these studies are based on the results of detailed numerical simula-
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tions, which make it possible to study the properties of the captured population both

immediately after capture and at late times. However, the results of such simulations

are specific to the solar system. In scenarios involving extrasolar binary systems, it is

important to have a simple description of capture processes that holds for a wide range

of systems and interloper velocities. For such purposes, it is desirable to have a flexible

semi-analytical framework for describing the population of captured objects—not only

the capture and ejection rates, but also the distributions of orbital parameters of cap-

tured objects. Moreover, it is valuable to describe the dependence of each of these on

the parameters of both the binary and the third body prior to capture. Finally, it is

useful to obtain a simple geometric description of the types of encounters that lead to

captures, and to understand the behavior of these captured trajectories at late times.

In this extended section, we develop such a formalism. We focus on captures

resulting from a close encounter between a test particle and the smaller body of a

binary, and we demonstrate that the form of the capture cross section in this case lends

itself well to predictions of orbital parameters and ejection time-scales. In particular,

within certain approximations, we show that the set of impact parameters leading to

captures forms a disc whose parameters can be written in closed form. We use this

result to derive analytical approximations for the capture rate, the orbital parameters

of captured objects, and the ejection time-scale. Our results generalize those of Ref. [79]

and provide an analytical interpretation of the sorts of trajectories studied therein. We

further extend the results to give a simple prescription for the ejection rate of captured

objects as a function of their parameters upon capture.
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Figure 2.2: Left: numerical simulation of a single three-body capture of a test particle
by the sun–Jupiter system. The simulation begins at the red dot. Right: long-term
evolution of the captured object, showing successive changes in the orbital parameters.

2.3.1 The capture cross section

Our goal is to identify the sorts of close encounters in which the incoming

object is slowed enough to enter a bound orbit. In this subsection, we describe the

set of impact parameters leading to captures, and connect this with both the capture

cross section and the distributions of orbital parameters. We first establish our notation

and approximations, which largely follow the presentation of Ref. [79]. The notation is

summarized in Fig. 2.3.

We assume that the binary system is composed of two objects A and B with

masses MA and MB, and we take MA � MB. We use µX ≡ GMX to denote the

standard gravitational parameter for any object X, where G is Newton’s constant, and

we denote the distance between any two objects X and Y by rXY . While our formalism

can be naturally extended to accommodate eccentric binaries, we take the orbit to be

circular (e = 0) in this chapter, so that rAB is constant. Unprimed quantities are

measured in the frame of A and primed quantities are measured in the frame of B. We
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assume that a test particle C is incident from infinity with velocity v∞, has a close

encounter with object B, and thereafter becomes bound to object A. We write v1 and

v2 to denote the velocity of C just before and just after the close encounter.

The state of the binary is described by a single phase λ1, and we define λ1 = 0

to be the phase such that the A–B axis is parallel to the projection of v∞ in the plane

of the orbit. We will assume that the time-scale of the close encounter is much smaller

than the orbital time-scale of the AB system so that λ1 does not change significantly

during the close encounter, i.e., we work in the impulse approximation. In general, v∞

is inclined with respect to the orbital plane by an angle β1, and v2 is inclined by an angle

β2. Additionally, we will speak of the impact parameter for the close encounter as a

vector b in the frame of object B, spanning from B to the point of closest approach of C

if the latter were to continue travelling undeflected with velocity v′1 (see Fig. 2.3, inset).

We define b in the plane orthogonal to v′1, endowing this plane with polar coordinates

(b, φ). We will fix the axis φ = 0 shortly, and we will also return to the subtlety of

frame-dependence in the definition of b. First, however, we quantify the meaning of a

close encounter.

For our purposes, a close encounter takes place when C passes close enough to

B so that tidal acceleration by A can be neglected. Then the encounter can be treated

purely as a two-body problem in the frame of object B, greatly simplifying the analysis.

This translates to the condition

µA
(rAB − rBC)2

− µA
r2
AB

< ε
µB
r2
BC

for some ε� 1. (2.10)

Note that rBC is not a fixed parameter of the encounter, but rather evolves throughout
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Figure 2.3: Configuration and notation assumed in Section 2.3.1. Centre: 3d illustration
of the encounter on the scale of the AB system. Dotted lines lie in the plane of the
AB system. Notation largely follows Ref. [79]. Object C, with velocity v∞ at infinity,
has a close encounter with object B in the shaded region with initial velocity v1 and
exits the encounter with velocity v2. Note that on the scale of the system as drawn,
the trajectory of C should be curved throughout due to acceleration by A, a feature
we omit for simplicity. Inset: 2d illustration of the close encounter in the frame of
object B. Dotted lines lie in the plane of the two-body scattering process. The inset is
intended only to illustrate the notation, and is not drawn to scale with respect to the
centre image.
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the scattering process. The condition above determines which values of rBC are small

enough to indicate a close encounter. To leading order in ε, this condition can be written

in the form

rBC . rclose(ε) ≡ rAB
(
MBε

MA

)1/3

. (2.11)

Note that rclose(ε) is smaller than the Hill radius for ε� 1, and for a fixed choice of ε,

the value of rclose(ε) defines what we mean by a close encounter. Later, when computing

the capture cross section numerically, we will take ε = 0.1 and neglect trajectories for

which min rBC > rclose(ε). This leads to a conservative result for the capture cross

section, but has the opposite effect on the ejection cross section, as we will discuss later.

Since MA �MB, we will assume that rclose � rAB.

Having made this definition of a close encounter, we can compute v1 as a

function of v∞. Our approach assumes that the close encounter can be treated as an

isolated two-body problem, which is only appropriate if the gravitational potential of

object B is small at rclose. Otherwise, the acceleration of C is dominated by the potential

of A for a significant part of the encounter, and by the time the two-body treatment

is applicable, C is already well within the potential of B. In the case that this effect

can be neglected, it is sufficient to account for acceleration of C by A during infall from

infinity to rclose, which gives

v1 =
√
v2∞ + 2µA/rAB. (2.12)

On the other hand, if the potential of B is not small at rclose, then C has now been

non-negligibly accelerated by B prior to the close encounter, but v1 must still be fixed

where the close encounter begins. Thus, in general, we will include this additional prior
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acceleration, and we take

v1 =
√
v2∞ + 2µA/rAB + 2µB/rclose(ε). (2.13)

For the sun–Jupiter system, this additional acceleration contributes only a fraction of a

percent to v1, but in other realistic systems, the effect can be significantly larger. Note

that this expression fixes only the speed v1 in terms of v∞, and does not specify the

vectorial relation between v∞ and v1. We will return to the implications of directionality

shortly.

Now, presuming a close encounter, we determine the conditions leading to

capture of C. Under the stated assumptions, the relative velocity of B and C evolves

as in the two-body problem from v′1 to some v′2. Object C is bound after the close

encounter if its speed is sufficiently low in the A frame, i.e., if v2 < vesc, where vesc =

√
2µA/rAB is the escape velocity of object A at the location of the close encounter. The

key feature of the two-body encounter for our purposes is that the speed of recession is

equal to the speed of approach, i.e., v′1 = v′2. This makes the outcome of the encounter

very simple to describe analytically: the trajectory of C is simply deflected by an angle

Ψ about the axis parallel to b× v′1. The angle Ψ is related to the impact parameter b

via

cos Ψ =
b2v′41 − µ2

B

b2v′41 + µ2
B

. (2.14)

We can now compute v2 in terms of b algebraically. To be concrete, we first rotate the

coordinate system so that v′1 ∝ ẑ and b ∝ x̂ via a rotation R1. Then the deflection of

v′1 into v′2 is computed by performing a rotation by Ψ in the xz-plane. This procedure

allows us to define φ unambiguously: the impact parameter b lies in the plane orthogonal
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to v′1, so in the rotated coordinate system, it takes the form b = (b1, b2, 0). We define

φ = 0 such that b lies in the xy-plane in the original coordinate system. That is, we

require that (R−1
1 b) · ẑ = 0. If we further choose that the x-component is positive, we

can solve for b1 and b2 uniquely:


b1

b2



φ=0

=
b sign

(
v′1y
)

√
v′21x + v′21y



v′1y

−v′1x


 . (2.15)

Now b can be obtained for arbitrary φ by rotation of Eq. (2.15).

To implement the deflection by Ψ, observe that in the new coordinate system,

the rotation axis r̂ is related to b by a π/2 rotation. It is convenient to change coordi-

nates with a rotation R2 in the xy-plane to align b with the x-axis and r̂ with the y-axis.

In the coordinate system produced by the rotation R2R1, the deflection corresponds to

a simple rotation by Ψ in the xz-plane, which we denote by RΨ. It follows that the

deflection R : v′1 7→ v′2 is implemented by the matrix R = R−1
1 R−1

2 RΨR2R1. Using

Eq. (2.14) to write cos Ψ in terms of b, and using v2 = v′2 + vB, we can now write v′2

in terms of b. For brevity, we define

axy ≡
√
a2
x + a2

y, q ≡
√

1 + v′21z
/
v′21xy , (2.16)

for any vector a. Then v2 is given by

v2 = vB +

(
b2v′41 − µ2

B

b2v′41 + µ2
B

)
v′1 +

2 sign(v′1y)µBv
′
1b

b2v′41 + µ2
B




q
(
v′1xv

′
1z sinφ− v′1v′1y cosφ

)

q
(
v′1yv

′
1z sinφ+ v′1v

′
1x cosφ

)

−v′1v′1xy sinφ



.

(2.17)

Neglecting collisions with B, the condition for capture of C can now be ex-

pressed succinctly as v2 < vesc. Conveniently, it can be shown with some algebraic
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effort that saturation of this condition produces the equation of a circle in the plane of

impact parameters. To this end, observe that the boundary relation v2 − vesc = 0 can

be factored in the form

v2 − vesc = −F (v1,b) sign(v′1y)v
′
1xyv

′4
1

(
rABv

2
1 − 2µB

b2v′41 + µ2
B

)
, (2.18)

for some factor F (v1,b). The remainder of the right-hand side depends on b only

through the factor b2v′41 + µ2
B, which is positive-definite. Thus, the right-hand side

apart from F (v1,b) is non-zero almost everywhere, so our original condition can be

rewritten in the form F (v1,b) = 0. Carrying out the factorization explicitly, F has the

form

F (v1,b) = b2 +

(
g5

g4
− g2

g1

)
+ b

(
g3

g4
cosφ+

g1

g4
sinφ

)
, (2.19)

where the coefficients gi are given in Table 2.1. In fact, the relation F (v1,b) = 0 is

simply the equation of a circle in the plane orthogonal to v′1, with radius R and centre

bc given by

R(v1) =

√
g2

g1
+
g2

1 + g2
3

4g2
4

− g5

g4
, bc(v1) = − 1

2g4



g3

g1


 . (2.20)

This allows us to make an extremely simple estimate of the capture cross section: we

have simply

σcap(v1) ' πmin [R(v1), rclose(ε)]
2 . (2.21)

When R(v1) < rclose(ε), this takes the form

σcap(v1) '
πµ2

B

[(
v′21 − v2

B

)2 − v4
esc

]

(
v2

1 − v2
esc

)2
v′41

. (2.22)

This simple expression gives the capture cross section as a function of the incoming

object’s direction with respect to the axis of the binary—again, assuming a circular
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g1 = 4µB(vB · v′1)v′61 v
′
1z

g2 = 4µ3
B(vB · v′1)v′21 v

′
1z

g3 = 4µBv
′7
1 (v′1 × vB)z

g4 = sign
(
v′1y
)
v′81 v

′
1xy

(
v2

1 − v2
esc

)

g5 = 2 sign
(
v′1y
)
µ2
Bv
′4
1 v
′
1xy

(
v′21 + v2

B − v2
esc

)

Table 2.1: Coefficients gi appearing in Eqs. (2.19) and (2.20). Here v1 = v′1 + vB and
v′1xy is the magnitude of the projection of v′1 onto the xy plane.

binary and working within the impulse approximation. When computing rates, the cross

section should be multiplied by a factor of v1/v∞ to account for gravitational focusing.

Since v1 and v′1 scale with v∞, the cross section vanishes rapidly for v∞ � vesc. On the

other hand, as v∞ → 0, the velocity v1 is nearly equal to vesc, up to the small correction

due to the potential of object B (see Eq. (2.13)). Thus, the cross section becomes very

large, and is eventually subject to the cutoff in Eq. (2.21).

Equation (2.22) only holds for parameters such that R(v1) is real in Eq. (2.20),

which is a non-trivial constraint. In particular, there is a maximum change in velocity

that can be imparted to object C during the encounter: the speed of approach is equal

to the speed of recession in the frame of object B, so the maximum impulse corresponds

to the case in which the direction of object C is exactly reversed in the frame of B

(i.e., cos Ψ = −1). In this case, |∆v| = 2vB in the frame of A. This means that there

is a maximum velocity vmax = vesc + 2vB such that objects with v1 > vmax cannot be

captured regardless of impact parameter. Such velocities correspond to non-real values

of R(v1), and for these velocities, the capture cross section is exactly zero.
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We may now average over the binary phase λ1 and arrival angle β1 to obtain

the directionally averaged cross section σcap. Note that we use an overbar to indicate

the directional average, reserving 〈·〉 for the average over speeds. This requires care,

however: not all arrival directions are kinematically allowed for fixed v1 and vesc, and

it is difficult to analytically integrate only over parameters for which the expression of

Eq. (2.22) is positive-definite. Explicitly, the directional average should be computed

by an integral of the form

σcap(v1) =

∫
dλ1

2π
d cosβ1 σcap(v1)χ(v1, λ1, β1), (2.23)

where χ is an indicator function equal to one when the arguments are kinematically

allowed and zero otherwise. This average is readily carried out numerically, but χ is

difficult to represent in closed form. However, for simplistic estimates, we can obtain an

order-of-magnitude calculation of σcap by integrating over all arrival directions, including

non-physical directions. We denote this quantity by σ̃cap, and it takes the form

σ̃cap ≡ π
(

µB
v2

1 − v2
esc

)2
[
−1−

(
v2

esc − v2
B

v2
1 − v2

B

)2

+
v2

esc + v2
B

v1vB
arctanh

(
2v1vB
v2

1 + v2
B

)]
. (2.24)

This is by no means a precise calculation, but the result is nonetheless quite useful,

particularly for exhibiting the parametric dependence of the capture cross section on

the binary configuration. The approximation breaks down most severely when v∞ is so

small that v1 ∼ vB, but it is quite effective for larger values of v∞. For the sun–Jupiter

system, we find σ̃cap = 7.9AJ for v∞ = 20 km s−1, where AJ is the cross-sectional area of

Jupiter. Full numerical integration over kinematically allowed angles gives σcap = 9.9AJ .

To illustrate the applicability of this approximation, we compare the approximate and

numerical results for several configurations in Table 2.2.
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rAB MB v∞ [km s−1] σ̃cap [AJ ] σcap(v1) [AJ ]

rSE ME 46.28 2.78× 10−6 3.50× 10−6

rSJ MJ 20.23 7.133 9.074

rSN MN 8.436 0.732 0.924

rSE MJ 46.15 0.263 0.335

rSJ MN 20.28 2.19× 10−2 2.77× 10−2

rSN ME 8.439 2.51× 10−3 3.16× 10−3

rSE MN 46.26 8.10× 10−4 1.02× 10−3

rSJ ME 20.29 7.52× 10−5 9.47× 10−5

rSN MJ 8.417 238 303

Table 2.2: Approximate and numerically averaged cross-sections for several configura-
tions of object B. In each case, the velocity v∞ of the incoming object is fixed such
that v1 = 1

2vmax, where vmax is the maximum velocity with non-zero capture cross sec-
tion (see text). This is chosen only as a representative velocity for typical captures.
The subscripts E, J , and N refer to Earth, Jupiter, and Neptune, respectively. For
X ∈ {E, J,N}, MX denotes the mass of the planet X, and rSX denotes the distance
between the Sun and the planet. The approximate cross section σ̃cap slightly underesti-
mates σcap by a consistent factor across configurations with widely varying parameters.
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We can further directly obtain the differential cross section for a fixed specific

energy transfer ∆E ≡ ∆EC/MC . Since the potential energy is nearly the same imme-

diately before and after the close encounter, we have ∆E ≈ 1
2(v2

2 − v2
1), and thus we

need only substitute v2(E2) for vesc in Eq. (2.22). This gives the total cross section to

final states with specific energy below E2. Differentiating the resulting expression with

respect to E2, and writing U(ε) = −µA/rAB − µB/rclose(ε), we find

dσcap(v1)

dE2
=

16πµ2
B [E2 + U(ε)]

v′41
(
v2

1 − 2 [E2 + U(ε)]
)3 ×

[
v2
B

(
2v′21 + vB · v′1

)
+
(
v′21 − 2 [E2 + U(ε)]

) (
vB · v′1

)]
, (2.25)

as long as R(v1, E2) < rclose(ε). Otherwise, while the desired specific energy transfer may

not be kinematically prohibited, it cannot be attained by a two-body encounter with

the specified value of ε. We can approximate the directional average of this expression

by starting instead with Eq. (2.24), which yields

dσ̃cap(v1)

dE2
=

πµ2
B

(E2 − E1)3

[
1 +

E2 − E1

2[E1 − U(ε)]− v2
B

− E1 + E2 − 2U(ε) + v2
B

2vB
√

2[E1 − U(ε)]
arctanh

(
2vB

√
2[E1 − U(ε)]

2[E1 − U(ε)] + v2
B

)]
. (2.26)

Our computations thus far neglect the possibility of collisions with object B.

In principle, it is possible that collisions also contribute to captures for compact objects

such as light black holes. However, the relevant physics is quite different: energy is

lost dissipatively by deformation of object B. For most cases of interest, the capture

cross section is much larger than the collision cross section, but it is a simple matter to

compute and subtract the latter if desired. The eccentricity e′1 and semimajor axis a′1
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of the two-body hyperbolic orbit in the frame of object B are given by

e′1 =

√
1 +

b2v′41
µ2
A

, a′1 = − b√
e′21 − 1

. (2.27)

Then the pericentre is given by rmin = a′1(1− e′1), or

rmin =

√
µ2
A + b2v′41 − µA

v′21
. (2.28)

Requiring rmin > rB, we obtain the condition

b > bmin ≡
1

v′1

√
2µBrB + (rBv′1)2. (2.29)

The set of impact parameters leading to collisions is, of course, also a circle. We can now

write the cross section for captures without including collisions by simply subtracting

the area of intersection of the two circles from our prior result. This is given by

σint = −
[

1

2
(−bc +R+ bmin) (bc +R− bmin) (bc −R+ bmin) (bc +R+ bmin)

]1/2

+

R2 arccos

(
b2c +R2 − b2min

2bcR

)
+ r2 arccos

(
b2c + b2min −R2

2bcbmin

)
. (2.30)

In general, σint can be subtracted from σcap to exclude collisions from the cross section.

For our present purposes, we neglect the possibility of collisions altogether, so we do

not carry out this subtraction in our subsequent results.

We can now use the capture cross section in Eq. (2.24) to estimate the capture

rate of test particles with velocity v∞ far from the binary system. First, however, it is

necessary to convert σcap(v1) to the cross section σcap(v∞) pertinent to the rate calcu-

lation. The relationship between v1 ≡ ‖v1‖ and v∞ ≡ ‖v∞‖ is specified by Eq. (2.13).

But the arrival direction of object C at object B is also influenced by acceleration due
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to object A, so the relationship between v1 and v∞ has a non-trivial angular depen-

dence. However, we expect this effect to have only a small impact on the directionally

averaged cross-section: any modifications to λ1 must disappear from the time-averaged

cross section by azimuthal symmetry, so the sole effect of such deflection is to change

the distribution of inclination angles β1 of incoming objects. We are already treating

this distribution crudely by integrating over non-physical arrival angles in Eq. (2.24),

so we neglect this additional deflection, assuming that v1 ∝ v∞.

With this assumption, we can write σcap(v∞) = σcap(v1(v∞)). Now, given a

distribution function f(v∞) for the velocity at infinity, the capture rate can be estimated

as n 〈σcapv〉, where n is the number density of objects and the velocity-averaged cross

section is given by

〈σcapv〉 =

∫
d3v∞ f(v∞)σcap(v∞)v1(v∞). (2.31)

Note the appearance of v1 in place of v∞, accounting for the gravitational focusing

factor v1/v∞.

This formalism also lends itself well to describing the orbital parameters of

captured objects. Since we have obtained v2 explicitly as a function of the impact

parameter, we can readily compute the specific orbital energy E and specific angular

momentum L of the captured object as

E2 =
1

2
v2

2 + U(ε), L2 = ‖rAB × v2‖ , (2.32)

whereupon the eccentricity e and semimajor axis a of the captured object’s orbit take

the form

e =

√
1 +

2E2L2
2

µ2
A

, a = − µA
2E2

. (2.33)
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The resulting expressions are algebraically complicated but are nonetheless tractable,

and in closed form. Obtaining the full distributions of orbital parameters is analytically

challenging, but readily performed semi-analytically: uniformly sampled points in the

(b, φ) plane can now be converted to orbital parameters. In particular, we can evaluate

ē and ā by numerically integrating over initial configurations which produce captures,

i.e., over the circle described by Eq. (2.20).

For an analytical estimate, we can translate Eq. (2.26) to an approximate

differential cross section with respect to a, using

dσ̃cap(v1)

da
=
µA
2a2

dσ̃cap(v1)

dE2
, (2.34)

and thus obtain a probability distribution for a as a function of v1. The binary is

assumed to be circular, with fixed separation rAB, and the captured orbit must cross the

trajectory of object B, so we impose a lower cutoff a > rAB. The resulting distribution

is sharply peaked at small a, but does not have a well-defined mean. For comparison

with numerical results, it suffices to evaluate ā considering only captured orbits with

a < amax. We denote this approximate mean by ã. For instance, for the sun–Jupiter

system with v∞ = 20 km s−1, taking amax = 120 au gives ã = 15.5 au. This result is

comparable to that described in fig. 5 of Ref. [79], although note that the latter gives

an approximate result computed only for a fixed value of β1. Alternatively, one can

compute the median value of a, which is analytically challenging but readily performed

numerically. For the aforementioned Solar system configuration, we estimate the median

semimajor axis of captured objects at 13.7 au. The distribution of Eq. (2.34) is also in

excellent agreement with numerical experiments, as we shall see in Section 2.3.3.
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Estimating the eccentricity after capture is substantially more complicated,

since the specific angular momentum is independent of the specific energy after capture.

There is no obvious geometric structure to the final angular momentum, in contrast to

the circular regions we have identified for the final energy, and in general, the average

over arrival angles must be performed numerically. However, we can exploit the semima-

jor axis distribution to make a simplistic estimate, as follows. Generally ā > rAB, but

the orbit of object C after capture must cross the orbit of object B. Thus, given a value

of a, there is a minimal eccentricity emin(a) needed to ensure that the perihelion of C

lies within the orbit of B, i.e., a(1−e) < rAB. Saturating this condition gives the lowest

possible eccentricity for a capture with a given value of the semimajor axis. In general,

highly eccentric captures are possible at the extremes of the parameter space. Thus,

for a first estimate of the orbital parameter distribution, we assume that eccentricity is

uniformly distributed on (emin(a), 1) for fixed a. That is, we take

d2σ̃cap(v1)

dade
=

dσ̃cap(v1)

da

Θ(1− e) Θ(e− emin)

1− emin
, (2.35)

where Θ is the Heaviside function. While crude, this is in reasonably good agreement

with eccentricities extracted from numerical experiments, as we shall demonstrate in

Section 2.3.3. We define a typical eccentricity ẽ(a) as the mean of the corresponding

uniform distribution at fixed a, i.e., ẽ(a) = 1
2(1 + emin).

We now pause to compare our results to those of Ref. [79] more generally.

Figure 4 of that reference shows impact parameters leading to capture for several values

of the orbital phase λ1, similar to our Fig. 2.4. While the shape and position of each

capture region is generally comparable to the circular region of Eq. (2.20), there is clear
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distortion away from a circular shape. This is presumably due to one or both of two

effects. One is our neglect of angular deflection between v∞ and v1, but another is the

definition of the impact parameter—and while the consequences for the capture rate

are ultimately insignificant at the order-of-magnitude level, it is nonetheless important

to understand the distinction between the two definitions.

Our formalism relies on the premise that the close encounter between objects

B and C can be treated as a two-body encounter. Thus, working in the frame of object

B, there is a natural definition of the impact parameter, which we temporarily denote

by b′: it is simply the vector of closest approach between B and the ray x′C
∣∣
t=0

+ v′1t

over all t. This is equivalent to the vector of closest approach between B and C in the

absence of any interaction. The vector b′ is orthogonal to v′1, but notice that it is not

orthogonal to v1, the initial velocity in the frame of object A. The impact parameter in

the frame of A has a different meaning. Indeed, in general, the magnitude of the impact

parameter, as defined via the closest approach of the initial velocity ray to the second

object, is only invariant between frames in which the initial velocities of B and C are

parallel. The frame of B is of course such a frame, but the frame of A is generally not.

This means that any statements involving the impact parameter require us to

specify the choice of frame. For our purposes, there are two relevant statements with

such a dependence. One statement is the relationship of Eq. (2.14) between the impact

parameter and the deflection angle Ψ. This is formulated in the two-body problem,

where the impact parameter is specified in a frame where the velocities are parallel.

Thus, for calculation of the deflection angle, we must use the impact parameter b′, as

calculated in the frame of B, and not its equivalent in frame A. The other statement
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concerns the relationship of the impact parameter to the cross section. Ultimately, the

set of impact parameters that result in capture forms a region in the plane orthogonal

to velocity whose area is the capture cross section. While the total cross section is the

same between the frames of A and B, the impact parameters are not, and thus, the

shape of the capture region must transform in a complicated way to compensate.

We have checked that defining the impact parameter in the frame of A produces

regions in the impact parameter plane that more closely resemble the non-circular shapes

of Ref. [79]. In Section 2.3.3, we numerically validate our analytical prescription, and

show that the capture regions are indeed circular under our stated assumptions and

conventions.

2.3.2 Estimating the ejection rate

In two-body dynamics, a pair of gravitationally bound objects remain bound

forever. This is not the case in a three-body system for exactly the same reason that

capture of the third body is possible: since the system is time-reversal invariant, the

same process can take place in the opposite direction. A close approach between two

bodies in a three-body bound system can transfer energy between them and lead to

ejection of one of the two bodies from the system.

Unfortunately, estimating the rate of ejection from first principles is very chal-

lenging. As Ref. [85] explains, the complicated dynamics of the three-body system mean

that the orbital configurations are constantly changing in an unpredictable fashion. The

most reliable estimates of ejection time-scales come from direct numerical simulation of

such systems, and even these are difficult to execute reliably over the potentially long
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time-scales involved. However, short of such a calculation, it is nonetheless useful to

have an order-of-magnitude estimate of the lifetime of bound orbits under particular

conditions. In the present context, our interest lies in estimating the statistics of the

population of captured particles across a variety of systems without expensive simula-

tions, so it is useful to at least understand the basic dependence of the ejection rate on

binary parameters.

In practice, ejection time-scales are often estimated using simplified Monte

Carlo algorithms based on Öpik theory [95–98] instead of full numerical simulations,

an approach known as the Öpik–Arnold method [99]. In our framework, since we can

estimate the relevant cross-sections analytically, we can perform a semi-analytical ana-

logue of the Öpik theory estimate without any actual simulation. Since this approach is

fundamentally rooted in the same approach as Öpik–Arnold codes, we first review the

typical algorithmic method.

The Öpik–Arnold estimate of the ejection rate relies on the assumption that

the ejection process is driven by close encounters. The problem can then be decomposed

into two parts: (1) determining the rate of close encounters, and (2) determining the

outcome of each close encounter as it affects the orbital parameters of the captured

object. Ref. [95] estimates the time-scale between close encounters as a function of the

orbital parameters of both objects, providing a solution to the first part of the problem.

The second part can be approached iteratively via a Monte Carlo algorithm, randomly

choosing an impact parameter for each close encounter and determining the new set

of orbital parameters. While the algorithmic estimate is not in perfect agreement with

numerical integration, it is capable of giving an inexpensive order-of-magnitude estimate
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of the ejection time-scale (see Ref. [87] for an extensive discussion).

However, despite the simplicity of the Öpik–Arnold algorithm, it is inherently

stochastic and iterative. This makes it difficult to produce straightforward analytical

estimates of the ejection time-scale without a computational implementation. Thus, the

primary advantage of the algorithmic approach is that it is much faster and simpler to

implement than full numerical integration. For our purposes, however, we would like to

have an order-of-magnitude estimate of the ejection rate that can be written in closed

form, or at least evaluated semi-analytically. Our explicit algebraic results derived in

the previous subsection make such a simplistic estimate possible, under the following

assumptions:

1. ejection of object C is driven by close encounters, and

2. close encounters take place mainly with object B.

Note that since the initial orbital parameters of object C are determined during a close

encounter with object B, its initial orbit includes the point of the close encounter. It

follows that the orbit of object C crosses the orbit of object B, at least initially, justifying

our second assumption.

There are now two strategies one could use to estimate the ejection time-scale.

The first is to follow essentially the same strategy as the Öpik–Arnold algorithm, but to

use semi-analytical averages rather than iterative Monte Carlo computations. In partic-

ular, in the limit that there is a large number N of close encounters prior to ejection, the

specific energy transfer ∆E can be treated differentially, writing dEC/dN = 〈∆E〉|EC .

In principle, using the differential cross section in Eq. (2.26), one can explicitly evaluate
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Figure 2.4: Outcomes of close encounters with Jupiter as determined by numerical
integration, with v∞ = 20 km/s, β1 = π/3, and two values of λ1: in the left panel,
λ1 = 0, and in the right panel, λ1 = π/2. Each point represents an independent
simulation with a different impact parameter. Points are shown in the plane of the
impact parameter orthogonal to the velocity v′1, i.e., from the perspective of object
C in the frame of object B. The angular coordinate is fixed by the prescription in
Section 2.3.1. Red points indicate capture of object C, and gray points indicate that
object C was unbound after departing from the close-encounter region. Orange points
indicate that object C would have been captured if Jupiter were replaced by a point
mass, but instead suffered a collision. Blue points indicate collisions that would not
yield captures even if Jupiter were compressed to a point. The solid circle shows the
analytical prediction of the capture region in Eq. (2.20), and the dashed circle shows
the prediction of the collision region in Eq. (2.29). Compare with fig. 4 of Ref. [79].
Note that in the bottom panel, the red points are shifted very slightly to the left of the
analytical prediction. This shift is in the direction of the sun and signals the presence
of tidal forces.
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〈∆E〉|EC , integrate this separable differential equation, and then solve EC(Nej) = 0 to

determine the number Nej of close encounters required to produce an ejection event.

Once EC(N) is obtained in closed form, one can approximate the time-scale between

close encounters as a function of EC , and integrate on N ∈ (0, Nej) to finally estimate

the ejection time-scale.

While certainly possible numerically, this process is algebraically formidable,

and thus offers no great advantage over the Öpik–Arnold treatment for an order-of-

magnitude estimate. We therefore choose radical acceptance of our limitations, and

propose an alternative method for an even simpler estimate of the ejection time-scale.

While the orbital parameters of object C certainly change significantly over the life-

time of the bound configuration, we make the following assumptions in addition to the

previous two:

3. most close encounters do not substantially change the ejection cross section in

subsequent orbits, and

4. most encounters at distance r1 do not substantially change the time between

subsequent close encounters at distances r � r1.

We caution that these assumptions are almost certainly flawed in most cases, but they

may nonetheless suffice for a very simplistic parametric estimate.

The value of these approximations, on the other hand, is significant: taken

together, they imply that we may ignore all close encounters except those which lead

directly to ejection. Given the ejection cross section, we can then use the same Öpik

formalism to estimate the rate of such close encounters, and thus produce an estimate
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of the ejection rate. In principle, neglecting distant encounters is not all that different

from what is typically done in Öpik–Arnold codes, which themselves neglect encounters

falling beyond the influence radius of object B: implementations of the algorithm often

include an enhancement factor alongside the cross section of the sphere of influence

to account for the aggregate effects of such distant encounters. We do the same to a

somewhat greater extent, as we will detail shortly.

Now all that remains is to compute the ejection cross section σej. Fortunately,

this much is easy in our formalism. The ejection cross section is simply the cross section

for a close encounter with object B in which the energy exchange is large enough that

object C becomes unbound, but apart from the amount of energy to be transferred,

this is identical to the capture cross section, and we can thus use the same technology

to compute the ejection cross section. In particular, Eq. (2.24) holds in identical form,

with v1 replaced by v2, the speed of object C immediately after the close encounter

leading to capture.

To implement this calculation, we follow the Öpik-theory estimate of the close

encounter time-scale as presented by Ref. [87]. With non-canonical units restored, the

close encounter rate is given by

dN

dt
=

(
vB
√
rAB

2π

)
KWτ2

πSWxr2
ABa

3/2
. (2.36)

Here τ is the length associated with the encounter cross section, i.e., σ = πτ2; a is the

semimajor axis of object C; W is the approach speed, analogous to v1 in the capture

case; Wx is the component of W parallel to rAB; and K is the enhancement factor to the

cross section mentioned previously, whose value we will address shortly. We determine
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W and Wx following Ref. [87],1 and we likewise set S = max (sin i, τ/rAB), where i is

the orbital inclination of object C.

We assume that the orbital parameters of object C change rapidly enough on

the time-scales of ejection that we may average over i. The average can be performed

explicitly in terms of elliptic integrals, and since we may safely assume that σ � r2
AB,

the result simplifies to

R̃ej '
Kv2

Bσ̃ej

2π5/2r
3/2
ABa

3/2
√
Wx

×
{

2
√
ξ − κ− arctan

(√
ξ

κ−

)
− κ+ arctan

(√
ξ

κ+

)
+

i

[
κ− arctanh

(
κ+

κ−

)
+ κ+ arctanh

(
1 +

ησ̃ej

2πr2
ABκ

2
+

)
− 2iκ+

]}
, (2.37)

where for brevity we define

η =
√
a(1− e2)/rAB, ξ = 3− rAB/a, κ± =

√
−ξ ± 2η. (2.38)

The ejection cross section can be written explicitly as

σ̃ej = π

(
2MBrAB

5MA

)2
[
−1−

(
v2
BrAB − 2µA

2v2
BrAB + µA

)2

−

v2
BrAB + 2µA

vB
√
µArAB/2

arctan

(
2vB
√

2µArAB
µA − 2v2

BrAB

)]
. (2.39)

Taken together, Eqs. (2.37) to (2.39) allow for an analytical estimate of the ejection

rate. We can certainly average the ejection rate over a and e values using the joint

distribution of Eq. (2.35). However, by simply substituting ã and ẽ(ã) for a and e, we

obtain a crude but closed-form estimate for the typical lifetime of a captured orbit in a

given binary system.

This estimate should be understood as an estimate of the mean of some dis-

tribution of lifetimes of captured orbits. The shape of this distribution reflects our

1Note that Ref. [87] denote our W and Wx by U and Ux. We use W to avoid confusion with U(ε).
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assumption that close encounters can be treated as a Poisson process: if this were ex-

actly true, the distribution of lifetimes T would be exponential, with the probability

distribution f(T ) = Rej exp (−RejT ). This is potentially complicated by the effects of

other close encounters: in principle, as in the Öpik–Arnold approach, the trajectory of

a typical capture is influenced by several other close encounters before the one which

leads directly to ejection. If ejection is modelled as the cumulative outcome of some

N close encounters, each of which takes place with a comparable time-scale T1, then

the lifetime is distributed as a sum of N exponentially distributed random variables,

i.e., according to the Erlang distribution E(N,T−1
1 ). Thus, the shape of the lifetime

distribution is a key test of our simplistic ejection model: an exponential distribution

is compatible with our assumptions, while a more general Erlang distribution signals

the non-trivial involvement of multiple close encounters. In Section 2.3.3, we will see

that the distribution of lifetimes in numerical experiments is well-fit by an exponential

distribution, justifying the assumptions of this subsection.

With a complete estimate in hand, we can now compare to numerical bench-

marks to estimate an appropriate value for K. We will carry this out in detail in

Section 2.3.3, but for the moment, we note that K ∼ 25 is appropriate for order-of-

magnitude estimates. As expected, this is somewhat larger than the value K ∼ 10

preferred by Öpik–Arnold codes to account for encounters lying beyond the influence

radius.

Having developed a set of analytical approximations for the rates of capture

and ejection, we now turn to the properties of the equilibrium population: in the limit

of long times, what is the expected number of captured objects bound to object A? In
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equilibrium, the ejection rate balances the capture rate. Now, if the captured objects

do not interact among themselves, then the capture rate is independent of the number

of captured objects, while the ejection rate is proportional thereto. Thus,

N = Rcap/Rej. (2.40)

We can thus estimate N by Ñ ≡ R̃cap/R̃ej for fixed v∞. If the population of free objects

interacting with the binary has a distribution f(v∞), then we can average over the

population and write

〈Ñ〉 = n∞

∫
dv∞ f(v∞)

σ̃cap(v∞)v1(v∞)

R̃ej(v∞)
, (2.41)

where n∞ is the number density far from the binary. In general, this integral must

be performed numerically. Nonetheless, this procedure allows for a rapid order-of-

magnitude estimate of the equilibrium number of captured objects.

To demonstrate, we apply this method to the capture of particle dark mat-

ter with no non-gravitational interactions. This scenario has been studied extensively

for the case of the solar system [88–90, 92], so we likewise make an estimate for the

sun–Jupiter system. We can make a simple semi-analytical estimate using an isotropic

Boltzmann distribution for f(v∞), i.e., neglecting the dark matter wind. Such a dis-

tribution has the form f(v∞) ∝ v2
∞ e−v

2
∞/v

2
0 , so that f(v∞) ∼ v2

∞/v
3
0 at low velocities,

with an exponential cutoff for v∞ & v0. Note that v0 for the local dark matter distribu-

tion is much larger than the orbital speed of Jupiter, so the low-velocity tail dominates

the capture rate. We can numerically evaluate Eq. (2.41), taking σ̃cap from Eq. (2.24),

v1(v∞) from Eq. (2.13), and R̃ej from Eq. (2.37). Taking an rms velocity of 220 km s−1

for the dark matter particles, we find 〈Ñ〉 ' (0.1 au3)n∞. Compared to the number den-
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sity n∞ in the spherical volume within Jupiter’s orbit, this corresponds to an O(10−4)

enhancement. This is reasonably consistent with detailed simulations by Ref. [92], who

finds that the density enhancement at Earth is sub-per cent.

2.3.3 Comparison with numerical integration

In the previous subsection, we obtained analytical results for the capture cross

section, and semi-analytical results for the distribution of orbital parameters. These

results are only reliable within the context of the stated approximations, and it is thus

important to compare them with numerical results to be assured of their validity in the

regimes of interest. We will begin our numerical analyses with the sun–Jupiter system,

since this system has been extensively studied by prior authors, and thus serves as a

well-understood benchmark.

We numerically integrate the equations of motion using the mercurius inte-

grator [100] via the publicly-available Rein:2011uw code [101, 102]. In each simulation,

we configure the three bodies A, B, and C according to fixed values of λ1, β1, and v1.

We set the initial position of object C in the frame of object B, offset by a vector of

length rclose(ε = 0.1) in the direction of −v′1 and by an orthogonal vector b. In the

following, we shall describe b as a 2d vector in the plane orthogonal to v′1. We always

fix v∞ and derive v′1 from Eq. (2.13) to avoid unphysical speeds.

We begin with the dynamics of captures. Our first goal is to confirm our

statements regarding the shape of the capture region in the plane of the impact pa-

rameter b. To that end, we configure simulations with varying impact parameter b,

and for each such configuration, we test whether C becomes bound to the sun before
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leaving the close-encounter region. We diagnose a capture trajectory as one for which

object C is initially free, i.e., E1 > 0, and for which object C becomes bound to object

A at some later time, i.e., 1
2v

2
C − µA/rAC < 0 in the frame of object A. Figure 2.4

shows the results of our numerical simulations for the same parameters used in fig. 4 of

Ref. [79], demonstrating excellent agreement with our analytical predictions. Note that

the impact parameter used in Fig. 2.4 is defined as in Section 2.3.1. As a benchmark,

the capture cross section for objects with v∞ = 20 km s−1 and inclination β1 = π/3 is

4.8AJ , where AJ is the cross-sectional area of Jupiter. This agrees with the result of

Ref. [79], who finds this cross section to be “roughly five times the area of Jupiter.”

We compare analytical predictions of the orbital parameter distributions to

numerical results in Fig. 2.5. The analytical semimajor axis distribution is in good

agreement with numerical results. Our estimate of the eccentricity distribution is very

crude, based only on heuristic arguments, but it nonetheless traces the essential behavior

of the numerical results. We stress that these orbital parameters are not time-invariant,

but evolve after the capture. This is a key difference between two-body and three-body

dynamics. Figure 2.5 shows the orbital parameters only immediately after capture.

Finally, we test our prediction of the ejection time-scale against numerical in-

tegration. For the sun–Jupiter system with v∞ = 20 km/s, our prescription estimates

the typical ejection time-scale at 1/R̃ej = (3.0× 107 yr)/K. We determine the mean

ejection time-scale numerically by integrating an ensemble of initial conditions, ran-

domly sampled with isotropic arrival directions and with impact parameters sampled

uniformly in the plane orthogonal to v′1. As in Fig. 2.4, we include impact parameters

that lie outside the capture region according to our analytical prediction, but we discard
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Figure 2.5: Top: distribution of semimajor axes immediately after capture by the sun–
Jupiter system for v∞ = 20 km/s. The histogram shows the distribution extracted from
an ensemble of simulations (see text for details). The red line shows the prediction
of Eq. (2.34). Bottom: distribution of eccentricities. The solid red line shows the
prediction of Eq. (2.35), marginalizing over a.
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Figure 2.6: Distribution of capture lifetimes (i.e., time from capture to ejection) in an
ensemble of 2500 simulations in the sun–Jupiter system with v∞ = 20 km/s. The red
curve shows an exponential distribution with the estimated ejection rate of Eq. (2.37)
(K = 25).

all configurations which do not result in capture of object C. We integrate forward in

time until object C is ejected. This ensemble of simulations gives the mean ejection

time-scale as t̄ej ' 1.2× 106 yr, suggesting K ∼ 25, as noted in Section 2.3.2. A very

small number of initial conditions lead to long-lived captures that are not ejected within

the running time of our simulations, and the impact of these points in our subsequent

analysis is negligible.

It is certainly encouraging that our analytical estimate can reproduce numerical

results with a value ofK only anO(1) factor larger than that used in Öpik–Arnold codes.

A larger value of K is expected, of course—our analytical estimate neglects contributions

from a larger set of close encounters than are neglected in the Öpik–Arnold approach.

Nonetheless, a dramatically larger value of K would signal the failure of our method to

account for most of the dynamics relevant to ejection. Moreover, we verify in Fig. 2.6
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that our estimated ejection rate, interpreted as the rate of an exponential distribution,

produces a good fit to the entire distribution of lifetimes extracted from simulations. As

discussed in Section 2.3.2, if the dynamics of ejection were not dominated by a single

close encounter, we would expect a more general Erlang distribution rather than the

simple exponential distribution seen here.

However, our main goal is to produce an estimate of the ejection time-scale

that remains valid across a wide variety of systems. Thus, the real test of our result

is the extent to which a fixed value of K can be used to obtain an order-of-magnitude

estimate of the ejection rate not only in the sun–Jupiter system, but in binaries with

different mass ratios and semimajor axes. Indeed, even in the sun–Jupiter system, a

single value of K must be sufficient to predict the ejection rate for objects captured

with many values of v∞.

We thus vary these parameters and compare the outcomes of numerical simu-

lations with the analytical prediction, with the results shown in Fig. 2.7. Some of the

behavior in these results is easy to understand: in particular, the MB dependence can

be estimated by the impact on the ejection cross section. Näıvely, increasing the mass

MB of the companion increases the ejection cross section as σej ∼ M2
B, comparably

decreasing the ejection time-scale. On the other hand, the dependence of the analytical

estimate on rAB and v∞ is much more complicated. Note that even the MB dependence

is not as straightforward as our heuristic argument would suggest, because the orbital

parameter distribution of captured objects also has non-trivial MB dependence. Thus,

even for this case, we must rely on the numerical results to benchmark the analytical

calculation. Figure 2.7 shows that Eq. (2.37) provides an excellent order-of-magnitude
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estimate of the ejection time-scale, generally lying within a factor of 2 of the numerical

mean.

Finally, we note that for some parameter values, the lifetime distribution is

sensitive to the approximations that we make in deriving the orbital parameter dis-

tributions. In particular, for small values of v∞, our formalism can fail to accurately

predict the distribution of semimajor axes after capture, resulting in disagreement be-

tween the analytical result and simulation outputs (see Fig. 2.7, bottom panel). This

is to be expected due to tidal forces. Our approach assumes that the capture is driven

by a close encounter, i.e., min rBC . rclose(ε) (see Section 2.3.1). But for small values

of v∞, the capture cross section becomes large, and in particular, it is possible that

√
σcap & rclose(ε). In this case, the close-encounter condition is not satisfied for all

impact parameters leading to capture, and our estimate of the orbital parameter dis-

tributions breaks down. A similar condition is produced by taking small values of rAB,

which causes rclose(ε) to shrink.

2.3.4 Compact object capture in different systems

In the previous subsections, we have outlined a simplified calculation of the

capture and ejection rates, and in particular, we have arrived at a relatively simple

estimate of the equilibrium population of captured objects. We now consider the classes

of systems which are most and least effective at capturing and retaining PBHs.

The equilibrium number of captured objects is shown in Fig. 2.8 as a function

of MA and RAB, for two fixed values of MB. In each panel, it is assumed that all of

the DM is in the form of PBHs with mass 10−13 M�. As long as the PBH mass is
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Figure 2.7: Mean ejection timescale for captured objects as predicted by Eq. (2.37) (red)
and in an ensemble of numerical simulations (black). Error bars show ±1σ bootstrap
confidence intervals. The gray regions show ±1σ quantiles for the lifetime distribution at
each point. In each panel, one parameter is varied with respect to the base configuration,
consisting of the sun–Jupiter system with v∞ = 20 km s−1. The top-left panel varies the
companion mass MB, the top-right panel varies the binary radius rAB, and the bottom
panel varies the initial speed v∞ of object C prior to capture. The analytical prediction
is shown for three values of K: 50, 25, and 12.5 from bottom to top. Each black
point shows the mean time to ejection after capture in an ensemble of simulations with
randomized initial configurations. Note that at very small values of v∞, and potentially
rAB, our prediction becomes unreliable (see text).
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Figure 2.8: Equilibrium number of captured PBHs as estimated in Eq. (2.41), assuming
all DM is in the form of 10−13 M� PBHs, shown as a function of the mass of the
heavier object in the binary (MA) and the binary separation (RAB). Note that the
PBH number density is inversely proportional to MPBH, so both panels can be recast
to other PBH masses by multiplication by 10−13 M�/MPBH. The left and right panels
fix MB = MJupiter and MB = 1 M�, respectively. In each panel, the dashed red curve
indicates Neq = 1. Note that Neq ∝ M−1

PBH in this regime. The nearly power-law
structure of the equilibrium number and the weak dependence on MB can both be
extracted from analytical arguments (see text).
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well below the masses of the objects in the binary, the equilibrium number captured

scales with their ambient number density, and thus, fixing the DM density, this means

that Neq ∝ M−1
PBH. The equilibrium number captured increases nearly as a power law

with the orbital separation of the binary and with the mass of the heavier object in

the system, but is only weakly dependent on the mass of the lighter object. We will

explain this behavior shortly. For the moment, we note that with all of DM in the form

of 10−13 M� PBHs, massive wide binary systems (MA & 102 M�, RAB & 100 au) would

typically host a large number of captured objects.

To understand the features of Fig. 2.8, we consider a simpler version of the

capture cross section. The capture cross section of Eq. (2.24) reflects the average over

incoming directions. At the order-of-magnitude level, it is analytically simpler to choose

a particular orbital phase and inclination angle and evaluate the capture cross section

for varying binary parameters. We choose the single configuration that maximizes the

energy loss, and thus the capture cross section, for high-velocity compact objects. To

identify this configuration, consider the kinematics of three-body captures. When the

PBH has a close encounter with object B, they can be treated as a two-body system,

and in particular the speed of recession of the PBH is equal to the speed of approach in

the frame of object B. Thus, the maximum energy loss takes place when the direction

of the PBH is reversed by the encounter in the frame of object A. This is only possible

when the PBH velocity before the encounter, v1, is parallel to vB, and the velocity

after the encounter, v2, is antiparallel to vB. Taking this directional configuration for

v1 and vB corresponds to fixing (λ1, β1) = (π/2, 0). This provides a useful reference

point for comparison between different systems. The resulting capture cross section
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takes a relatively simple form:

σcap(v∞) = π

(
MB

MA

)2

R2
AB ×

1 + 2ζ2
[
1−

(
2 + 2/ζ2

)1/2]

[
1− (2 + 2/ζ2)1/2

]4 , ζ =
vesc

v∞
. (2.42)

This expression can be simplified further in the regime relevant for captures:

σcap is maximized at ζ ≈ 0.37, and drops sharply for higher values of ζ, so the capture

rate is dominated by objects with ζ � 1. In this limit, the cross section simplifies to

σcap ' π
4 (MB/MA)2R2

ABζ
4. Further, the DM velocity distribution in Eq. (2.41) can

be considerably simplified for realistic systems. The capture rate is dominated by the

peak in the cross section at ζ ≈ 0.37, corresponding to O(1) values of v∞/vesc. In

turn, typical values of vesc are on the order of 10 km/s, far below v0 ≈ 220 km/s. Thus,

captures should be dominated by the low-velocity tail of the PBH velocity distribution,

which has the form

f(v∞) ' 4v2
∞√
πv3

0

(v∞ � v0). (2.43)

Finally, we fix the semimajor axis and eccentricity of the captured PBH’s orbit to

representative values a = 3RAB and e = 1−RAB/(2a) = 5/6. Together with Eqs. (2.41)

and (2.43), this enables a rapid estimate of the equilibrium population of captured

objects in a wide variety of systems. Taking MB �MA, the result is

Neq ' 0.9

(
0.65 + log10

MA
MB

3.7

)−1(
MA

1 M�

RAB
5 au

)3/2( v0

220 km/s

)−3(n∞ × 10−16 M�
0.3 GeV/cm3

)
,

(2.44)

where the base values for the parameters are chosen to be roughly representative of the

capture of objects of mass 10−16 M� by the Sun–Jupiter system, assuming they account

for the entirety of the local DM density. Strictly speaking, this is an estimate of an

91



upper bound on the capture rate, since the angles λ1 and β1 are chosen in the most

favorable configuration possible. Nonetheless, this serves as an informative estimate of

the capture rate at the order of magnitude level and applies to a wide range of systems.

Indeed, this result is a reasonably good match to the numerical results in Fig. 2.8,

overestimating the number of captured objects by about an order of magnitude.

PBHs at masses below ∼10−16 M� are strongly constrained by evaporation,

so this optimistic estimate indicates that capture in the Sun–Jupiter system is only

possible for PBH DM in a narrow mass range. Nonetheless, this estimate suggests that

if a substantial fraction of the DM is composed of PBHs with significant evaporation

luminosity, then it is possible that a bright point source could be found captured within

the solar system. Recently, Ref. [103] studied the potential implications of discovering

such a low-mass PBH nearby: since such an object would be actively evaporating,

the relationship between the object’s mass and evaporation rate would enable a direct

count of the number of dark-sector degrees of freedom. Our calculation suggests that

if a population of such objects were maintained for a sufficiently long time, then there

would be good prospects to find one close enough to be studied in this manner. However,

since such a measurement relies on the rapid evaporation of the observed PBH, such a

population would not be stable on cosmological timescales.

In the limit of asymmetric masses MB � MA, the equilibrium number of

captured objects is only very weakly dependent on the mass of the lighter object in

the binary. This is to be expected: in such a case, the cross sections for capture and

ejection both scale with M2
B. On the other hand, systems with larger MA and RAB

are much more efficient at capturing and retaining light PBHs. At the upper ranges
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of Fig. 2.8, a wide binary with a 100 M� central object and an orbital separation of

103 au has 〈Ñ〉 ∼ 103 for all of DM in the form of PBHs with mass 10−13 M�. Thus,

such a system has an O(1) probability of hosting at least one PBH in a bound orbit

if the PBH mass is below 10−10 M�. The capture rate of Earth-mass objects is very

low in all realistic binary systems, so such captured objects cannot account for OGLE

microlensing events. If instead DM is in the form of light PBHs with mass between

10−16 M� and 10−14 M�, as is allowed by current constraints, then such objects should

be commonly bound in systems only slightly heavier and wider than the Solar system.

2.4 Dissipative dynamics

The treatment of the previous section is limited to capture by three-body in-

teractions. We now turn our attention to capture by many-body interactions, which

are qualitatively distinct due to dissipation: such captures are not time-reversible.

When PBHs are captured around single objects, ejection is impossible. Even in multi-

component systems, dissipative captures are much less prone to ejection than their

few-body counterparts. Thus, even though the rates of dissipative captures are naively

much smaller, it is important to evaluate their contribution to the population of bound

objects.

2.4.1 Gas drag and dynamical friction

As an unbound object such as a planet passes through a gaseous environment,

its kinetic energy is dissipated via interactions with many gas particles, potentially

resulting in a capture [104]. A similar mechanism may lead to captures of certain types
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of compact objects. However, only a particular class of compact objects are subject to

the usual physics of gas drag. As usually treated, gas drag presumes that the object

efficiently displaces gas in its path, but this is not the case for dark compact objects

such as PBHs.

A black hole will still accrete gas particles in its path, which will reduce the

object’s specific kinetic energy. However, this effect is suppressed by the very small

geometric cross section of the black hole. Including gravitational focusing, this cross

section is

σPBH = π

(
2GMPBH

c2

)2 (
1 +

c2

v2
rel

)
, (2.45)

where we have used the Schwarzschild radius rPBH = 2GMPBH/c
2. Now suppose that

a black hole with initial velocity v∞ transits through a spherical gas cloud of density

ρ and radius R, accreting a mass ∆MPBH ≈ 2ρRσPBH, and suppose that the accreted

gas particles are slow compared to the accreting PBH. At the end of the transit, the

potential energy is reduced by ∆UPBH ' −GMcloud ∆M/R due to the accreted mass.

Capture requires that the total mechanical energy becomes negative, and since the

accreted mass leaves the kinetic energy constant, the potential energy must decrease by

at least T∞ = 1
2MPBHv

2
∞. Taking vrel � c, and neglecting changes in the PBH velocity

due to accretion, we have

∆UPBH

T∞
' 32π3/2G3ρ2R2MPBH

v2∞c2 [3Gρ (v2∞ + 4πGρR2)]1/2
arctanh

[
2R

(
πGρ

3(v2∞ + 4πGρR2)

)1/2
]
.

(2.46)

For massive clouds with 4πGρR2 � v2
∞, this simplifies to

∆UPBH

T∞
' 10−13 ×

(
MPBH

M⊕

)(
R

105 au

)(
ρ

10−10 g/cm3

)(
v∞

220 km/s

)−2

. (2.47)
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Thus, even for densities and radii well in excess of those of typical gas clouds, simple

accretion is not an efficient energy loss mechanism for black holes.

However, black holes are still subject to dynamical friction, i.e., energy loss

due to gravitational interactions with the gas, and we now estimate the rate of captures

by this mechanism. First, consider a perturber of mass MPBH moving with velocity v in

the rest frame of a uniform gaseous medium with density ρ. Dynamical friction in this

scenario has beeen treated by Ref. [105], and previously applied to planet formation by

Ref. [106]. The frictional force on the perturber depends first on whether the relative

velocity is subsonic or supersonic. Recall that for an ideal gas with adiabatic index γ

and molecular mass mmol, the sound speed is given by c2
s = γkBT/mmol. In terms of

the Mach number M≡ v/cs, the frictional force is given by

FDF = −2πρG2M2
PBH

M2c2
s





log

(
1 +M
1−M

)
−M M < 1

log
(
1− 1/M2

)
+ 2 log

(
dmax

dmin

)
M > 1.

(2.48)

Here dmin is the distance of closest approach between gas molecules and the per-

turber, and dmax is the length scale of the wake left behind as the object traverses

the medium. For macroscopic objects, dmin is cut off by the size of the perturber it-

self. In our case, working with compact objects, the size of the perturber can be very

small: a black hole of mass 10−9 M� has a Schwarzschild radius on the order of 3 µm.

Depending on the black hole mass and gas density, the Schwarzschild radius RPBH

may be smaller than the typical spacing of the gas molecules, dmol ≡ (ρ/mmol)
−1/3 ≈

0.5 µm
[
ρ/(10−8 kg/m3)

]−1/3
[mmol/mH]1/3, where mH is the mass of Hydrogen. We take

dmin to be the larger of these two scales, dmin = max{RPBH, dmol}. We set dmax = vt a
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time t after the perturber enters the cloud, and we neglect times for which dmax < dmin.

Note that the dynamical friction force is proportional to M2
PBH, so the accel-

eration of the perturber is linear in the perturber’s mass. However, if the mass density

of PBHs is held fixed, the number density scales as M−1
PBH, so the capture rate should

be approximately independent of mass in this case. This independence is not exact due

to the weak logarithmic dependence on MPBH via dmin in the regime where the latter

is set by the Schwarzschild radius.

Now we specialize to a uniform spherical cloud of radius R, and assume that the

perturber travels through the center of the cloud. The energy lost over the course of the

encounter is ∆E =
∫ R
−R ds FDF(s), where s parametrizes the trajectory. Anticipating

that ∆E/E is small, we neglect any change in M, so the only r-dependence in FDF

comes from setting dmax = vt = s+R. Then the fractional energy loss is

∆E

E
=

8π2ρG2MPBHR

M4c4
s





log
(

1+M
1−M

)
−M M < 1

log
(
1− 1/M2

)
+ 2

[
log
(

2R
dmin

)
− 1
]
M > 1.

(2.49)

In the far subsonic and supersonic regimes, this reduces to

∆E

E
' 8π2ρG2MPBHR

c4
s





M−3 M� 1

2
[
log
(

2R
dmin

)
− 1
]
M−4 M� 1.

(2.50)

Note that M is bounded below due to acceleration by the cloud itself: an object with

v∞ > 0 will enter the cloud with velocity above Mmin ≡ [8πGρ/3]1/2R/cs.

A typical nebula has a number density of order 103 cm−3, an extent of at

most 1 pc, and a temperature T ∼ 104 K [107, 108]. The speed of sound is then

cs ≈
√

(5/3)kBT/mH ∼ 10 km/s for Hydrogen, while Mmin ∼ 0.09 for the same config-
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uration. Since Mmin � 1, we first consider the subsonic regime. In the subsonic limit,

the capture condition ∆E/E > 1 becomes M <Mcap ≡ 2
(
π2ρRG2MPBH/c

4
s

)1/3
, and

imposing Mcap >Mmin leads to the requirement

1 <
Mcap

Mmin
=

(
27π

8

GM2
PBH

ρc2
sR

4

)1/6

≈ 0.002

(
MPBH

1 M⊕

)1/3( ρ

103mH/cm3

)−1/6( R

1 pc

)−2/3( cs
10 km/s

)−1/3

. (2.51)

Thus, far-subsonic captures require unrealistically large masses, small system dimen-

sions, or low sound speeds. Note that as R, ρ → 0, although Mcap/Mmin becomes

large, Mcap vanishes, so small or low-density systems can only capture objects in sub-

sonic transits for an extremely narrow range of initial velocities.

In the supersonic limit, ∆E/E is suppressed by M4, so the most promising

regime for captures is the transonic regime, M ≈ 1. The dynamical friction force

peaks here, with a divergence at M = 1. The force in the transonic regime is well

approximated by taking FDF to be symmetric aboutM = 1 and expanding theM < 1

expression about that point. This gives

FDF ' −
2πρG2M2

PBH

v2

[
−1 + log

(
2

|M− 1|

)]
, (2.52)

with ∆E ' 2RFDF. In the transonic limit, one can solve for the maximal value of

|M− 1| leading to capture, finding

|M− 1| < 2 exp

(
−1− c4

s

8πρG2RMPBH

)

≈ 2 exp

[
−3× 1011

(
cs

10 km/s

)4( R

1 pc

)−1(MPBH

1 M⊕

)−1( ρ

103mH/cm3

)−1
]
. (2.53)

Thus, for any realistic parameter values, transonic captures are viable only for a van-

ishingly narrow range of initial velocities.
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Figure 2.9: Energy loss in transiting through a body as a fraction of the kinetic energy
at infinity, as a function of the PBH mass and velocity at infinity. Panels show three
benchmark cases with parameters of Earth, Jupiter, and the Sun. In each panel, points
below the black curve result in captures (∆E > T∞), and points to the right of the
orange curve destroy the target object (∆E exceeds the binding energy). The four
labeled points correspond to the following scenarios: (1) the transit neither captures
the PBH nor destroys the target; (2) the transit captures the PBH without destroying
the target; (3) the target is destroyed, and the PBH is bound to the system; (4) the
target is destroyed and the PBH remains free.

2.4.2 Collisions with stellar and planetary bodies

In the previous subsection, we have considered PBH capture by dissipation in

a gas cloud, where the geometric cross section is large compared to the three-body close

encounters of Section 2.3, but the typical energy losses are much smaller. However,

thus far, we have neglected a mechanism for large dissipative losses with a small cross

section: transit of a PBH through a planet or star. In this scenario, the PBH dissipates

energy by the same dynamical friction mechanism that drives losses in a gas cloud, but

the higher density of a planet or star leads to much more significant energy losses during

such a transit. We now consider the population of objects that would be captured by

this particular mechanism.
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The energy lost to dynamical friction in passing through a star or planet can

be computed by a similar procedure as in the previous section, but our treatment now

differs in two ways. First, since the typical parameter values are quite different from

those of gas clouds, we do not assume that the PBH velocity is constant throughout the

encounter. Instead, we compute the instantaneous energy loss by numerical solution of

the equations of motion. Second, since there may be observational implications, we are

motivated to consider the destruction of objects by the passage of PBHs in addition

to capture. We perform a simplified treatment of planet and star destruction: we say

that the target is destroyed if the energy lost by the PBH to dynamical friction, EDF,

exceeds the binding energy of the target, UG = −3GM2
target/(5Rtarget).

We study energy losses in three benchmark systems: Earth, Jupiter, and the

Sun. The results are shown in Fig. 2.9. For each of these cases, capture of a PBH

without destruction of the target is possible for sufficiently light PBHs with low initial

velocities, i.e., in region (2) of each panel. For higher initial velocities, the encounter

takes place withM� 1, and the dynamical friction force is suppressed. Similarly, large

PBH masses MPBH � Mtarget accelerate the target and guarantee a highly supersonic

encounter, so the energy loss at large PBH masses is negligible and capture is impossible.

Observe that in all three cases, destruction of the target requires MPBH &Mtarget: upon

collision, the kinetic energy of a PBH falling from rest is given by GMtargetMPBH/Rtarget,

which only exceeds UG if MPBH > (3/5)Mtarget. Thus, whenever destruction is possible,

the ratio of the PBH number density to the target number density is bounded above

by the ratio of their volume-averaged mass densities, nPBH/ntarget . ρPBH/ρtarget. This

factor in turn is O(100) for stars, which suggests that stellar destruction events take
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place on a timescale at most a factor of O(100) shorter than that for collisions of stars,

which are exceedingly rare. Given that the number density of planets is parametrically

close to the number density of stars, the maximum rate of destruction events in these

systems at first appears to be higher by a factor Mplanet/Mstar, but the geometric cross

section suffers a comparable suppression.

Thus, destruction events of any kind are rare. Explicit computation confirms

that the destruction rate is comparable across our three benchmark systems, and is no

higher than 10−26 s−1 for any PBH mass, well below the Hubble rate. Captures are also

extremely rare and do not occur in excess of 10−24 s−1. Captured objects can undergo

subsequent transits, which in principle enhances the destruction rate, but not above the

very low capture rate. Note that destruction by PBH encounters has been previously

considered by Ref. [109] in the context of luminous signatures of PBH collisions with

stellar and planetary objects, with qualitatively similar results. Stellar capture of DM

has likewise been studied previously e.g. by Refs. [110, 111].

2.4.3 Adiabatic contraction

A third possibility is that dissipation of gravitational energy of the gas itself

provides a mechanism for the capture of dark compact objects. As gas collapses during

star formation, the potential well deepens, and nearby objects can thus be captured—

not by a loss of kinetic energy, but by a reduction in potential energy. A key element of

the process is that as the gas density increases, the local DM density is gravitationally

enhanced, a process known as adiabatic contraction [112]. Thus, during the process of

star formation, DM particles—or equivalently, dark compact objects such as PBHs—can
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be efficiently captured.

This mechanism has been considered in detail by Ref. [113] for its effects on

the population of luminous evaporating black holes captured around stars, and more

recently by Refs. [48, 114, 115] in the context of stellar destruction. Following Ref. [114],

a gas cloud of density ρg and radius Rg captures a DM halo with density of order

ρbound ' ρDM ×
4π

3

(
6GρgR

2
g

3
2v

2
0

)3/2

, (2.54)

where v0 is the characteristic DM velocity dispersion of Eq. (2.2). Due to adiabatic con-

traction, the bound DM particles (compact objects) assume an equilibrium distribution

with a power-law profile ρbound(r) ∼ r−3/2. We assume that the extent of the bound

halo is the cloud radius R, so that the number density within any particular radius can

be readily calculated.

The baryonic gas that forms stars is at first found in giant molecular clouds,

with masses as large as 106 M� and radii as large as 10 pc [116]. These clouds frag-

ment and form many prestellar cores, with typical masses of 1–10 M� and typical radii

of 3000–6000 au [117]. Even for a dense system with a total mass of 10 M� and a

radius of 3000 au, with ρDM = 0.3 GeV/cm3, the density of bound DM is negligible,

ρbound ≈ 6× 10−7 GeV/cm3. This is mainly due to the sharp dependence on the veloc-

ity dispersion v0: if the system under consideration forms in a small DM substructure

with a small dispersion, then the bound density can be considerable. In particular, in

globular clusters, constraints can be derived from the absence of stellar destruction, as

in Ref. [114]. However, for a generic stellar system, capture due to adiabatic contraction

is negligible.

101



2.5 Discussion

In the preceding sections, we have studied several distinct mechanisms by which

PBHs can be captured in stellar systems. Some of these mechanisms give rise to bound

orbits which are potentially short-lived, ending in ejection from the system or accretion

into another body. Others produce stable, long-lived orbits, partially compensating

for smaller capture cross sections. We have also evaluated the rate of destruction of

planetary or stellar bodies by PBH encounters, and this is guaranteed to be negligible,

requiring fairly high PBH masses and thus low number densities.

The most interesting captures are those which give rise to clear observables.

More massive PBHs, particularly in the OGLE mass range, ∼10−6 M�, would be more

easily detected in extrasolar systems. Such PBHs are comparably massive to planets,

so any observable must discriminate between such light PBHs and planets of the same

mass. It is possible that such objects could be distinguished from planets based on

the absence of stellar occultations. Occultation events, in which a star is dimmed by

the transit of a planet, are a key non-gravitational signature used to detect planets

in exoplanet searches. If gravitational Doppler shifting is observed to occur with a

statistical excess compared to occultations, this would signal the presence of compact

objects that do not block light.

Still, this strategy can only be effective in a class of systems where the expected

number of captured objects is at least comparable to the number of planets. On the

contrary, our results indicate that the capture of such massive PBHs is exceedingly rare.

The rate of captures is suppressed by the number density of PBHs, which is very small
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even in the most optimistic cases. Even if objects with mass as low as 10−8 M� could be

reliably detected by gravitational means, and even if they accounted for 10% of the DM

density, the equilibrium values in Fig. 2.8 would still be suppressed by at least 10−6.

This implies that 〈N〉 � 1 even in the widest and most massive binaries, making this

an unlikely probe of the PBH population.

Rather, the capture rate is inevitably highest for DM composed of light PBHs,

in the open window in the constraints for 10−16 M� . MPBH . 10−12 M�. We have

shown that such objects can be frequently captured in realistic stellar systems, par-

ticularly massive wide binaries. However, in most such systems, it is improbable that

such a light object would produce a distinctive observable signature: objects with non-

negligible capture rates would be comparable in mass to asteroids or even lighter.

For these lighter objects, there are still two observables of interest. First,

there are potential implications for pulsar timing signatures. It is known that the

timing signature can be observably perturbed by short-lived PBH flybys [118]. In our

scenario, it is also possible to witness a short-lived capture. Here, a PBH has a close

encounter with a binary companion of a millisecond pulsar, and is captured into a

short-lived bound orbit before being ejected from the triple system. Such captures

are almost always short-lived because of the small semimajor axis of pulsar binaries,

and the cross section for such captures is extremely small. Indeed, the assumptions of

Section 2.3 are typically violated in such systems, and simulations suggest that the rate

is an order of magnitude smaller than the prediction of Eq. (2.22). Nonetheless, such

temporary captures would have a distinctive signature in pulsar timing. In particular,

the signatures and population statistics of pulsar planets have been studied previously
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in the astronomy community (see e.g. Refs. [119, 120]). A captured PBH would result

in the temporary appearance of a pulsar planet, which would vanish on the timescale

of O(1 yr) once the object is ejected.

Second, at the very lightest end of the allowed mass range, such black holes

would be actively evaporating today. Thus, systems which capture PBHs are a promis-

ing environment in which to search for PBH evaporation. As extrasolar systems are

probed by a new generation of telescopes as part of the rapidly accelerating exoplanet

program, it is possible in principle to see evidence of PBH evaporation using the same

instruments. PBHs at the lowest masses consistent with present-day constraints would

produce radiation at MeV energies and below, with significant emission even down to

optical wavelengths (see e.g. Ref. [26]). We conclude that the best prospect for the

observation of a captured PBH would be the detection of evaporation signatures by

an exoplanet search. However, at present, we can draw no additional constraints on

low-mass PBHs.
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Chapter 3

Direct detection

of primordial black holes

3.1 Introduction

Our discussion thus far has been largely concerned with black holes above

1014 g. This leaves the extremely light, microscopic black holes produced at lower

masses. We now turn to the viable scenarios and corresponding observables in this

mass range.

Such small black holes are expected to be unstable due to Hawking radiation:

they should completely evaporate within the lifetime of the universe. The evaporation

process has been used to draw constraints on the population of light black holes today

[28, 121, 122]. However, evaporation is not well-understood at masses of order the

Planck scale. It has been suggested that Hawking radiation in fact halts near this scale,

leaving a relic black hole of mass ∼MPl [123–126], and these relics could constitute
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the entirety of dark matter [127–129]. Such a relic would be almost completely inert,

interacting only via gravity, but with a mass far too small to be detected as an individual

object. From an experimental viewpoint, dark matter in the form of Planck-scale relics

is a “nightmare” scenario, in that dark matter is effectively a particle with no non-

gravitational interaction with the standard model. As such, it is extremely difficult to

constrain relic black holes as dark matter.

However, there is another possibility: suppose that such relic black holes were

electrically charged. Then these objects might be detectable by existing means. Inter-

estingly, as we will discuss here, there is reason to believe that relic black holes could

typically carry non-zero charge. The scenario is as follows: as the black hole evap-

orates, it emits charged particles of both signs, and it does so stochastically. Thus,

during the evaporation process, non-zero electric charges are generic. If evaporation is

cut off sharply at some mass scale of order MPl, the black hole might be frozen with

leftover electric charge of random sign. Alternatively, as we will also discuss, the impact

of the spontaneous charge itself on the black hole geometry may act as a stabilizing

mechanism. Regardless of their origin, we call such objects Charged Planck-scale Relics

(CPRs). In this chapter, we show that such objects, if they exist, would be detectable

terrestrially.

Generally, electric charges of order e are considered to be incompatible with

dark matter. However, experimental constraints on the charge of dark matter (e.g. in

the context of millicharged dark matter) are always placed on some combination of the

charge and mass of the dark matter species. In our case, we will be interested in objects

with a charge-to-mass ratio of order ∼ e/MPl. Such objects behave as dark matter
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in every respect: their self-interactions are dominated by gravity; their interactions

with standard model particles impart no appreciable change in their momentum; and,

since they must be extremely sparse due to their large masses, they have no impact on

baryonic dynamics apart from their bulk gravitational potential.

CPRs are similar to charged massive particles (CHAMPs [130]) in that they

possess integer-valued electric charges. CHAMPs have been studied as a dark mat-

ter candidate for decades, but direct detection prospects differ significantly between

CHAMPs and CPRs, due mainly to the difference in the typical masses of the two ob-

jects. CHAMPs are depleted in the galactic disk due to their interactions with magnetic

fields [131, 132], and a survey of other CHAMP probes by Ref. [133] yielded null results.

However, these results apply only to CHAMPs with masses below 108 TeV. We expect

CPRs to be found at ∼ 1016 TeV, well above this threshold, so the CHAMP literature

is largely inapplicable to our case.

The strongest cosmological constraint on the charge-to-mass ratio of dark mat-

ter comes from the CMB power spectrum [134], which requires

qDM . 2.24× 10−4
(mDM

1 TeV

)1/2
e. (3.1)

Our fiducial mass scale is MPl, for which this translates to qDM . 2.5 × 103e. This

constraint is thus also irrelevant for our scenario, in which, as detailed below, we predict

charges of order e. Indeed, as we will discuss, the cosmic censorship conjecture imposes a

much stronger constraint on the electric charge of Planck-scale black holes. Constraints

on qDM from terrestrial experiments are also ineffective at the large masses we consider.

Thus, there are two major motivations to search for CPRs experimentally.
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First, despite being electrically charged, CPRs could constitute the entirety of dark

matter if evaporation halts near the Planck scale. Second, even if CPRs constitute

only a small fraction of dark matter, the confirmed detection of even one such object

would be of incredible value to black hole physics: it would confirm that black hole

evaporation does indeed halt, and pave the way for the experimental study of quantum

gravity. Remarkably, the first constraints on the abundance of CPRs can already be

placed with existing experimental results, and future experiments offer the opportunity

to considerably tighten these bounds.

The structure of this chapter is as follows. In Section 3.2, we show how CPRs

can form, and quantitatively estimate their abundance given realistic formation sce-

narios. In Section 3.3, we study the interaction of CPRs with matter and evaluate

mechanisms for the terrestrial detection of CPRs. In Section 3.4, we derive constraints

from non-detection in existing experiments and project constraints that can be obtained

from proposed or upcoming experiments. We discuss the implications in Section 3.5 and

conclude in Section 3.6.

Unless otherwise indicated, we work in units with c = ~ = kB = G = 1, and

ε0 = 1/4π. In these units, the elementary charge e is given by
√
α ≈ 1/11.7. We take

MPl = (~c/G)1/2 = 1. In these units, a black hole with charge-to-mass ratio Q/M has

Q ≈ (Q/M)(11.7e). Additionally, note that e corresponds to “positive charge” in these

units.
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3.2 Evaporation and spontaneous charge

Ref. [135] showed that black holes radiate, or evaporate, as thermal blackbod-

ies. A black hole’s temperature is related to its surface gravity κ via T = κ/(2π),

and according to no-hair theorems [136], κ can only depend on three parameters: the

black hole’s mass M , electric charge Q, and angular momentum L. As a benchmark,

a Schwarzschild black hole (Q = L = 0) of mass M has temperature T = 1/(8πM) as

measured by a faraway observer. Since evaporation tends to discharge angular momen-

tum rapidly, a black hole with some initial spin is unlikely to have appreciable angular

momentum once it reaches the Planck scale. In particular, Ref. [137] showed that black

holes with mass below ∼ 1014 g today should have a spin parameter very near zero, so

the impact of angular momentum on the black hole metric should be negligible.

Thus, we will only consider non-rotating (L = 0) black holes with charge Q.

Such black holes are described by the Reissner-Nordström (RN) metric:

ds2 =

(
1 +

2M

r
+
Q2

r2

)
dt2 −

(
1− 2M

r
+
Q2

r2

)−1

dr2 − r2 d2Ω. (3.2)

The radial component of the RN metric diverges at two values of r, namely

r± = M ±
√
M2 −Q2. (3.3)

The outer horizon radius r+ defines the surface of the black hole for our purposes, and

thus plays an important role in determining the properties of particle emission. Note

that we only have two distinct horizons when Q < M . When Q = M , the black hole is

extremal, and its surface gravity vanishes. If Q > M , the black hole is super-extremal.

Such states are generally thought to be non-physical. We will discuss extremality in
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more detail in Section 3.2.3. The temperature of an RN black hole is given by

T =

(
M2 −Q2

)1/2

2π
(
M + (M2 −Q2)1/2

)2 . (3.4)

Hawking radiation has yet to be directly observed, due mainly to the fact that

all known black holes have large masses, and are therefore extremely cold. An astro-

physical black hole cannot form below the Chandrasekhar limit [138] of ∼ 1.4M�, for

which the corresponding temperature is T ∼ 4× 10−12 eV. Thus, the effects of Hawk-

ing radiation on astrophysical black holes are negligible even on cosmological timescales.

Since all known black holes are cold, with temperatures much lower than the masses

of any known massive particles, black hole evaporation is often treated by considering

only the emission of neutral massless particles. But in our scenario, we are interested

in black holes of primordial origin, which may form with much lower masses, and thus

radiate with much higher temperatures. Such black holes can produce massive charged

particles at an appreciable rate.

Since there is no need for such particles to be emitted in pairs of opposite

sign, a neutral black hole can spontaneously acquire an electric charge by emission of

a charged particle. On the other hand, a charged black hole is more likely to emit

particles of like sign [139], so the spontaneous charge of a sufficiently small black hole

fluctuates rapidly around neutrality. Ref. [140] studied the distribution of black hole

charges numerically, and found that if a black hole is small enough to emit charged

leptons rapidly, the equilibrium charge distribution is approximately Gaussian,

P (Q) ∼ exp
(
−4πα(Q/e)2

)
, (3.5)

with rms value of Q/e given by (8πα)−1/2 ≈ 2.34. The numerical calculations in that
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work show that if the product of the black hole mass and the emitted particle mass is

small in Planck units, then the rms value of Q/e increases to ∼6.

In our scenario, we envision that evaporation is halted near the Planck scale,

and that any remaining charge is thus “stuck” on the black hole, leaving a charged

Planck-scale relic (CPR). Of course, black hole evaporation is not well understood at

masses near the Planck scale, and the outstanding issues in the study of black hole

evaporation are beyond the scope of this work. Ultimately, we must neglect these

problems in order to study the basic plausibility of our scenario. However, we will first

review what the problems are, and discuss which ones can be ameliorated in our context

and which ones cannot.

The spontaneous emission of charge by black holes has been studied analyti-

cally, e.g. by Ref. [139], and one might hope that such analytical work could serve as

a guide for our study. However, such analytical techniques break down when the black

hole horizon becomes smaller than the emitted particle’s Compton wavelength. Thus,

we must retreat to numerical techniques. In the ultra-low-mass regime, near MPl, there

are several additional issues that confound an exact calculation of the charge distri-

bution. Of course, the behavior of gravity itself is poorly understood in this regime:

quantum gravity corrections should be significant, and it is not known how this in-

fluences the charge distribution. But even treating gravity as a classical background,

several problems remain.

The first problem is the treatment of backreaction from emitted charges on

the rate of subsequent emissions. The relevant quantity here is the timescale separating

distinct emission events. For massive black holes, with low temperatures, this timescale
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is quite long [140], and backreaction can be neglected. But for small black holes, the

emission rate is much higher, so it may be inappropriate to treat consecutive emission

events as independent processes. The nature of backreaction and its connection to black

hole stabilization is subject to ongoing discussion in the literature [see e.g. 141], and the

impact on the charge distribution is unclear.

The second problem is that as the mass becomes very small, the charge-to-mass

ratio becomes appreciable, and the impact of the charge on the black hole geometry

cannot be neglected. This is manifested most clearly in the case that Q ∼ 12e for a

black hole of M ∼ MPl, in which case the black hole is near-extremal: the charge-to-

mass ratio is nearly as great as possible, and the surface gravity of the black hole drops

nearly to zero. An exactly extremal black hole has a temperature of exactly zero, and

emits no thermal Hawking radiation. (It may still radiate athermally, as we will discuss

shortly.) The calculation of Ref. [140] assumed that Q/M � 1, a condition we may

very well violate in our scenario.

The third problem concerns the role of the electromagnetic coupling α. At

large black hole masses, the width of the equilibrium charge distribution in Eq. (3.5) is

sensitive to α. The calculation is perturbative, so it is critical that the back-reaction of

emitted particles on the metric should be higher-order in α. But this is not necessarily

the case at extremely small length scales. To make matters worse, the temperature

is also of order the Planck scale, meaning that the relevant value of α is subject to

renormalization all the way to the Planck scale, and thus is sensitive to potentially all

of BSM physics.

In light of all these issues, it is impractical to attempt a first-principles calcu-
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lation of the charge distribution of relic Planck-scale black holes. Thus, in this chapter,

we only perform an extremely naive estimate of the charge fraction as a plausibility

argument, and then outline how such massive charged objects could be detected.

3.2.1 Emission from black holes

Ref. [142] showed that for a species with charge q and mass m, the emission

rate at a frequency ω in each angular mode (`,m) and polarization p is given by

dN`,m,p

dt dω
=

Γ`,m,p(ω, T, qΦ)/2π

exp [(ω + qΦ) /T ]± 1
(3.6)

where Φ is the electrostatic potential at the surface of the hole (−Q/r+ in our case), and

Γ`,m,p is an absorption coefficient specific to that mode. The emission rate of Eq. (3.6)

has the form of a thermal spectrum with a chemical potential proportional to the black

hole’s charge. It is sometimes useful to take a different viewpoint, and consider the

emission rate to result from a combination of two mechanisms, one thermal and one

athermal.

Heuristically, Hawking emission can be viewed as the separation of spontaneous

virtual particle-antiparticle pairs by the black hole horizon. In the absence of charge,

this process is mediated by gravity alone. This is the “thermal” component of black

hole evaporation, which deviates from a blackbody spectrum only by virtue of the

greybody factors Γ`,m,p. However, if the black hole has a significant charge, then the

picture must be modified: now, in addition to strong curvature near the horizon, there

is a strong electric field. A strong electric field, even in the absence of curvature, can

separate particle-antiparticle pairs in much the same way. This particle production
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due to vacuum polarization is just the familiar Schwinger mechanism [143]. It enters

into Eq. (3.6) in two ways: first, as a chemical potential in the exponential factor, and

second, via the dependence of Γ`,m,p on the black hole’s charge. Note that Eq. (3.6)

is compatible with the operation of the Schwinger mechanism even when the black

hole’s temperature is exactly zero. We refer to the component of radiation associated

with the Schwinger mechanism as athermal emission, and we refer to the remainder as

thermal emission. We will discuss the consequences of these two components further in

Section 3.2.3.

In a sense, these two mechanisms compete: thermal emissions drive the black

hole away from neutrality in a random walk, but the athermal emissions are always of

like sign to the black hole, and tend to discharge it. Equivalently, the black hole emits

charges of both signs as long as |Q| < M − e, but as |Q| increases, the emissions are

increasingly biased to have the same sign as Q. This fact led Ref. [139] to observe that a

small black hole cannot maintain even one elementary charge for an appreciable length

of time, so long as evaporation remains active. We are interested in the characteristic

lifetime of both neutral and charged black holes, where any charge implies a significant

charge-to-mass ratio due to the small mass, so we cannot neglect either the thermal

or the athermal component. Thus, it is important for us to compute the absorption

coefficient Γ`,m,p for charged leptons to the extent possible in our framework. The

absorption coefficient is calculated by solving the Dirac equation for an incoming wave

with the appropriate boundary conditions in the Reissner-Nördstrom geometry [144].

The solution can be resolved into ingoing and outgoing waves, from which transmission

and absorption coefficients can be extracted. This has been done numerically for several
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particle species by Ref. [137, 140, 145], resulting in the distribution of Eq. (3.5).

In principle, this distribution applies even to black holes with large masses.

However, the time to reach equilibrium grows with the timescale of lepton emission.

For black holes whose Hawking temperatures are below the lowest lepton mass—and

certainly for astrophysical black holes—this timescale is extremely long, and we should

expect the charge distribution of such black holes to be dominated by accretion of

charged particles instead of evaporation. On the other hand, in the low-mass regime,

where the Hawking emission timescale is very short, any charge acquired due to accretion

will quickly be erased by evaporation processes, and the equilibrium distribution will

be maintained.

In light of the issues discussed in this section, it is inappropriate to directly

extrapolate the charge distribution of Ref. [140] to the Planck scale. Instead, in an effort

to account for as many low-mass effects as possible, we implement a similar numerical

calculation, and extract an order-of-magnitude estimate of the fraction of black holes

with non-zero charge. We describe this calculation in the following section.

3.2.2 Estimating the charged fraction

In light of the problems discussed in Section 3.2, it is infeasible to perform

a first-principles calculation of the fraction of stalled relics with spontaneous charge.

However, we can perform a naive estimate by applying results developed for massive

black holes, discarding approximations wherever possible. This result will not be a

robust prediction of the charged fraction, but will instead represent a semi-classical

guess. In this section, we make such an estimate, and then determine the implied
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abundance of CPRs today.

We can perform a first estimate of the charged fraction in the relic population

by evaluating two timescales: the characteristic timescale τneutral for a neutral black

hole to acquire a non-zero spontaneous charge, and the characteristic timescale τcharged

for a black hole with charge Q = e to discharge and become neutral. Then the fraction

of objects which are charged at the moment that evaporation stalls can be estimated as

fcharged =

(
1 +

τneutral

τcharged

)−1

. (3.7)

The timescale τcharged can be bounded below by neglecting time spent at higher charges

during the black hole’s semi-random walk, and evaluating only the minimum time to

discharge, i.e.,

τcharged & e

/
dQ−
dt

∣∣∣∣
Q=e

. (3.8)

Here we use the notation dQ−/dt to denote the rate of emission in positive charge

only, i.e., the rate at which the spontaneous charge decreases, as though by addition

of negative charge. Likewise, dQ+/dt denotes the rate of emission in negative charge

only. The overall evolution of the charge is governed by 〈dQ/dt〉 = dQ+/dt − dQ−/dt

on timescales that are long compared to the emission rate. It is critical to distinguish

between the signed emission rates and the average, since 〈dQ/dt〉 = 0 for Q = 0, while

dQ±/dt are individually non-zero. Since a neutral black hole can decay to a state with

either sign with equal probability, we have dQ+/dt = dQ−/dt ≡ dQ±/dt, and the

lifetime of the neutral state can be estimated as

τneutral '
1

2
e

/
dQ±
dt

∣∣∣∣
Q=0

. (3.9)
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Then the charged fraction can be estimated as

fcharged &

(
1 +

1

2

dQ−/dt|Q=e

dQ±/dt|Q=0

)−1

, (3.10)

so our task is to compute dQ±/dt for a black hole near the Planck scale, with a charge

of either zero or e. We neglect higher charges since such black holes should neutralize

more rapidly. The effect of including them would only be to increase the final charged

fraction.

Ref. [140] evaluates dQ−/dt for massive black holes following Eq. (3.6), com-

puting the absorption probability Γ`,m,p numerically. The relevant information is found

in fig. 4 of that work, which shows the emission rate (dN/dt) of charged leptons from

a black hole as a function of the black hole charge for −25e ≤ Q ≤ 25e. Ref. [140]

has calculated this rate separately for values of Mµ in increments of 0.1 between 0.00

and 0.40 in Planck units, where M is the black hole and µ is the mass of the emitted

lepton. In our case, M ∼ 1 and µ ∼ me/MPl, so Mµ = 0 is the appropriate choice.

Extrapolating those results to our regime, we find that

dQ−/dt|Q=e

dQ±/dt|Q=0

≈ 1.02. (3.11)

In short, this indicates that the athermal Schwinger emissions are at most comparable

in rate to thermal Hawking emissions. If this is indeed the case, and given that we have

neglected higher charges, the charged fraction is fcharged & 1/2.

However, even insofar as we are neglecting the failure of various approximations

in the limit M → MPl, the results of Ref. [140] cannot be directly applied. In that

work, the numerical calculations themselves were always performed with M � MPl.

The label Mµ = 0.00 does not suggest that the result applies to our case, in which Mµ
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is vanishingly small: Mµ ∼ 10−23. But even though we cannot assess the impact of

Planck-scale physics on these results, we can still remove the uncertainty associated with

the numerical computation by re-implementing the calculation and inserting this actual

value of Mµ. Further, we solve eqs. (15) and (16) of Ref. [140] without neglecting the

charge, as was done in that reference. The results are shown in Fig. 3.1. The implication

is qualitatively unchanged for Q ∼ e, with τneutral/τcharged . 1.04.

Generally speaking, as shown in fig. 4 of Ref. [140], this ratio approaches unity

as the mass of the black hole decreases. This is to be expected: the emission rate in same-

sign particles scales with the absorption coefficient for modes that discharge the black

hole, and in the low-mass limit, this coefficient is strongly suppressed [139]. The black

hole still tends to discharge rapidly in the absence of charge fluctuations, but in our case,

the timescale for discharge becomes comparable to the timescale of an upward charge

fluctuation. This estimate of the charged fraction does assume that the evaporating

black hole rarely enters the near-extremal regime (Q ∼ M). However, as discussed

in Section 3.2.3, we expect near-extremal states to have a very short lifetime due to

athermal emission. Further, the potential stalling of evaporation due to extremality

makes no significant difference to the outcome: since the rms charge distribution has a

width of order 1–10e, and an extremal hole must have Q/e ∼ 10M , we do not expect

extremality to be an important consideration unless M ∼ 1 already. In any case,

extremality effects can only increase the charged fraction.

None of this discussion overcomes the fundamental difficulties with calculations

near the Planck scale. However, this calculation establishes that in the absence of some

new physics or new phenomenology, we should generically expect at least ∼50% of black
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Figure 3.1: Left: the emission rate of (positive) particles of charge +e from a black
hole with charge Ze. Note that the charge number Z is shown in electron units, not
Planck units, so that an extremal black hole has Z ≈ 11.7M/MPl. The mass of the
black hole is fixed to MPl for the purposes of this calculation. This corresponds to the
line “Mµ = 0.00” in fig. 4 of Ref. [140], but differs in that we carry out the computation
for a mass which is not orders of magnitude larger than the charge. In particular, a
substantial modification to the emission rate is observed when |Q| ∼M . The red shaded
regions indicate where the black hole is super-extremal. Right: the fractional difference
between the emission rate at Q = Ze and the emission rate at Q = 0, computed at MPl.
Note the linear scale. The asymmetry in both the left and right plots is due to the
electrostatic potential, which behaves like a chemical potential, and enhances the rate
of emissions which tend to neutralize the black hole. However, for |Q| ∼ e, the emission
rate is modified by only ∼5%.
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holes to be charged at the end of their evaporation. If their evaporation is halted, it is

thus plausible that the relic population has a significant charged fraction.

3.2.3 Near-extremal regime

As the black hole mass approaches MPl, there is an additional (classical) com-

plication: the charge-to-mass ratio approach unity, changing the geometry of the black

hole significantly. If the black hole’s charge undergoes O(e) fluctuations, then our sce-

nario involves charge-to-mass ratios of at least e/MPl ≈ 1/11.7. If the charge fluctuates

even briefly to O(10e), then we may expect to have Q/M ∼ 1 at some point during the

black hole’s evolution. This is the near-extremal regime. In this section, we review the

properties of extremal Reissner-Nordström black holes and discuss the implications for

the relic population.

An extremal black hole is a black hole with vanishing surface gravity, or equiv-

alently, one whose mass is the smallest possible for its charge and angular momentum.

The self-energy of the electric field and the angular momentum can both be thought

of as contributing to the mass, so at fixed charge, the mass cannot be decreased arbi-

trarily. Super-extremal black holes, i.e., those with charge beyond the extremal limit,

violate the cosmic censorship conjecture and are generally considered unphysical. In the

Reissner-Nordström case, an extremal black hole has Q/M = 1, meaning that r+ = r−.

This corresponds to a charge of 1/
√
α ≈ 11.7e for a black hole of mass MPl.

Since the temperature of a black hole is proportional to its surface gravity, an

exactly extremal black hole does not produce any thermal Hawking radiation. Indeed,

this is required by the cosmic censorship conjecture: any neutral emission would reduce
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the mass of the black hole without a commensurate reduction in charge, leading the

black hole to be super-extremal. The temperature decreases smoothly in the near-

extremal regime (see Eq. (3.4)). At first glance, this seems to provide a potential

mechanism for the stability of CPRs, completely apart from Planck-scale physics: if

T = 0, it is tempting to conclude that the black hole does not radiate. In this case,

we could suppose the charge of the black hole originally fluctuates rapidly, following a

distribution with some width. Then, as the mass decreases, the black hole might become

extremal, stalling the evaporation process. There are two problems with this idea: first,

extremal black holes are not necessarily stable, even though the Hawking temperature

vanishes. Secondly, even if a near-extremal geometry stabilizes the black hole, this can

only manifest if the black hole is extraordinarily close to extremality. Note that we only

consider near-extremal states due to the third law of black hole thermodynamics, which

states that a black hole cannot evolve to an exactly-extremal state. We will discuss each

of these issues in turn.

Regarding stability, the thermodynamics of near-extremal black holes is still

not fully understood. They certainly cannot emit neutral particles if the cosmic cen-

sorship conjecture holds. But all known charged particles satisfy |q| > m, so it may be

possible for an extremal black hole to athermally emit charged particles. If not, then

there exists an infinite set of stable extremal states, one for each charge number. The

existence of such an infinite tower of stable states without any corresponding gauge

symmetry is believed to be incompatible with string-theoretic UV completions [146].

This is a major motivation for the weak gravity conjecture [WGC, 147], which requires

that for any gauge symmetry, there exists a state with charge |q| > m. The WGC

121



was posited in part to allow extremal black holes to be unstable, precisely in order to

prevent the appearance of such an infinite tower in the spectrum of a theory.

Note that athermal emission in the extremal state is consistent with the emis-

sion rate in Eq. (3.6): in the limit of small T , the rate vanishes if the argument of the

exponential is positive. On the other hand, for a sufficiently large and negative chemi-

cal potential qΦ, the argument of the exponential is negative, and the low-temperature

limit is proportional to Γ`,m,p(ω, T, qΦ). Recall that Φ = −Q/r+ in our case, and for

an extremal RN black hole, r+ = M = Q. Then the argument of the exponential is

negative as long as qΦ < −ω, so the requirement for the black hole to produce a particle

of charge q and mass m is exactly that |q| > m. Thus, resolving the question of stability

depends on the calculation of the coefficient Γ`,m,p. Heuristically, the black hole could

still radiate because the electric field at the surface of the black hole remains strong,

so particle-antiparticle pairs could still be separated by the Schwinger mechanism, even

though the surface gravity vanishes. Several authors [148–150] discuss emissions from

extremal and near-extremal states in more detail.

Regarding the physicality of the extremal state, the third law of black hole ther-

modynamics is analogous to the ordinary third law of thermodynamics, which implies

that no statistical system can attain a temperature of exactly zero (see e.g. Ref. [151]

for an extensive discussion). The applicability of statistical laws to small black holes

remains an active area of research [see e.g. 152], but the situation is readily understood

heuristically: as a black hole approaches extremality, its temperature decreases accord-

ing to Eq. (3.4), and its emission rate decreases. This may stall evaporation temporarily,

but the black hole cannot evaporate to an extremal state by this mechanism. The next
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question, then, is whether such stalling is significant on cosmological timescales. The

stalling of evaporation near extremality was studied numerically for large black holes

by Ref. [153]. They conclude that although the third law is satisfied at all times, the

reduction of the emission rate in the near-extremal limit can prolong the black hole

lifetime considerably.

However, our scenario is substantially different in that the evaporation cannot

be treated smoothly: since we are interested in a phase of black hole evolution which

involves extremely high temperatures, the black hole can lose charge by emission of

charged leptons on timescales that may be relevant to mass loss. The appropriate

analogue of the analysis of Ref. [153] would be to solve a system of differential equations

for the evolution of the joint probability distribution of mass and charge, P(M,Q),

treating charge as discrete—that is, a system of the form

dP(M,Q)

dt
= −

∑

Q′∈Ze

∫ M

0
dM ′ R(M →M ′; Q→ Q′)

+
∑

Q′∈Ze

∫ ∞

M
dM ′ P(M ′, Q′)R(M ′ →M ; Q′ → Q), (3.12)

where R(M → M ′; Q → Q′) gives the differential rate for black hole of mass M and

charge Q to decay to a black hole of mass M ′ and charge Q′. Further, while Ref. [153]

use an approximate form of the emission rate which is valid only for sufficiently massive

black holes, Rmust be the full rate in our case, as computed from Eq. (3.6). Under these

conditions, this system is difficult to solve numerically, especially since any numerical

evaluation must be sensitive to extremely small values of M −Q.

Thus, a simpler estimate of the near-extremal behavior is called for. First,

observe that in our case, in order for the charge to stabilize, we must at least have T .

123



me, or else thermal emissions alone will cause charge fluctuations. But in our scenario,

black holes only have an appreciable probability of being within 1e of extremality when

M ∼ MPl—and even then, the probability is O(1%) if we naively extrapolate the

distribution of Eq. (3.5). For a black hole with M ∼ MPl, to have a temperature of

T < me, the charge-to-mass ratio must be extremely close to unity. For fixed Q, the

mass M
(e)
min at which thermal electron production is frozen out (T = me) is given by

M
(e)
min(Q) = Q+ 2π2Q3m2

e +O(m3
e), (3.13)

where we recall that, in Planck units, me � 1. If Q = 12e, then we must have M
(e)
min −

Q ' 4× 10−44, so the hole’s mass must depart from its extremal value by no more than

δM ' 5× 10−16 eV. This is an extremely small “target” to hit: outside of this region,

the power of emission in charged particles is comparable to that in neutral particles, so

the charge is likely to fluctuate on the same timescale that governs the shrinking of the

mass.

This alone does not make it impossible for the hole to enter the near-extremal

regime, but it does make this unlikely to take place during a typical evaporation. To

estimate the probability, we give the following argument: the hole is most likely to be

near-extremal when the mass is lowest. Thus, suppose that the hole passes through

the mass range 12e < M < M
(e)
min(12e) at some time. What is the probability that the

charge takes the value 12e at some moment during this interval, i.e., before the hole

evaporates further to M < 12e? Since M
(e)
min(12e) − 12e < me, the black hole charge

cannot change without the mass dropping to M < 12e. This means that the black

hole must already have charge 12e when M = M
(e)
min(12e). If the spontaneous charge
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distribution for such a small hole is at all similar to that of its larger counterparts,

which have rms charges of order 6e, this situation is quite unlikely, happening with a

probability of a few percent.

However, there are three scenarios in which extremality may be significant.

First, suppose that evaporation of a neutral black hole does not stall, or that it stalls

at a scale MCPR � MPl, as is possible in the context of the generalized uncertainty

principle [154]. In this case, the black hole may enter a mass regime where the maximal

charge is comparable to or smaller than the width of the spontaneous charge distribution,

and the chance of freezing out charged leptons can no longer be neglected. Note that

in the sub-Planckian regime, evaporation can behave very differently. For instance, in

the case of Ref. [154], T ∼M for M < MPl, which may substantially modify the results

of our analysis. Second, if a sufficiently large population of near-Planck-scale black

holes is produced in the early universe, and only near-extremal holes are stable, then

even a tiny fraction of this initial population could account for a significant fraction of

dark matter. The hot evaporation products of the remainder would redshift away like

radiation. Third, any charge associated with a new U(1) symmetry would influence the

metric in the same way as electric charge. In particular, the fine structure constant

associated with the new symmetry could be much smaller than αEM, smoothing out the

discrete spontaneous charge distribution. Alternatively, the lightest charged state of the

new symmetry could be much more massive than the electron, reducing its athermal

production rate, and making near-extremal states long-lived [155].

For the remainder of this chapter, we will not need to assume that CPRs are

extremal. However, we note that if even a small fraction of the initial PBH population
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does evolve to a state sufficiently near extremality to freeze out thermal lepton emissions,

and if this state is stable to athermal emissions as well, then this makes the CPR scenario

viable even if PBH evaporate completely. In this case, the dark matter density is fixed

by the initial number of evaporating PBH and the fraction that freeze, and all surviving

PBH are near-extremal. However, we note that if extremality is the only stabilizing

mechanism, and if these objects accrete opposite charge at any time, then they are

unlikely to stabilize again into a charged state. Instead, they will completely evaporate.

If such destabilization events are still ongoing in the late universe, this will result in

potentially observable bursts of high-energy particles.

3.2.4 Cosmic history of CPRs

The existence of CPRs today requires a primordial origin for the original gen-

eration of black holes. In this section, we examine the feasibility of producing a de-

tectable population of CPRs through such a mechanism, starting with their formation

in the early universe.

In the simplest scenario, the progenitors of CPRs are produced near the Planck

scale with a monochromatic mass function. However, black holes need not be dominantly

produced near the Planck scale in order to leave behind CPRs today. Multi-modal

mass functions have been invoked to account for all of dark matter while avoiding

constraints. More generally, primordial black holes can be produced with an extended

mass function, e.g. with a lognormal or power-law mass function [29], and such a broad

initial spectrum will typically produce a small abundance of relics by evaporation. Any

primordial black hole produced with a mass below Mevap ∼ 5× 1014 g will evaporate to
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the Planck scale by the present day [140]. Further, any black hole produced with a mass

below ∼ 1016 g has an initial temperature of order 1 MeV, and thus produces charged

leptons rapidly enough to acquire a spontaneous charge, even though it will continue to

evaporate actively today. As such, even if they are dominantly produced at even higher

mass scales, we generically expect to find a low-mass tail that evaporates to the Planck

scale—and might leave behind CPRs.

There are two major constraints on such a scenario: first, even if a relic is left

behind at the end, the total radiation produced by evaporating black holes is constrained

by CMB observables and light element ratios [28]. Second, if the CPRs originate from

a population of black holes with a component above Mevap, then they do not constitute

all of dark matter, and may indeed account only for a small fraction. In this case, other

probes can constrain the population at higher masses. To investigate the plausibility of

such a scenario, we suppose that all dark matter is in the form of PBHs, and suppose

that the black holes above Mevap do not lose a significant amount of their mass. Then,

given the initial mass function dn/dM , the density of CPRs today is given by

ΩCPR

ΩDM
≈

MPl

∫Mevap

MPl
dM dn

dM

MPl

∫Mevap

MPl
dM dn

dM +
∫∞
Mevap

dMM dn
dM

. (3.14)

For example, as a toy model, consider a power-law mass function M dN/dM ∝ Mγ−1.

Assuming γ < 0, the mass fraction in CPRs is

ΩCPR

ΩDM
≈ MPlM

γ−1
evap −Mγ

Pl

Mγ−1
evap [MPl − (1− 1/γ)Mevap]−Mγ

Pl

. (3.15)

A CPR fraction f ∼ 1 is produced when γ . −0.1, whereas e.g. f ∼ 10−2 for γ ∼ −10−2.

Next, we must consider the survival of such charged objects over cosmic time.

It is unlikely that a Planck-scale black hole would neutralize by accretion of charged
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particles, since the geometric cross section is extremely small. In other words, we

expect the accretion rate to be suppressed by M2
Pl. But even if a CPR does accrete,

the consequent increase in mass may restart the evaporation process, and in the low-

mass regime, the emission power in charged particles is comparable to that in neutral

particles. If we treat accretion as an excitation of the black hole remnant to a neutral

state with a higher mass, this excited state can simply decay again to a charged state.

Thus, we expect neutralization of the CPR population to take place very slowly if it

happens at all.

A more plausible scenario is that the black hole forms bound states with par-

ticles of opposite sign. For positively-charged CPRs, electron capture would take place

alongside the same process for hydrogen atoms during the epoch of recombination. For

negatively-charged CPRs, capture of protons is even more energetically favorable, since

the energy of the bound state scales with the reduced mass. At first glance, this could

interfere with detection: a net-neutral bound state may be invisible to a terrestrial

detector. We will show in Section 3.3.3 that such objects are still detectable. But it

is still important to understand the typical charge state of CPRs far from Earth, in

part because accretion of a bound charge might be possible on cosmological timescales.

Thus, we now examine their ionization history.

It is easily checked that reionization proceeds almost identically for CPRs as

for hydrogen, even for negatively-charged CPRs with bound protons. In this case,

following Ref. [156], the CPR population will be fully ionized when emission rate of
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ionizing photons per unit volume matches the rate of recombinations, that is,

ṅγ &
nCPR

trec
, (3.16)

where nCPR is the number density of CPRs and trec is the characteristic timescale for

recombination with a free proton. We can estimate this timescale as trec ' 1/(npαA),

where αA is the recombination coefficient. We calculate the recombination coefficient

αA for a bound proton following Ref. [157]1. At a typical nebular temperature of 104 K,

we find that αA ' 2× 10−21 cm3/s, versus αA ' 4× 10−13 cm3/s for hydrogen.

The much smaller recombination coefficient and number density imply that

reionization should proceed much more rapidly for CPR atoms than for hydrogen: if

CPRs at the Planck mass constitute all of dark matter, then their number density is

still lower by a factor of ∼ 10−19 compared to that of protons, and trec is reduced by

∼10−8 compared to hydrogen. We can also account for the fact that the binding energy

of a proton with a negatively-charged CPR is ∼25 keV in the ground state, so the only

ionizing photons are those with wavelength λ . 0.5�A, compared with λ < 911�A for

hydrogen. If we extrapolate the quasar spectrum of Ref. [156] to small wavelengths,

where L(λ) ∼ λ1.8, the emission rate is suppressed by a factor of ∼10−6 compared with

photons that ionize hydrogen. This suppression is insignificant compared to the changes

in the number density and recombination timescale, so we conclude that CPRs will still

reionize much more efficiently than hydrogen.

1Note that Ref. [157] contains two typographical errors in eqs. (2) and (3). Correct versions of these
equations can be found in Ref. [158].
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3.3 Detecting charged black holes terrestrially

In this section, we analyze the interaction of CPRs with matter, and investigate

mechanisms for direct detection. For the purposes of our calculations, we assume that

CPRs account for a fraction fCPR of dark matter by mass (i.e., fCPR = ΩCPR/ΩDM).

We assume that evaporation is halted at a mass MCPR which we allow to differ from

MPl, and we assume that MCPR is independent of the black hole charge. However, we

require that MCPR ≥ e ≈ MPl/11.7, since a (classical) black hole with a mass below

this threshold cannot have even one elementary charge without being super-extremal,

which we prohibit. Note that in some models, the relic mass is far below the Planck

scale, e.g. as in Ref. [154]. Such relics may yet evade the constraints we set here.

Even when fCPR = 1 and MCPR is minimal, direct detection of such charged

CPRs is limited primarily by the flux of these objects: at such high masses, the number

density of CPRs is much lower than that of typical particle dark matter candidates. The

flux is ΦCPR ' (ρDM/MCPR)vDM, so taking vDM = 300 km/s and ρDM = 0.3 GeV/cm3

gives the event rate as

N = 0.23 yr−1fCPR

(
MCPR

MPl

)−1(Adetector

1 m2

)
Edetector (3.17)

where Edetector is the fraction of CPRs that will register an event in the detector. Since we

are considering electrically-charged objects, there are detectors for which Edetector ∼ 1,

as we will detail in the following subsection. However, for CPRs, we expect to have

MCPR/MPl ∼ 1. Thus, in order to achieve a detection rate of 1 yr−1, a detector must

have Adetector & 4.3 m2.

It is clear from this calculation that a typical dark matter direct detection
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experiment is unlikely to encounter more than one such object during its operational

lifetime. However, as we will discuss in the next subsection, the passage of even one

CPR through a detector has the potential to produce an extremely clear signature.

3.3.1 Signatures of CPR transits

In this section, we discuss the interactions of CPRs with particle detectors.

The interactions of a CPR with matter are similar to those of slow-moving heavy ions.

A CPR with MCPR ∼MPl does not slow down appreciably during its transit through a

detector: its kinetic energy is ∼ 1
2MPl(300 km/s)2 ≈ 6× 1021 eV. This is to be compared

to atomic binding energies, which are typically of order 1 eV. Indeed, a CPR is so mas-

sive that an object with a downward trajectory will gain ∼130 eV/�A from gravitational

acceleration. Deflection is also negligible, even in a strong electromagnetic field, so a

CPR will deposit energy along a very straight track. In this respect, a CPR transit can

be distinguished from any standard background: energy will be deposited at a constant

density at a low speed (∼0.3 m/µs) along a straight track.

While detection prospects for CPRs in any given experiment must ultimately

be studied with more detailed modeling, we can still use general methods to estimate

signatures of a CPR transit. As a CPR transits through a detector, it loses energy

via Coulomb interactions with the target electrons and nuclei. The transferred energy

may be detectable in the form of heat, ionization, or scintillation. Each of these signa-

tures scales with the energy deposited during the transit, typically expressed in terms

of the “stopping power”, that is, the energy loss of the incident particle per unit dis-

tance traversed through the material. We will identify the stopping power, ionization
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yield, and scintillation yield for particular experimental configurations using numerical

simulations, but we begin with a simple estimate of the stopping power.

Regardless of whether they constitute a significant fraction of dark matter,

CPRs should be highly non-relativistic (β ∼ 10−3). Since this is slower than the

outer electrons of the target atoms, the calculation of stopping power in this regime

differs greatly from the relativistic regime. In particular, the characteristics of CPR

interactions with matter are similar to those of heavy ions. The stopping power for

β < 0.05 is well-described by Lindhard-Scharff-Schiott theory [159], in which it is lin-

ear in the velocity and charge of the incident particle, and has no dependence on its

mass. Thus, we can estimate the stopping power in our scenario by comparing to

empirical results for the stopping of non-relativistic muons. In copper, the stopping

power per unit target density for incident muons with β = 10−3 has been measured as

(dE/dx)/ρtarget ∼ 30 MeV/(g/cm2) [fig. 23.1 of 160]. For our purposes, it is useful to

quantify the stopping power in transit through Earth and in semiconductor detectors,

and silicon is a representative material for both. The linear stopping power in silicon is

then

dE

dx
∼ 70 MeV/cm. (3.18)

Note that since we may have 〈|ZCPR|〉 > 1, this is a conservative estimate.

This stopping power is likely too small to register in a typical calorimeter.

Thus, if a CPR is to be detectable, it must produce an ionization or scintillation sig-

nature. Given the stopping power, the ionization yield depends again on the particle

velocity and material properties. The stopping power has two components, correspond-

ing to interactions with electrons (electronic stopping power) and with nuclei (nuclear
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stopping power). For highly relativistic particles, nuclear stopping is typically negligible

compared to electronic stopping, but this is not the case in the highly non-relativistic

regime. Indeed, the maximum energy that a CPR can transfer to a recoiling electron

with mass me is given by

∆Emax = 2mev
2
DM ≈ 1 eV. (3.19)

This maximum energy transfer is smaller than typical ionization energies, so direct

ionization via electronic interactions is not likely to be efficient. On the other hand, the

maximum energy transfer in a recoil with a nucleus of mass number A is

∆Emax = 2mAv
2
DM = 186 keV ×

(
A

100

)(
vDM

300 km/s

)2

, (3.20)

much higher than that of electronic recoils. Thus, we expect interactions between the

CPR and nuclei to dominate in a typical detector.

While ionization and scintillation are most efficiently produced by electronic

interactions, nuclear stopping can also produce these signals, since the recoil energy

of the nucleus can be partially transferred to bound electrons. The attendant loss of

efficiency, or quenching, is expressed via the ratio of yields from nuclear and electronic

scattering. Such quenching factors are dependent on the target material, and values are

typically measured experimentally [see e.g. 161, 162]. To estimate the stopping power,

ionization yield, and scintillation yield due to nuclear recoils, we used the Monte Carlo

code SRIM [163], which simulates the passage of ions through matter. We simulated

“hydrogen” ions with SRIM’s maximum allowable particle mass of 10 000 u, where u is

the atomic mass unit, and with a velocity of 300 km/s. This corresponds to a kinetic

energy of 4.7 MeV, still very large compared to the binding energies relevant for the

133



interaction. In any case, we performed our simulations in 1 micron-thick layers of

detector material, so the change in the momenta of the simulated ions was negligible.

In the following section, we discuss the results of our simulations and the implications

for different experimental modalities.

3.3.2 Detection mechanisms

Here we briefly survey several detector technologies to evaluate whether they

would be suitable for detecting CPRs.

Bubble chambers. Ref. [164] noted that charged Planck-mass black holes would leave

tracks in bubble chambers, and speculated that unidentified tracks in previous ex-

periments could be explained by the presence of these objects. A bubble will form

in superheated fluid if the energy deposited within a critical radius exceeds a given

threshold energy. For concreteness, we consider the response of the PICO experiment

[165, 166], whose bubble chamber has a threshold energy of 3.3 keV for a critical radius

rc = 2× 10−8 m.

From the SRIM output, we integrated the energy deposited in a sliding window

of width rc, and found that the deposited energy was sufficient to form a track with a

linear bubble density of ∼105 m−1. This is not surprising: PICO is highly sensitive to α

decays, which generate nuclear recoils of similar energy to those from CPRs. Further, a

straight bubble track would not be expected from weakly interacting massive particles

(WIMPs), which are expected to only interact once in the detector volume, and would

be distinct from background signals from neutrons, which leave jagged tracks. However,

even large bubble chambers have insufficient area to place strong constraints on the flux
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of CPRs. The proposed 500L version of PICO [167] would require several decades of

continuous exposure to place any constraint on the abundance of CPRs.

Atmospheric fluorescence detectors. Ultra-high energy cosmic rays incident on the at-

mosphere generate hadronic and electromagnetic showers which ionize nitrogen molecules

that subsequently fluoresce, emitting visible light. Arrays of photomultiplier tubes, such

as the High Resolution Fly’s Eye (HiRes) observatory [168], are capable of detecting

this fluorescence and reconstructing the track of the cosmic ray. Since HiRes can detect

emissions over an area of order 1 km2, this seems like an attractive way to detect a

particle with a very low flux.

We evaluated the potential of atmospheric fluorescence detectors to observe the

energy deposition from the passage of a CPR. In dry air at sea level, our SRIM calculation

yielded an energy deposition of∼12 MeV/m. Assuming an average of 3.5 eV/photon and

a (generous) fluorescence efficiency of 5% [169], the photon yield is about 5× 104 µs−1 for

a relic moving at 300 km/s. At the surface, background light from stars, light pollution,

and other sources is about 5× 105 m−2 sr−1 µs−1. Given that a typical photomultiplier

tube in HiRes observes 1 square degree with a 5 m2 mirror, the background event rate

is ∼ 100 µs−1. A CPR must then pass within a few meters of the mirror for the signal

to overcome background photons, reducing the effective area of this class of detectors

considerably. Atmospheric detectors are thus unlikely to place strong constraints on

CPRs even in a decade of operating time.

Cherenkov detectors. An attractive possibility is to search for CPRs with neutrino de-

tectors (e.g. IceCube [170], Super-Kamiokande [171]) or imaging atmospheric Cherenkov
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detectors (e.g. VERITAS [172], HAWC [173]), since they have extremely large (∼km2)

effective areas. However, regardless of their origin, we expect CPRs to be highly non-

relativistic. Thus, we do not expect any Cherenkov radiation to be emitted as they

traverse these detector media. Instead, light would be produced only by scintillation

and ionization processes. Such a signal is distinguishable from those produced by rel-

ativistic particles in that light would be emitted isotropically from the track rather

than in the cone shape characteristic of Cherenkov light. But a CPR transit would be

extremely slow, taking place on the order of several ms, compared to typical targets ob-

served over a duration of order µs. Thus, even if the light from ionization is observable,

detecting it would require a non-trivial triggering mechanism.

Dark matter searches. CPRs are highly penetrating and ionizing, so a CPR transit

would leave a distinct signal in semiconductor and liquid xenon detectors, including dark

matter direct detection experiments and neutrinoless double beta decay searches [174].

Since CPRs are negligibly slowed by their interactions with materials, a CPR would

produce a straight track in a detector with a transit time of order 1 µs in a typical

experiment, a unique signature. Further, while the thick layer of earth (overburden)

covering these experiments significantly reduces background, it does not affect the flux

of CPRs. However, the flux itself is small, and these detectors typically have small

cross-sectional areas. Even next-generation experiments are unlikely to detect more

than a few CPRs in ten years, so they cannot produce significant constraints on the

CPR population.

Monopole searches. Magnetic monopoles are expected to be found at very large masses,
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and due to their high magnetic charges, monopole transits share some characteristics

with CPR transits. As such, it is possible that monopole searches can impose constraints

on CPRs as well. In Section 3.4.1, we investigate this possibility in detail in the context

of the MACRO experiment [175].

Liquid argon detectors. Liquid argon time-projection chambers [176] have recently

been employed in several neutrino experiments [177–183], some of which have much

larger cross-sectional area than is typical for dark matter experiments. Since the transit

of a CPR has a unique signature, backgrounds are of no concern, so existing neutrino

experiments have the potential to detect CPRs. We expect that liquid argon detectors

can be used to place strong constraints on the CPR population, and we elaborate on

detection prospects in the ICARUS experiment in Section 3.4.2.

Paleo-detectors. Recently, Ref. [184] proposed the detection of WIMP dark matter

through small tracks left in ancient minerals by dark matter recoils [see also 185, 186].

The major strength of such “paleo-detectors” is their exposure time, of order 109 yr.

This is uniquely well-suited to our case of interest, where detection is primarily lim-

ited by flux rather than detector efficiency. Moreover, we need not await the results of

WIMP searches in ancient minerals: the recent paleo-detector proposals are extensions

of similar searches already performed e.g. by Ref. [187] to constrain the flux of super-

massive magnetic monopoles. These results should already be applicable to CPRs, and

we discuss them in Section 3.4.3.
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3.3.3 Detection of CPR “atoms”

In Section 3.2.4, we argued that if CPRs form net-neutral bound states with

electrons or atomic nuclei, they should be fully reionized by the present day. This

applies to the astrophysical population of CPRs, but not necessarily to the terrestrial

population relevant for direct detection. While enroute to a detector, an originally bare

CPR may recombine with electrons or atomic nuclei to form a bound CPR “atom” (or

“neutraCHAMP”, in the language of Ref. [133]).

First we consider the possibility of recombination in the atmosphere, following

Ref. [133]. In this case, positively-charged CPR with bound electrons will be rapidly

ionized by solar UV radiation. The probability of recombination with an atmospheric

electron is given by

Prec = σrecρe−L, (3.21)

where σrec is the recombination cross section, ρe− is the free electron density, and L is

the depth of the atmosphere. We take σrec = 10−5πa2
0, L = 100 km, and conservatively

estimate ρe− = 106 cm−3, which yields Prec ≈ 10−3. Negatively-charged CPRs bound to

a nucleus of atomic number A will not be ionized by solar UV, as the binding energy is

∼Z2 (25 keV). In this case, Ref. [133] calculated the mean free path for recombination

with a 14N nucleus to be λrec = 4× 1010 g cm−2β2/ρatm & 300 km, corresponding to a

recombination cross section of σrec ' 6× 10−34 cm2.

However, it is not clear that the latter cross section is applicable to interactions

with atmospheric gas. Experimentally, cross sections for charge transfer onto slow ions

in gaseous CO and CO2 are much larger, of order 10−16 cm2 [188]. The corresponding
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mean free path in the atmosphere is microscopic. Additionally, in passing through solid

earth (overburden) enroute to a detector, a bare CPR would be very likely to acquire

bound charge: experiments and simulations show that the recombination timescale of

molecular hydrogen ions in carbon is O(10 fs) [189–191]. Thus, we must consider the

possibility of detecting CPRs bound into neutral “atoms”.

The stopping of partially-ionized or neutral atoms in materials differs from

that of bare ions in that the screening effect of bound charges substantially modifies

the potential. This generally diminishes but does not eliminate the stopping power.

Numerous efforts have been made to model the stopping of neutral atoms [192–197],

and much work in particular has been devoted to the development of an “effective

charge” for such objects. In many circumstances, the effective charge of a neutral atom

of atomic number Z1 is Zeff ' 0.7Z1 [193]. However, the effective charge is generally

a function of parameters beyond the nuclear charge and ionization state, including the

atomic number Z2 of the target and the velocity of the projectile [196].

We are interested in the low-velocity, low-Z1 regime for a wide variety of target

materials—from xenon (Z2 = 54) to argon (Z2 = 18) to the silicates, chlorides, and

sulfates found in paleo-detectors. We typically have Z1 � Z2, which reduces the impact

of screening and enhances the stopping power [196]. However, these results generally

hold for velocities much greater than the Bohr velocity, e2/(4πε0~) ' 7 × 10−3c. Our

fiducial velocity is ∼ 10−3c, and the effective charge may be different in this limit.

Ref. [193] find that the effective charge increases at low velocities, so we expect that the

aforementioned effective charge of Zeff ' 0.7Z1 is an estimate of a lower bound rather

than an upper bound.
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Since the stopping power of bare CPRs is very large for detection purposes,

screening effects of this order have no qualitative impact on detection signatures. Thus,

in subsequent calculations, we will ignore the distinction between bare and atomic CPRs.

In particular, we will assume that the ionization and scintillation yields are comparable

for the two projectiles. Note that we do not consider excitation or ionization of the

CPR atom, as these effects would tend to increase the stopping power still further.

3.4 Constraints and future prospects

3.4.1 MACRO experiment

The MACRO experiment [175] performed a search for GUT-scale magnetic

monopoles, placing an upper limit on the monopole flux at 5.5× 10−4 m−2 yr−1 (90%

CL). This is significantly lower than the flux we estimate in Eq. (3.17). Since monopole

transits are similar in many respects to CPR transits, we investigate the extent to which

this bound can be applied to the CPR population.

The MACRO experiment consists of six independent analyses with different

experimental properties. At velocities β ∼ 10−3, there are two applicable constraints:

the Wave Form Digitizer (WFD) analysis of the liquid scintillator system, and an analy-

sis of streamer tubes filled with a mixture of helium and n-pentane. The streamer tube

analysis relies on the Drell effect [198]: an incident magnetic monopole excites helium

atoms, which then ionize n-pentane molecules. The Drell effect is specific to magnetic

monopoles, and we do not expect a comparable phenomenon to occur in the case of

CPR transits unless they are also magnetically charged. Thus, we turn our attention
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to the WFD search.

The WFD analysis was based on a data from a liquid scintillator detector

equipped with photomultiplier tubes. The trigger was designed for slowly-moving

monopoles, and was sensitive to photoelectrons emitted in sequence over several mi-

croseconds. Transient signals with a duration below 100 ns were discarded. The WFD

search set an upper limit to the flux at 9.9× 10−4 m−2 yr−1 (90% CL). If we assume

that the search was fully sensitive to CPRs, this corresponds to a bound on the charged

fraction of f . 0.5%, sufficient to rule out CPRs as the dominant component of dark

matter. A dedicated search in comparable hardware would certainly be capable of

establishing a bound at least this strong.

3.4.2 ICARUS experiment

We now restrict our attention to liquid argon detectors, of the type pioneered

by Ref. [176]. For concreteness, we consider the ICARUS detector, which operated for

three years at Gran Sasso Laboratory [199] and is currently being installed as a short

baseline neutrino detector at Fermilab [182].

ICARUS consists of two chambers, each containing approximately 480 tons of

liquid argon. The chambers are equipped with photomultiplier tubes and wire cages, so

they are capable of detecting both scintillation light [200] and ionization [201] from keV-

scale nuclear recoils. For the majority of the data collection at Gran Sasso, ICARUS

was only triggered in time coincidence with the CERN neutrino beam, and therefore

would likely have ignored any potential signal from a CPR transit.

The mean scintillation efficiency for nuclear recoils in liquid argon is about 0.25
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[200], corresponding to a scintillation yield of approximately 13 photons per keV of de-

posited energy. We simulated the passage of a CPR through liquid argon with SRIM and

found a stopping power per unit target density of approximately 93 MeV/(g/cm2).

Even if we only include recoils above 10 keV, the resulting scintillation yield is ∼

7× 105 photons/cm. Using a conservative estimate of 6 e−/keV for the secondary ion-

ization yield [201], we find that the transit yields ∼3× 105 e−/cm. Both signals are well

above the detection thresholds of ICARUS’ readout electronics. Indeed, these signals

are much more significant than the scintillation and ionization signals from minimum-

ionizing particles like muons, which have a stopping power of about 1.5 MeV/(g/cm2).

The combination of high scintillation yields, high ionization yields, and a long

crossing time (several µs) in the detector would be a smoking-gun signature of a CPR

transit. A dedicated search should be able to use these factors to discriminate against

cosmic ray backgrounds, even with ICARUS at the surface. In Fig. 3.2, we show the

expected upper limits on the CPR density that could be obtained from a dedicated

search with ICARUS on various time scales. The limits are presented as a function of

the fraction of dark matter in the form of detectable charged relics.

While we evaluate fiducial constraints using the parameters of the ICARUS

experiment, there are several other similar liquid argon detectors that may be also be

usable for CPR searches. Assuming that the readout electronics of each detector are

sensitive to CPR transits, the maximum abundance of CPRs compatible with non-

detection scales inversely with the effective area Aeff of the detector, defined as the

cross-sectional area of the detector averaged over the arrival direction. For a rectangular

prism with side lengths Li, we have Aeff = 1
2(LxLy + LxLz + LyLz), and for a cylinder
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ICARUS ArgoNeuT LArIAT SBND ProtoDUNE DUNE MicroBooNE

80.5 [177] 1.01 [178] 1.01 [179] 22.4 [180] 104 [181] 792 [182] 28.3 [183]

Table 3.1: Effective areas of current and future liquid argon detectors in m2 (see text
for details). The strength of constraints scales linearly with the detector area. Of these,
ICARUS is the largest detector currently operational.

of radius r and length L, we have Aeff = 1
2πr(L+ r). We summarize the effective areas

of various detectors in Table 3.1.

3.4.3 Paleo-detectors

We now examine the prospects for detecting CPRs with paleo-detectors [184–

186]. For WIMP detection, the key prediction is the spectrum of lengths of the ionization

tracks produced by recoiling nuclei. For our purposes, the CPR itself takes the role of

the nucleus. Since a CPR is negligibly slowed even by macroscopic volumes of matter,

an ionization track from a CPR transit will be extremely long. Recall that we are

interested in typical kinetic energies of order 1021 eV. If we take the typical stopping

power in rock to be dE/dx ∼ 100 MeV/cm, as in Eq. (3.18), then CPRs should pass

through Earth entirely without losing more than a fraction ∼ 10−4 of their energy. In

principle, the resulting tracks would cross the entire planet, although they would be

disrupted over time by geological effects.

Furthermore, the exposure time is such that a paleo-detector with cross-sectional

area A should have a number of ionization tracks given by

N ∼ 200

(
A

1 mm2

)(
tobs

109 yr

)
E . (3.22)

where the efficiency E accounts for the probability of track production, track survival,
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Figure 3.2: Projected 99% CL upper limit on the mass and density of CPRs with
experiments of several classes. See text for details. Orange: a 10 yr exposure of
XENON1T [3]. Magenta: solid: a 3 yr exposure of ICARUS. The dashed line shows
a 1 yr exposure. Green: solid: estimated limits from a paleo-detector with E = 1 and
a 1 cm2 Gyr exposure. The dashed line shows a 1 mm2 Gyr exposure. Blue: strongest
possible limits from monopole searches, including a direct search by MACRO and a
search for tracks in ancient mica [187]. (Section 3.4.1). Dotted gray: relic fractions
produced assuming an initial a power-law mass function with index γ. Contours step
from γ = −0.05 to γ = 0.05 from top to bottom in increments of 0.02. Shaded gray:
region prohibited by super-extremality for a charge of 1e.
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and track detection. If E ∼ 1, this extremely high track density means that paleo-

detectors should be capable of placing very stringent constraints on the CPR population.

For this reason, track searches in ancient minerals have already been used to constrain

the flux of supermassive magnetic minerals, which have a similar detection signature

[187]. If these searches are taken to be sufficiently sensitive to detect a CPR track, then

we can already infer a limit of ∼4× 10−6 m−2 yr−1 on the flux of CPRs.

The disadvantage of paleo-detectors is that a particular track cannot be iden-

tified as a CPR in a small volume of material. Paleo-detectors do not directly measure

the speed of the transit, which is an important experimental signature for our purposes.

In a large piece of material undisturbed by geological processes, a CPR transit may

be identifiable by the length of the track, but this may require additional technological

development and other modifications to paleo-detector-based searches. Thus, paleo-

detectors can constrain CPRs, but may not easily furnish a confirmed detection. Still,

we show prospective constraints from paleo-detectors in Fig. 3.2.

3.5 Discussion

In the foregoing sections, we have argued that Planck-scale relics of evaporating

primordial black holes may generically have charges of order e, and we have shown that

plausible forms of the PBH mass spectrum lead to a significant CPR population today.

The formation of these objects is inextricably connected to quantum gravity, and the

process is sensitive to new physics at extremely high energies. We have further shown

that if CPRs constitute a significant fraction of dark matter, then they can be detected
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terrestrially. Indeed, not only are such objects detectable, but the detection signature

would be a smoking gun with few alternative possibilities.

The implications of such a detection cannot be overstated. In addition to

furnishing a direct detection of dark matter, this would confirm the PBH paradigm,

providing great insight into the conditions of the early universe. An abundant pop-

ulation of such objects would furnish the first system for the direct laboratory study

of gravity in the quantum regime. Of course, most immediately, even a single detec-

tion would establish that black holes do not evaporate completely, but leave behind a

relic. Even non-detection may provide significant information: if dark matter is one day

found to be composed of PBHs, and their mass function is established, the fraction of

CPRs produced is easily calculated. Non-detection at that level would establish that

evaporating black holes leave no relics, or that such relics cannot be charged.

With these objectives in mind, we have tentatively derived existing constraints

from the MACRO experiment and ancient mineral searches, which already exclude

fCPR = 1 at the 99% confidence level across the entire mass range we consider. However,

there are numerous scenarios which predict a much smaller CPR fraction. If dark matter

is composed mainly of PBHs at a higher mass scale, but produced with a broad mass

spectrum, then a low-mass tail evaporates to the Planck scale, producing a smaller

abundance of CPRs. Further, the uncertainties in the estimation of the charge fraction

imply that only a small fraction of Planck-scale relics may be charged. Thus, there is

ample motivation to search for smaller CPR fractions.

Fortunately, performing such a search requires no new equipment apart from

possible modifications to experimental triggers. We have projected stringent constraints
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from the ICARUS experiment, which can set a bound fCPR . 10−2 if MCPR ' MPl.

Our projected constraints from paleo-detectors strengthen the bound to fCPR . 10−4

at MPl, and can constrain the CPR dark matter fraction at the per cent level even if

MCPR lies an order of magnitude above MPl. Taken together, these bounds would be

sufficient to exclude CPRs as a significant fraction of dark matter even if they lie at

a different mass, or acquire spontaneous charge with a somewhat smaller probability.

They are also extremely inexpensive to obtain.

3.6 Conclusions

Primordial black hole dark matter remains a viable and parsimonious dark

matter candidate. If dark matter is in the form of Planck-scale relics, such objects would

be effectively sterile with respect to the standard model if neutral. In this chapter, we

have argued that such relics may in fact carry charges of order e, in which case dark

matter could be composed largely of Charged Planck-scale Relics (CPRs). We have

shown that CPR dark matter is detectable terrestrially, with initial constraints already

set by the null results of monopole searches. Moreover, upcoming experiments can be

used to conduct a much more sensitive search for CPRs with little or no modification.

Even a single detection would come with significant implications for black hole physics,

the behavior of gravity in the quantum regime, and the nature of dark matter.

The interpretation of non-detection is more subtle. Optimistically, null results

can constrain the overall population of relic black holes, with implications for either the

PBH mass function or the quantum gravity mechanisms that stabilize them. Realisti-
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cally, however, the argument we present in this chapter only motivates the possibility

of a substantial charged fraction—it is not a rigorous prediction. As such, we cannot

immediately draw conclusions regarding the abundance of black hole relics in general.

However, up to some of the other uncertainties discussed in this chapter, it

is conceivable that the charge distribution could be rigorously predicted within the

context of a candidate quantum gravity theory. In this case, the abundance and charge

distribution of relic black holes would become testable predictions of such a theory.

Remarkably, as we have shown, we may already have experimental access to such a

scenario. The constraints we draw on the abundance of CPRs may thus translate into

constraints on the structure of physics at the Planck scale.
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Part II

Black holes, gravitational waves,

and cosmology
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Invitation

At this point, let us recall the goal of this thesis: we wish to establish new

probes of DM at new scales, away from the weak scale. In the previous part, we focused

on the most massive candidates: we saw that significant parameter space remains open

for primordial black holes (PBHs) as a DM candidate, and that both new and existing

tools can explore important limits of this scenario. In this part, we use the phenomenol-

ogy of PBHs as a starting point to explore windows below the weak scale. In particular,

we will identify new connections between astronomical observables, terrestrial experi-

ments, and low-mass particle species.

So far, we have stayed mostly quiet about one key observable associated with

PBHs: gravitational waves, both as transients and as a cosmological background. This

will be our entry point into new astronomical probes, and we will segue from PBHs to

other applications of gravitational wave astronomy for new physics. After discussing

uses of the stochastic gravitational wave background, we turn to other cosmological

observables, and connect these to probes of particular dark matter scenarios.

This part makes a surprising transition, in the language of Fig. 0.1. In the

previous part, we focused entirely on the upper reaches of that spectrum. Now, we will

begin by studying gravitational waves from massive PBHs, but we will see thereafter
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that gravitational waves from massive objects can probe the physics of ultralight particle

species. The nature of gravitational wave astronomy in the cosmological context will

lead us all the way around to the other side of the spectrum. At that point, we will turn

to other opportunities in cosmological observables to probe particle physics at masses

that are somewhere in between: well above the ultralight masses we will probe with

gravitational waves, but still well below the weak scale. Here we will see the emergence

of complementarity between cosmology and upcoming terrestrial tools.

Of the three parts of this thesis, the probes of this part are the most varied, and

potentially the most broadly applicable. Many of the analyses here can be repurposed

for models at other scales, or set the stage for new approaches to DM across an even

wider range of masses. Still, for the time being, we will focus on two distinct regimes:

ultralight bosons at the very bottom of the DM spectrum and even below, and “light”

DM between 1 keV and 1 GeV. Even though these two ranges are quite far apart, they

are two of the most interesting windows in the spectrum today. In particular, they lie

to either side of the mass range favored for axion DM, and thus heavily probed by axion

experiments. These are windows in the BSM parameter space where new tools stand

to deliver probes with the greatest new breadth.

In this part, we will focus on three such tools: gravitational wave observatories,

terrestrial colliders, and direct detection experiments. With the exception of gravita-

tional wave backgrounds, the cosmological observables we will discuss here have already

been heavily mined for many years. The coming years will also see new cosmological

observables as a product of the next generation of surveys, and leveraging these surveys

for new tests of DM physics is one of the goals of my ongoing work.
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The coming chapters take the following route through parameter space. First,

in Chapter 4, we will continue our exploration of PBHs to their gravitational wave sig-

natures, and determine the prospects for their discovery at present-day gravitational

wave observatories. In Chapter 5, we will step to gravitational wave signatures from

black holes that are known to exist: supermassive black holes at the centers of galax-

ies. We will see how the gravitational wave background can signal the presence of

new long-range forces mediated by ultralight particle species. Next, in Chapter 6, we

will leverage cosmological observables for a rather different purpose: we will see how

cosmological restrictions introduce new connections between cosmic chronology and low-

energy observables in the sub-GeV regime. Finally, in Chapter 7, we will focus on the

implications of cosmology for direct detection experiments in the sub-GeV and espe-

cially the sub-MeV regime. This will lead us into a more detailed discussion of low-mass

direct detection in Part III.
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Chapter 4

Discovery prospects for primordial black

holes at LIGO

4.1 Introduction

The detection of black hole binaries with LIGO [202–209] has heralded a new

era in probing the nature and behavior of compact objects in our Universe. In the past

several years, gravitational wave detectors have directly confirmed the existence of black

holes [210], provided powerful tests of general relativity [211], and ushered in the era of

multimessenger astronomy [212, 213]. But as gravitational wave observatories continue

to probe the black hole population, they are poised to make yet another significant

discovery: mergers may provide direct evidence for the existence of primordial black

holes (PBH).

The primordial-origin scenario for the black holes observed at LIGO has thus

been discussed heavily in the literature. Several authors have proposed that stellar- and
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primordial-origin models might be distinguished statistically in the coming years by the

distributions of binary masses, spins, and eccentricities [see e.g. 214–218]. However,

an extensive literature shows that the binaries observed to date are compatible with a

stellar origin [219, 220], and efforts to attribute any future discrepancies to a primordial

origin will be complicated by uncertainties in stellar evolution models [see e.g. 221, 222].

Thus, even in the most optimistic case, it will be difficult to positively establish a non-

stellar origin for the LIGO black holes, especially if such a history applies only to a

subcomponent of the merging population.

But there is one clean signal that could clearly indicate the primordial origin of

a specific black hole: a low mass. Stellar evolution models predict that black holes form

only when a star’s mass is sufficient for the gravitational force to overcome degeneracy

pressure. Thus, black holes with a stellar origin must have a mass no lower than the

Chandrasekhar limit of 1.4 M� [138]. A black hole with a mass below ∼1 M� must have

a non-stellar origin, and the detection of even one such object would be a clear smoking

gun of new physics, as was already pointed out by [223]. In principle, LIGO may be

sensitive to mergers of black holes well below this scale, so LIGO and other gravitational

wave observatories are uniquely capable of directly establishing the existence of PBH.

Indeed, some gravitational wave detections have already come tantalizingly

close to furnishing such a discovery. The latest hint comes from the recently announced

LIGOScientific:2016aoc90814 [224], apparently involving a compact object at 2.6 M�,

in what was expected to be a mass gap in the population of neutron stars and stellar-

origin black holes [225–228]. Additionally, the nature of the compact objects involved in

LIGOScientific:2016aoc70817 [229] is uncertain: while the identification of an associated
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kilonova [230] strongly indicates that one of the merging objects was a neutron star,

the second compact object might also be a light O(1 M�) black hole, with likelihood as

large as 40 per cent [see e.g. 231].

Given the potential for discovery, the LIGO Collaboration has conducted initial

searches for mergers of light PBH [67, 69], with null results thus far. But interpreting

these null results as constraints on the PBH population requires a model to connect

the abundance and mass distribution of PBH to the rate of observed mergers. Theoret-

ical uncertainties in the merger rate complicate such an analysis, with notable recent

progress by [232]. Even so, most previous work has assumed that the PBH mass func-

tion is monochromatic, i.e., that all PBH have a single mass. This greatly simplifies

the problem, but is likely unrealistic: in most formation models, PBH have an extended

mass distribution with a lognormal or power-law shape [29]. In some scenarios, the

mass distribution can even be multimodal [233].

A bias-free interpretation of LIGO results requires that we allow for some

freedom in the shape of the mass function. This motivates the approach taken by

[234], who analyze prospects for the detection of light black holes under the assumption

that the mergers observed thus far have a primordial origin. To further complicate

matters, the mass distribution is subject to various observational constraints across the

mass spectrum, which impose additional restrictions on the space of mass functions.

The uncertainty in the merger rate arising from the shape of the mass function means

that it is difficult to describe prospects for either constraints on or discovery of a PBH

population at gravitational wave observatories in a model-independent fashion.

In this chapter, we use numerical methods to translate null searches at grav-
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itational wave observatories into constraints on the properties of the PBH population

and discovery prospects for light black holes. In particular, we show that if only a small

fraction of the PBH population lies in the mass window of interest, then freedom in the

mass function translates to a significant gap between the constraint potential and the

discovery potential, corresponding to the most pessimistic and optimistic calculations

of the merger rate, respectively. We show that LIGO can establish the existence of

PBH even if the abundance of such objects in the mass range of interest is far below

the level of the prospective constraint. Our results provide the first model-independent

gravitational wave constraints on the light black hole population, and show that there

is considerable opportunity for their discovery at LIGO.

This chapter is organized as follows. In Section 4.2, we review the calculation

of the merger rate and establish analytical expectations for the shapes of mass functions

that maximize and minimize the merger rate. In Section 4.3, we introduce our numer-

ical procedure and detail the inclusion of other observational constraints. We present

our numerical results in Section 4.4, and we discuss the implications and conclude in

Section 4.5.

Notationally, we will say that a black hole is ‘light’ if it has a mass below

1 M�, and we will say that a black hole is ‘detectable’ if it has a mass large enough to

be observable by LIGO, a condition we will detail in subsequent sections. We will refer

to light black holes as ‘primordial’, although, as we have mentioned, there are other

new physics scenarios that may also result in the formation of observable black holes

without stellar progenitors. Our interest is in light black holes that are ‘detectable and

primordial’, which we will abbreviate as ‘DPBH’. We will say that such black holes lie
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in the ‘DP’ mass range.

4.2 The merger rate of DPBH

To establish the most optimistic discovery prospects, and the most pessimistic

constraint potential, it is necessary to consider, respectively, the maximum and min-

imum merger rates that can be produced with a fixed abundance of PBH. We will

perform this optimization numerically in the following sections, but first, we discuss the

calculation of the merger rate and explore a few benchmark cases analytically.

The merger rate of PBH has been studied by many authors [11, 12, 53, 54, 232,

235, 236], and while predictions of the rate are still subject to some uncertainties, the

theoretical formalism has improved considerably in recent years. In particular, Ref. [236]

and Ref. [54] have studied the merger rate for extended mass functions, and established

predictions for the merger rate as a function of the component masses. The formation

of merging primordial black hole binaries is quite different from the stellar case, so we

will shortly review the derivation of the merger rate and the attendant physics.

Throughout the following sections, we will denote the mass function by ψ.

Denoting the PBH number density for masses up to m by n(m), the mass function is

defined by ψ(m) ∝ m dn/dm with the normalization condition

∫
dmψ(m) =

ΩPBH

ΩDM
≡ fPBH. (4.1)
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4.2.1 The detectable mass range

A key component of estimating the DPBH merger rate is defining exactly what

is meant by detectability. In previous studies of DPBH mergers, a threshold is generally

set at a mass of order ∼ 0.1 M�, and mergers of black holes below the threshold mass

are assumed to be undetectable. We must do the same in this chapter, for reasons

we will explain shortly. For the moment, note that this is a reasonable approximation,

especially because gravitational wave detectors trigger on the basis of a bank of template

waveforms. Thus, even if LIGO is potentially sensitive to mergers of lighter objects,

a detection will not be made if no matching template has been computed. In typical

operation, LIGO uses no templates with combined binary masses below 2 M� [68], and

even past searches for light black hole mergers have used a minimum template mass of

0.4 M� [67, 69].

Neglecting templates, LIGO is potentially sensitive to mergers of very light

black holes, with one important caveat: the lighter the binary, the closer it must be in

order for the merger to be detectable. Thus, LIGO probes a different effective volume

Veff(m1,m2) for each pair of component masses (m1,m2). Given a particular mass

function ψ, the total DPBH merger rate RDP must then be written in the form

RDP(ψ) =

∫

DP2
dm1 dm2R(m1,m2)Veff(m1,m2), (4.2)

where R(m1,m2) is the differential merger rate per unit volume for binaries with com-

ponent masses (m1,m2), and
∫

DP2 denotes an integral only over pairs of masses in the

DP regime. We make the simplifying approximation that the sensitive volume depends

only on the chirp mass of the binary, Mc, and not on the individual component masses,
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so that Veff(m1,m2) = Veff(Mc(m1,m2)). This approximation has been explicitly vali-

dated by [69]. Note that we neglect any impact of binary spin on detectability.

We determine the sensitive volume Veff(m1,m2) for the merger of a given binary

using the maximum sensitive distance for the scenario considered in Ref. [68]. This

sensitivity is already achievable with the Advanced LIGO instrument, but does involve

optimistic assumptions about the template bank used to identify merger events. The

number N of templates required for a given search depends strongly on the minimum

mass mmin and starting frequency fmin included in the template bank, scaling as N ∝

(mminfmin)−8/3. We follow the optimistic benchmark of Ref. [68], choosing fmin = 10 Hz

and fmax = 2048 Hz, and we likewise reduce the maximum sensitive distance by a factor

of 2.26 to account for variations in the location and orientation of the binary. (See

fig. 2 and eq. (12) of that reference.) As noted in that work, there are significant

computational costs to producing an appropriate template bank for detection of these

very low-mass binaries at the greatest sensitive distances. LIGO searches completed

to date use slightly less generous template banks, and in particular are completely

insensitive to black holes below 0.2 M� [69]. Thus, our results apply directly under the

assumption that LIGO carries out a search with these parameters.

We still need to define the domain of the integral in Eq. (4.2). To meaningfully

probe the abundance of light PBH, we will ultimately be interested in speaking of the

abundance in a narrow mass range, neither too massive to be clearly primordial, nor

too light to be typically detectable, but just right [see e.g. 237]. To that end, we

will define two thresholds mmin
DP and mmax

DP . For single masses, we will say m ∈ DP if

mmin
DP ≤ m ≤ mmax

DP . For pairs of masses, we will say that (m1,m2) ∈ DP2 if mmin
DP ≤
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min{m1,m2} ≤ mmax
DP , i.e., if

1. both m1 and m2 are above mmin
DP , and

2. at least one of m1 and m2 is below mmax
DP .

We will fix mmax
DP = 1 M� and mmin

DP = 0.1 M� throughout our analysis. We have

investigated the consequences of choosing mmin
DP = 0.01 M�, and found that there is

very little impact on the qualitative outcomes of our analysis: while choosing a lower

threshold threshold extends the opportunity for discovery if PBH only exist at lower

masses, extant gravitational wave detectors are relatively poorly suited to probe such a

population.

In order to meaningfully discuss constraints on the DPBH population, we

define the DP ratio by

rDP =
1

fPBH

∫ mmax
DP

mmin
DP

dmψ(m). (4.3)

This is the mass fraction of PBH with masses between mmin
DP and mmax

DP . Note the use

of r (ratio) rather than f to avoid confusion with ΩDP/ΩDM, as with fPBH. We instead

define fDP ≡ rDPfPBH.

Ultimately, we will evaluate maximum and minimum merger rates as a func-

tion of both fPBH and rDP simultaneously. This is a convenient parametrization for

discussing constraints on the mass function, since despite the very simple form of the

two parameters, they encode key information about the abundance of PBH in general

and the abundance of light black holes in particular. This is also one of the reasons for

imposing a strict cut-off at low masses: one might contend that lighter black holes, with

masses below our mmin
DP , are also detectable, albeit in a smaller volume. This may indeed
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be the case, but including such mergers would make the parametrization discussed here

difficult to interpret in relation to the merger rate: black holes just below mmin
DP would

contribute to the DP merger rate, but not to rDP.

We reiterate that LIGO is not equipped with templates for our entire DP win-

dow during its regular operation, and a search with black hole masses below 0.2 M�

has not been conducted to date. Moreover, previous searches have targeted mergers

between two light black holes, with templates only below 4 M� in total binary mass.

Thus, the constraints we draw in this chapter are prospective, assuming that an ex-

tended search is conducted on archival or future data. As we will show, such searches

are well motivated both for pairs of light black holes and for mergers of light black holes

with heavy partners. There is ample opportunity to discover PBH even at abundances

that cannot be fully constrained.

4.2.2 Estimating the merger rate

We now review the derivation of the merger rate in Ref. [236] and Ref. [54].

First, we note that PBH binaries can form in two epochs: in the early Universe, during

radiation domination, and in the late Universe, where close approaches can produce

enough gravitational radiation to bind two black holes. The latter contribution is gen-

erally small, since typical relative velocities are large, meaning that the energy loss to

gravitational radiation must be quite significant. There is a possible exception to this

rule if the density contrast in the late Universe is exceptionally large, δ0 & 1010, but

this is much larger than most estimates, so we neglect that possibility. Thus, we con-

sider only binaries formed in the early Universe. Note that our calculation may not

161



accurately describe new physics scenarios in which light black holes themselves form in

the late Universe.

We first review the merger rate as estimated by Ref. [236]. Consider a PBH

pair with masses m1 and m2. First, in order for the pair to decouple from the Hubble

flow and have interactions dominated by their mutual gravitation, the average mass of

the black holes should exceed the background mass in the volume between them, i.e.,

we require 1
2(m1 + m2) > 4π

3 ρbgr
3. Translating this into a condition on the separation

of the two black holes, one finds that the comoving distance between them must fall

below the scale

x̃(m1,m2)3 =
3

4π

m1 +m2

a3
eqρeq

, (4.4)

where aeq and ρeq are the scale factor and the density at matter–radiation equality. A

binary with comoving separation x < x̃ thus decouples from the Hubble flow when the

scale factor is

adc = aeq

(x
x̃

)3
. (4.5)

After this point, the black holes’ gravity dominates the evolution of the system. Barring

a close approach, gravitational interactions between these two black holes and some third

body of comparable mass are necessary to move the pair into a bound configuration.

Thus, we suppose that there is third PBH with mass m3 at a comoving distance y from

the first two. In this scenario, we form a binary with semimajor and semiminor axes

given by

ra = αxadc, rb = β
2m3

m1 +m2

(
x

y

)3

ra, (4.6)

for two O(1) constants α and β. We take α = β = 1 for the remainder of this discussion.
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Assuming that there is no mechanism for hardening the binary apart from gravitational

radiation, the coalescence time can then be estimated as

τ̃(m1,m2,m3)

(
x

x̃(m1,m2)

)37( y

x̃(m1,m2)

)−21

, (4.7)

where τ̃ is the maximal coalescence time, given by

τ̃(m1,m2,m3) =
348

85

α4β7a4
eqm

7
3x̃(m1,m2)4

G3m1m2(m1 +m2)8
. (4.8)

Here we have established the coalescence time for a single binary assuming a set of

masses and initial separations. Distributions of these parameters can be derived from

the mass function, leading to a distribution of coalescence times as a function of the

component masses. Differentiating this distribution leads to the merger rate at the

present time. For brevity, we define m̃(ψ) = 1/
∫

dmψ(m)/m. The number density

of PBH at the mass of interest is accounted for through the factor Ñ(ψ; m1,m2) =

δdcΩDM,eq(m1 +m2)/m̃(ψ), where δdc is the density contrast at the time of decoupling.

We then define

G(ψ; m1,m2,m3) = Γ

(
58

37
,
Ñ(ψ; m1,m2) t3/16

τ̃(m1,m2,m3)3/16

)

− Γ

(
58

37
,
Ñ(ψ; m1,m2) t−1/7

τ̃(m1,m2,m3)−1/7

)
, (4.9)

and the present-day differential merger rate between black holes with masses m1 and

m2 is given by

R(m1,m2) =
9m̄(ψ)3Ñ(ψ; m1,m2)

53
37

296πδdcx̃(m1,m2)3t34/37

× ψ(m1)ψ(m2)

m1m2

∫
dm3

G(ψ; m1,m2,m3)

τ̃(m1,m2,m3)3/37

ψ(m3)

m3
. (4.10)
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Notably, this estimate of the merger rate considers only the tidal torque due to one

additional PBH external to the binary. This may present a problem when dealing with

mass functions that span many decades, for which lighter black holes have relatively high

number densities. Ref. [54] follow a similar line of argument, but the authors estimate

the torque by integrating over the entire PBH population. It might be expected that

this form of the merger rate is more reliable for extremely broad or multimodal mass

functions, which we may well encounter in the course of our analysis. Thus, we use their

merger rate in the course of our calculation, and we now briefly summarize their result.

We define

µ =
2m1m2 (ψ(m1) + ψ(m2))

(m1 +m2)
(
m1ψ(m1) +m2ψ(m2)

) (4.11)

and nT = ρcΩDM,eq

∫
dmψ(m)/m, where the lower limit of integration is min{m1,m2}.

We additionally take 〈x〉 to be the average separation between black holes of mass m1

and m2, and define γX by

γX =


85

3

tm1m2(m1 +m2)
(
ψ(m1) + ψ(m2)

)4

10−4
(

3
8π

m1+m2
ρeq(ψ(m1)+ψ(m2)

)4/3
X16/3




1/7

2(ψ(m1) + ψ(m2))ΩM

ΩDMX
. (4.12)

Then the probability distribution for the coalescence time is given by

dP

dt
=

1

7µt

∫
dX exp

(
−X
µ

4π

3
〈x〉3nT

)
γ2
X(

1 + γ2
X

)3/2 , (4.13)

and the present-day merger rate per unit volume is given differentially in the component

masses by

R (m1,m2) = ρcΩM min

(
ψ(m1)

m1
,
ψ(m2)

m2

)
dP

dt
. (4.14)

While we use this form of the merger rate in our subsequent analysis, it is not

the only such calculation to take into account the torques from the entire population
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of black holes. The calculation of Ref. [236] was updated and extended by Ref. [238] to

include this effect via a suppression factor multiplying the rate. The suppression factor

S has the form

S =
e−N̄

Γ(21/37)

∫
dv v−

16
37 exp

(
−F(ψ, v)− 3σ2

Mv
2

10f2
PBH

)
, (4.15)

F(ψ, v) = N̄〈m〉
∫
ψ(m) dm

m
1F2

(
−1

2 ; 3
4 ,

5
4 ;−

(
3mv

4〈m〉N̄

)2
)
, (4.16)

where 〈m〉 is the average PBH mass, 1F2 is the generalized hypergeometric function, N̄

counts the number of PBHs in the vicinity of a given binary, and σM = (ΩM/ΩDM)2〈δ2
M〉

for δM the matter density perturbation. Note that in this merger rate calculation,

the suppression effect factorizes away from the dynamics that determine the binary

formation rate, so the suppression factor can really be evaluated separately from the

unsuppressed rate. This is not the case in the calculation of Ref. [54]: while there is

no explicit suppression factor, a comparable suppression enters the rate itself via the

exponential factor in Eq. (4.13). However, the calculation does not include a suppression

of the merger rate from binary disruption in later close encounters.

We note that predicting the PBH merger rate from first principles is extremely

challenging, and it is likely that these estimates will be refined in the coming years. In

particular, Ref. [239] recently showed that the inclusion of all three-body encounters in

PBH clusters can dramatically reduce the merger rate in the late Universe. We will

return to this possibility in Section 4.5, and we will also assess the robustness of our

results to differences between the calculations of Ref. [54] and Ref. [238].
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4.2.3 Analytical behavior of the merger rate

To establish constraint and discovery prospects, we will need to minimize and

maximize the merger rate over the possible mass function shapes with some character-

istic abundances held fixed. In particular, we will optimize the merger rate with rDP

and fPBH held constant. For fixed fPBH, if the maximum merger rate falls below the

LIGO sensitivity for a given value of rDP, this means that values of rDP this low cannot

be probed by LIGO, regardless of the form of the mass function. Alternately, if the

minimum merger rate is detectable by LIGO, then this and higher values of rDP can be

ruled out by LIGO.

In general, the merger rate must be maximized or minimized numerically.

However, to understand the dependence of the merger rate on the shape of the mass

function, it is useful to consider a few simple benchmark cases in the absence of any

observational constraints. For the moment, we neglect the mass dependence of the

detector’s sensitive volume.

First, consider a monochromatic mass function, ψ(m) = f1δ(m − m1). For-

mally, the quantities entering Eq. (4.14) are not independently well defined in this case,

but we can take a mass function of the form

ψ1(m) = f1∆−1Θ(m−m1)Θ(m1 + ∆−m) (4.17)

and work in the limit ∆ → 0. In this case, the total DP rate is simply the overall

rate, as long as m1 lies within the DP window. If m1 is sufficiently small, the integrand

of Eq. (4.13) is dominated by values of X where the exponential is very nearly 1. As

pointed out by [54], the integral can then be evaluated approximately, which gives a rate
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Figure 4.1: Merger rate for a dichromatic mass function, ψ(m) = f1δ(m − m1) +
f2δ(m − m2), relative to the monochromatic mass function (f1 + f2)δ(m − m1). We
fix m1 = 10−1/2M�, indicated by the black vertical line. This lies in the middle of
the DP window, indicated by the shaded region. The dashed curves show the merger
rate for pairs of all masses, while the solid curves include only mergers in DP2. The
blue curve shows the case f2 = 10f1, i.e., where mergers of black holes of mass m2

naively dominate. The orange curve shows the case f2 = 0.1f1, where the reverse is
true. Depending on the relative amplitudes and positions of the two peaks, separating
them can either enhance or suppress the merger rate (see text).
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Figure 4.2: Relative merger rate as σ is increased for a lognormal mass function with
two different central masses. The dashed lines include all mergers, while the solid lines
include only DP2 mergers. The curves are normalized relative to the all-inclusive merger
rate at the lowest value of σ, i.e., the dashed lines are fixed to 1 at the left edge of the
figure. For much of the range of σ shown here, a large fraction of mergers lie in DP2,
so the solid and dashed lines lie very close. They begin to diverge at large σ in both
subplots, since much of the mass lies outside the DP window in this case. For the blue
curve, the central mass lies outside the DP window, so the DP merger rate vanishes at
small σ. In the limit σ → 0, the lognormal mass function reduces to the monochromatic
case.
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R ∝ m
−32/37
1 . A similar result can be derived for large m1 by splitting the X integral

into two regimes, one in which the constant term in the denominator is dominant, and

one in which it is subdominant. The integral can be evaluated analytically in each of

the two regimes, and it can then be shown that R ∝ m−26/21
1 at large m1.

In particular, for a monochromatic mass function, decreasing m1 increases the

merger rate. Physically, this is simply because decreasing m1 while holding f1 constant

increases the number density of black holes. In the absence of observational constraints,

we therefore expect that the merger rate will be maximized when the mass function is

peaked near the bottom of the DP window, and minimized when it is peaked near the

top.

This is the simplest way in which the mass function can influence the merger

rate. However, monochromatic mass functions are tightly constrained by observational

bounds, so it is useful to understand the behavior of the merger rate for mass functions

with non-negligible width. We first consider the simplest extension of the previous case:

a bimodal mass function constructed as the sum of two monochromatic mass functions.

We define

ψ2(m) = f1δ(m−m1) + f2δ(m−m2), (4.18)

where the Dirac delta is understood to be defined as in Eq. (4.17).

For such a ‘dichromatic’ mass function, there are three contributions to the

merger rate, corresponding to mergers of black holes with masses {m1,m1}, {m2,m2},

and {m1,m2}. This gives rise to complicated behavior as the peaks are separated.

Two benchmark cases are shown in Fig. 4.1, with one peak fixed in the middle of the

DP range and the other varying freely. In each panel, the merger rate is enhanced if the
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second peak is positioned at a low mass within the DP window, due to the enhanced

number density. The DP merger rate (the solid line) drops sharply as the mass of the

second peak falls below the DP window, while the all-inclusive merger rate (the dotted

line) continues to increase.

Notice that as the second peak rises above the DP window, the drop in the

DP merger rate is much less significant. This is because the presence of these more

massive black holes still affects the DP merger rate in two ways: first, more massive

black holes can still participate in the formation of light PBH binaries, and secondly,

mergers of binaries with masses {m1,m2} themselves contribute to the DP merger rate.

These effects lead to non-trivial behavior of the dichromatic merger rate as a function

of the two masses. For our purposes, we note that separating peaks in a dichromatic

mass function can either increase or decrease the merger rate.

Finally, we consider a lognormal mass function, which is unimodal, but has a

non-vanishing width. The lognormal mass function has the form

ψL(m) =
fPBH√
2πσm

exp

(
−1

2

[
log (m/m0)

σ

]2
)
, (4.19)

where m0 corresponds to the central mass and σ is the width of the distribution. Holding

σ fixed, the merger rate is increased by reducing m0, as in the monochromatic case. If

m0 is fixed, and σ is varied, then the merger rate is enhanced by increasing σ, i.e.,

broadening a sharp distribution locally increases the merger rate. This behavior is

shown in Fig. 4.2.

These benchmark scenarios indicate that a fairly broad mass function favouring

lower masses will generally produce a higher merger rate, but in general, observational
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constraints will impose severe restrictions on the allowed shape of the mass function.

Thus, the mass function that minimizes or maximizes the merger rate might indeed

be a complicated multimodal function. In particular, the analysis of [30] demonstrates

that the maximum value of fPBH consistent with observational constraints is attained

by a multimodal mass function, corresponding to a superposition of monochromatic

mass functions. Thus, it would not be surprising to find a similar behavior for mass

functions that maximize the merger rate, particularly if fPBH is fixed at a value where

observational bounds strongly constrain the mass function. The benchmark scenarios

in this section suggest that the merger rate will be minimized with sharply peaked and

potentially multimodal mass functions.

To go further and to incorporate observational constraints will require numeri-

cal methods, which we take up in the following sections. Again, note that the discussion

above has not accounted for any characteristics of the detector. In particular, we have

neglected the mass dependence in the effective volume that an instrument such as LIGO

can probe. Mergers of more massive black holes are observable in a larger effective vol-

ume, and this enhances the effective merger rate at higher PBH masses, competing with

the enhancement in number density at lower masses. We will include this effect in our

numerical treatment.

4.3 Constraints and optimization

In this section, we detail the numerical procedure that we use to optimize the

merger rate. First, we discuss the constraints that we impose on the black hole mass
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function.

Since the allowed values of the merger rate depend on the allowed forms of the

PBH mass function, observational constraints that restrict the form of the mass function

correspondingly restrict the merger rate. Thus, the minimum or maximum merger rate

is dependent not only on fPBH and rDP, but also on the chosen set of observational

constraints. The full set of observational constraints we use in this chapter is shown in

Figs. 4.4 and 4.5, with descriptions in the captions. We demonstrate the behavior of the

maximum and minimum merger rates both with and without the constraints imposed

on the mass function by these observational bounds.

Note that there are many other observables that may place constraints on

the PBH population, such as supernova lensing [49], dynamical effects [37, 45, 46], and

destruction of white dwarf stars [47] and neutron stars [48]. (For reviews see [29, 31, 33].)

These constraints are subject to additional uncertainties, and including them does not

change our qualitative conclusions. The qualitatively important features are the relative

strength of the constraints at masses above and below the DP window, and the fact

that there is a gap in the constraints at low masses. The latter allows for large values

of fPBH when rDP is small. This gap has attracted considerable attention since lensing

constraints at low masses were shown to be ineffective [14, 15, 240–242], and it is possible

that new constraints developed in this region will influence our results.

We introduce one important observable beyond the constraints plotted in

Figs. 4.4 and 4.5: the stochastic gravitational wave background [SGWB; 243, 244].

A population of black holes merging over cosmic time produces an accumulated back-

ground of gravitational radiation that can be detected by LIGO. Since the SGWB
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depends in detail on the shape of the mass function, it must be treated differently from

the other constraints. However, it is essential that we include this constraint, since it

has been shown that merging DPBH in particular can make a significant contribution

to the SGWB [see e.g. 245]. Further, when we maximize the merger rate, we also max-

imize the contribution to the SGWB, so our optimal mass functions might run afoul of

SGWB constraints at PBH abundances well below those excluded in other analyses.

4.3.1 Applying constraints to the mass function

In order to translate gravitational wave observables to discovery prospects

and constraints on the population of DP black holes, we must alternately minimize

and maximize the merger rate subject to particular constraints. This is similar to the

problem of maximizing the overall abundance of black holes subject to observational

constraints, as discussed by Ref. [30]. In that reference, the general form of the optimal

mass function is derived analytically, and it is shown that the exact global optimum can

be found semi-analytically with arbitrary precision. Since we will use some of the same

methods and terminology, we briefly review this result. However, as we will explain,

this formalism cannot be adapted to optimize the merger rate semi-analytically.

We treat observational constraints on the black hole population following [39].

In general, observational constraints on the black hole population are derived from some

measured quantity Aobs. The value of Aobs is predicted to be A0 in the absence of any

PBH, whereas in the presence of PBH, one has Aobs = A0 +A1. For most observables,
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black holes at different mass scales contribute independently, so we can write

A1 =

∫
dmψ(m)K1(m) (4.20)

for some kernel K1(m). Provided that the constraining observable has this form, the

constraint condition can be written in the form C(ψ) ≤ 1, where C(ψ) is the functional

C(ψ) ≡
∫

dm
ψ(m)

fmax(m)
. (4.21)

Here fmax(m) is the maximum allowed fraction of dark matter in the form of PBH

assuming a monochromatic mass function at mass m. For the case of N independent

constraints fmax,j(m), corresponding to a vector Cj(ψ), this generalizes to

∥∥C(ψ)
∥∥2 ≡

N∑

j=1

(∫
dm

ψ(m)

fmax,j(m)

)2

≤ 1. (4.22)

Note, in particular, that ψ(m) > fmax(m) is perfectly admissible for a subset of masses—

i.e., the mass function can cross through the curves on constraint plots—as long as the

condition above is still met. This is simply because constraint curves, as typically drawn,

are only applicable to monochromatic mass functions.

Since the total density in PBH scales linearly with the normalization of the

mass function, any mass function can be normalized to saturate observational con-

straints, yielding the normalized mass,M(ψ) = ‖C(ψ)‖−1
∫

dmψ(m). Finding the mass

function that maximizes the PBH density subject to observational constraints is thus

equivalent to maximizing the functional M, which can be done semi-analytically.

One might hope that a similar method might apply to the optimization of the

merger rate. But even if the merger rate functional were as simple as the normalized

mass, it would still not be possible to apply the preceding formalism. As we have
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discussed, it is essential to consider constraints from non-detection of a SGWB signal,

but this constraint cannot be cast in the form of Eq. (4.22). We now briefly review the

nature and calculation of the SGWB constraint.

A population of PBH produces a SGWB from mergers at higher redshifts [245–

249]. While such backgrounds do not furnish a smoking-gun signal of a primordial origin

for a particular black hole, they do constrain the PBH mass function. A differential

merger rate R produces a stochastic background at frequency ν with density

ΩGW(ν) =
ν

ρc

∫
dz dm1 dm2

R(z;m1,m2)

(1 + z)H(z)

dEGW

dνs
(νs;m1,m2), (4.23)

where ρc is the critical density and dEGW/dνs denotes the spectrum of the radiation

emitted during a merger, with νs = (1 + z)ν denoting the frequency at the source. We

follow the computation of the spectrum and the resulting ΩGW(ν) in [248] and [245].

LIGO is most sensitive to the SGWB at a frequency of νp ∼ 20 Hz, and the sensitivity

is sharply peaked around νp. Thus, we determine whether a mass function is ruled out

by SGWB production by simply comparing ΩGW(νp) with LIGO constraints at that

frequency, translating to the requirement that ΩGW(νp) . 2× 10−9 [245].

Since the calculation of the SGWB is dependent on the shape of the entire mass

function, this constraint cannot be expressed in the form of Eq. (4.20). In particular,

note that the strength of the constraint is not linear in the normalization of the mass

function, since the merger rate itself depends on the normalization in a highly non-linear

fashion. There is no simple closed-form rescaling of the mass function that will saturate

SGWB constraints. Practically, this is not an issue since the optimal mass functions and

the corresponding constraints on the black hole population must ultimately be derived
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numerically rather than analytically. In our numerical procedure, we can incorporate

SGWB constraints on a nearly equal footing with other observational constraints, as we

will explain in the following section.

4.3.2 Numerical procedure

We now detail the numerical procedure that we use to optimize the merger

rate. We minimize and maximize the merger rate using simulated annealing [250]. In

simulated annealing, at each step of the algorithm, a random modification to the state

of the system is generated. Each modification is probabilistically accepted or rejected,

and steps that decrease the cost function are preferrentially accepted—i.e., simulated

annealing is a Monte Carlo Markov chain (MCMC) optimization algorithm. Simulated

annealing is structurally similar to the Metropolis–Hastings algorithm [251, 252] for

drawing samples from a distribution, but the probability of accepting a given step

changes over time.

Heuristically, simulated annealing is based on an analogy to the physical pro-

cess of annealing, in which a material is heated and then cooled slowly to relieve internal

stresses. Heating allows the material to return to an equilibrium configuration, and since

the cooling is slow, the material is likely to be in or near its equilibrium state once frozen.

In simulated annealing, the system is first ‘heated’ in the sense that random steps are

accepted with a high probability. Then the temperature is slowly reduced, so that

the system increasingly disfavours departure from equilibrium. This procedure locates

global optima relatively efficiently: at first, while the system is ‘hot’, the algorithm can

generate a chain that explores the parameter space broadly, with little chance of being
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stuck at a local optimum. As the system cools, the chain is less likely to depart from

a local optimum, so it tends to locate that optimum more precisely with subsequent

steps.

4.3.2.1 The annealing algorithm

The simulated annealing procedure is outlined in Algorithm 1. The mass

function ψ(m) is binned into a set of values ψi with bin widths ∆mi, so that fPBH =

∑N
i ψi ∆mi.

The number of mass bins, N , must be large enough to allow for sufficient

flexibility in the mass function, but must not be so large as to make the calculation in-

tractable. The computational cost of the merger rate calculation scales asymptotically

as a power law in N , but more importantly, each additional mass bin constitutes an ad-

ditional dimension for the optimization problem. Naively, since the size of a discretized

search space scales exponentially with the number of dimensions, one expects a simi-

lar behavior for the number of steps to convergence of the optimization algorithm, i.e.,

nsteps ∼ bN . If the exponential base b were large, the numerical optimization we attempt

here would be extremely challenging. Pragmatically, since values of the mass function

in adjacent bins are highly correlated, b is manageably small: in direct numerical exper-

iments, by subdividing mass bins, we find that b ∼ 1.5. We choose N = 21, dividing the

bins into three regions. We use 13 bins for m < mmin
DP , 5 bins for mmin

DP < m < mmax
DP , and

3 bins for m > mmax
DP , subdividing each region into equally sized logarithmic bins. This

makes it feasible for us to generate the numerical results in this chapter with O(104)

processor hours.

177



The probability of accepting (‘jumping’ to) the candidate step, Pjump, is defined

by

Pjump =
[
cost(ψ′)/ cost(ψ)

]−1/T
, (4.24)

where cost represents the functional to be minimized, and T is the ‘temperature’.

In the simplest case, cost is the DP merger rate (for minimization) or its negative

(for maximization). In our case, where the optimization problem is constrained, it

is convenient to implement these constraints by adding terms to the cost function.

Constraints appear in the cost function with a factor of 1/T so that, as the temperature

drops, constraints become more important. Thus, our cost function is defined by

cost (ψ) = ±RDP(ψ) +
β

T
max{0,P(ψ)}, (4.25)

where the penalty functional P is defined by

P(ψ) = exp
(
max

{∥∥C(ψ)
∥∥, ΩGW/Ω

max
GW

}
− 1
)
− 1, (4.26)

with C(ψ) defined as in Eq. (4.22). We choose β = 103 yr−1 so that even when the

merger rate is at its maximum, the penalty functional still dominates the cost at the

lowest temperatures we consider.

In addition, there are three components of the simulated annealing algorithm

that must be implemented in a manner specific to each application: the selection of the

initial point, the generation of new steps, and the cooling rate (annealing schedule).

To start new chains, we determine the initial mass function ψ0 by choosing

a random value in each mass bin from the log-uniform distribution on [1, 103]. The

resulting mass function is then rescaled to match the input values of rDP and fPBH.
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Algorithm 1 Annealing procedure

1: k ← 0, ψ ← ψ0

2: while k < kmax do

3: ψ′ ← neighbor(ψ) . Generate modification

4: if Pjump(ψ′, T (k)) > random((0, 1)) then

5: ψ ← ψ′ . Accept modification

6: k = k + 1

7: end if

8: end while

The generation of new steps is represented by the neighbor function, which mutates

the current state of ψ to obtain a candidate ψ′. The behavior of neighbor is specified

in Algorithm 2. Schematically, a step is generated by modifying the value of ψ in a

randomly selected bin i. The modification is drawn from a normal distribution with

mean ψi and standard deviation σψi/∆mi. Appropriate sections of the resulting mass

function are then rescaled to match the input rDP and fPBH.

We use a modified exponential cooling schedule, with a lower limit of T = 1.

The temperature at the kth step is thus

T (k) = 1 + (T0 − 1)(1− α)k, (4.27)

where we set α = 10−2, and T0 is the initial temperature. In general, T0 must be

chosen empirically to allow the algorithm to explore a wide parameter space initially.

We choose the initial temperature so that 80 per cent of steps from the initial position

that increase the cost are accepted. Such a temperature is high enough to ‘melt’ the
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Algorithm 2 Neighbor generation

1: procedure neighbor(ψ)

2: ψ′ ← ψ

3: i← random({1, 2, . . . , Nbins}) . Choose bin

4: ψ′i ← ψi × normal(ψi, σψi/∆mi) . Modify bin

5: I ←∑
i ψi∆mi . Fix rDP

6: IDP ←
∑

i∈DP ψi∆mi

7: for i ∈ DP do

8: ψ′i ← ψ′i × rDP(I − IDP)/[IDP(1− rDP)]

9: end for

10: I ←∑
i ψi∆mi . Fix fPBH

11: for i = 1, . . . , Nbins do

12: ψ′i ← ψ′i × fPBH/I

13: end for

14: return ψ′

15: end procedure
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Figure 4.3: Illustration of the refinement procedure. The orange points represent a
subset of the initial grid. The blue points are those added during the refinement step.
An arrow from an orange point to a blue point denotes that a chain is initialized at the
blue point using the optimal mass function across all chains previously evaluated at the
orange point.

system, allowing almost any step to proceed, while still being low enough that steps will

be constrained as the temperature is lowered.

To verify convergence, we optimize the mass function five times, i.e., with five

independent chains, at each parameter point. We evolve each chain for 107 steps. Each

of these chains begins with its own random mass function and with a high temperature,

so convergence to the same optimum merger rate and mass function provides reassuring

evidence that the algorithm is not stochastically settling into local optima. We find

empirically that the merger rate typically converges across the chains within O(105)

steps.

4.3.2.2 Two-parameter optimization

Our goal is to determine the maximum and minimum merger rates as a function

of the total abundance of PBH, fPBH, and the fraction of those PBH that lie in the
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DP mass range, rDP. Thus, in principle, we must perform the optimization described

in the previous section at every point in this parameter space, independently. However,

the optimization process is computationally expensive, so it cannot be applied directly

to a fine grid in (rDP, fPBH). Instead, we use the simulated annealing algorithm on a

coarse grid, and then use an alternative technique to interpolate between the resulting

optima.

First, we note that this interpolation process is not simply an aesthetic mat-

ter. In principle, a small displacement in the (rDP, fPBH) plane can produce a sharp

discontinuity in the shape of the optimal mass function, leading to discrete regions in

which the optimal mass function evolves very differently with rDP and fPBH. This is es-

pecially difficult to forecast when observational constraints are included. The situation

is analogous to the behavior of the order parameter in a first-order phase transition: in

this case, a small displacement in temperature discontinuously changes the location of

the minimum of the free energy. In our case, rather than a sharp transition between

two minima of the free energy, there could be a sharp transition between two shapes

of the mass function. A naive interpolation of a coarse grid of points risks missing any

such structure.

Therefore, we extend our coarse grid to a finer subgrid using the following

procedure. First, each interval in the grid is halved to produce a refined grid. The initial

mass functions for each new point on the grid are borrowed from its nearest neighbours:

that is, for each neighbour, we run an independent chain at the new parameter point

starting from the neighbour’s optimal mass function across all of the neighbour’s chains.

One step of the process is illustrated in Fig. 4.3. Even if there is a transition of the kind
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described above between the new point and some of its neighbours, it is still likely that

the optimum at the new point is close in shape to that of at least one neighbour. Thus,

one expects that only mild adjustment of these mass functions is needed to converge to

the optimum at the new point.

Since we assume that at least one of the optimal mass functions drawn from

the neighbouring points is close to the global optimum of the new point, there is no need

for the variable temperature of simulated annealing: we need only locate the nearby op-

timum more precisely. We perform this adjustment by producing a chain of 105 steps

with the Metropolis–Hastings algorithm, which is structurally similar to simulated an-

nealing, but with a fixed temperature. We perform the entire grid refinement procedure

twice to obtain a sufficiently fine grid.

Finally, the optima from all points are ‘mixed’ as follows. For each point on the

refined grid, we generate another set of 105-step Metropolis–Hastings chains, each with

a different initial mass function. One chain begins with the optimal mass function from

the point itself. Another chain is initialized from the optimal mass function of each

nearest neighbour. The mixing process is performed four times, so an optimal mass

function shape found at any point in a block between initial grid points can propagate

to other points in the same block.

After the refinement and mixing processes are performed, the result is a non-

trivial interpolation of the initial grid, which forms the basis for our results in the

following sections.
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Figure 4.4: Optimal maximizing (top) and minimizing (bottom) mass functions with
fPBH = 0.5 and rDP = 0.1 in the absence of observational constraints. Each mass
function is shown as a set of discrete bars with height ΩPBH(mi)/ΩDM ≡ ψ(mi)∆mi,
i.e., the height of each bar indicates the total mass in the bin. The maximum merger
rate corresponds to the most optimistic discovery potential, and the minimum merger
rate to the most pessimistic constraint potential. The constraint curves are not used
to constrain the mass function, and are shown here only for reference and comparison
with Fig. 4.5. The DP window is indicated by the shaded gray region, and the mass
function is colored orange therein. The labelled constraints are from BH evaporation
[evap; 28], Hyper Suprime-Cam [HSC; 13, 15], Kepler [K; 34], OGLE [Ogle; 65], EROS-II
[EROS; 253], MACHO [M; 10], and CMB observables [CMB; 36, 39]. Other constraints
may also apply, but their inclusion does not influence our qualitative conclusions (see
Section 4.3).
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4.4 Results

We now examine the results of our numerical optimization. First we show re-

sults for individual parameter points, and compare the shapes of optimal mass functions

to our analytical expectations. Then we show minimal and maximal merger rates with

and without observational constraints.

4.4.1 Shape of the mass function

To understand the shapes of the mass functions that optimize the merger rate,

we first neglect observational constraints to facilitate comparison with the analysis in

Section 4.2.3. Figure 4.4 shows mass functions that minimize and maximize the merger

rate without regard to observational constraints for the parameter point (rDP, fPBH) =

(0.1, 0.5) (i.e. 50 per cent of DM is in PBH of any mass, and 10 per cent of the

PBH density is accounted for by the DP window). The two mass functions are mostly

distinguished by two features. First, they have clearly different behavior outside the

DP window: the DP merger rate is enhanced when the remainder of the PBH are

placed at a higher mass, above the top of the window, and it is reduced when they are

placed at lower mass, below the bottom of the window. Secondly, as expected from

our simplified analysis in Section 4.2.3, the maximizer is broad within the DP window,

while the minimizer is sharply peaked and multimodal.

Contrary to our naive expectation, the maximizer prefers higher masses within

the DP window, while the minimizer prefers lower masses. This is because the full

numerical calculation accounts for detectability, and the mergers of heavier black holes
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are detectable in a larger volume. This also accounts for the behavior of the mass

function outside the DP window. Recall that the mergers of DP black holes with

heavier black holes are generally observable, and we assume that the lighter black hole

is identifiably primordial in such a merger. However, the merger of a DP black hole

with a lighter black hole may not be observable, or may be observable only in such

a small effective volume that our assumptions for calculating the merger rate are not

valid. Thus, if the 90 per cent of PBH which lie outside the DP window are positioned

at higher masses, the observable merger rate is enhanced.

Having noted the behavior of the optimal mass functions in the absence of

observational constraints, we now turn to the results of constrained optimization in

Fig. 4.5. The general features of these optima are similar to their unconstrained coun-

terparts, and observational constraints modify the shapes of the optimal mass functions

in a comprehensible manner. The maximal merger rate is still obtained with additional

PBH positioned above the DP window, but observational bounds now strictly constrain

the position of this peak. The mass function which minimizes the merger rate is not

subject to strong constraints within the DP window, but the additional PBH at lower

masses must now be repositioned to the mass range where constraints are weaker.

4.4.2 Constraints and discovery prospects

Minimum and maximum merger rates with all constraints applied are shown as

a function of rDP and fPBH in Figs. 4.6 and 4.7. The minimum merger rate corresponds

to LIGO’s constraint potential: even given complete freedom in the mass function,

there is no way to obtain a lower observable merger rate. The maximum merger rate
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Figure 4.5: Optimal maximizing (top) and minimizing (bottom) mass functions with
fPBH = 0.5 and rDP = 0.1. Each mass function is shown as a set of discrete bars with
height ΩPBH(mi)/ΩDM ≡ ψ(mi)∆mi, i.e., the height of each bar indicates the total
mass in the bin. All observational constraints are applied. The maximum merger rate
corresponds to the most optimistic discovery potential, and the minimum merger rate
to the most pessimistic constraint potential. The DP window is indicated by the shaded
gray region, and the mass function is coloured orange therein. The labelled constraints
are from BH evaporation [evap; 28], Hyper Suprime-Cam [HSC; 13, 15], Kepler [K; 34],
OGLE [Ogle; 65], EROS-II [EROS; 253], MACHO [M; 10], and CMB observables [CMB;
36, 39]. Other constraints may also apply, but their inclusion does not influence our
qualitative conclusions (see Section 4.3).
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corresponds to the discovery potential, i.e., the most optimistic scenario given any mass

function.

The light gray region in the top right corner of each panel indicates parameter

points where the numerical procedure was unable to locate any mass function consistent

with constraints. This is the portion of parameter space that is already ruled out by

other observables, including the SGWB. The extent of this region can be estimated

using the semi-analytical procedure of [30], which can give the maximum allowed value

of fPBH for fixed rDP if SGWB is neglected. This bound is the triangular dark gray

region. Since the SGWB depends non-linearly on the mass function, it cannot be treated

within the same semi-analytical framework. Thus, one expects the light gray region to

extend slightly further than the dark gray region, which is exactly the behavior shown

in Figs. 4.6 and 4.7.

Observe that there is a small gap between the minimum and maximum merger

rates when rDP is near 1. This is simply because there is very limited freedom in the

mass function under these conditions. On the other hand, when rDP � 1, the minimum

and maximum merger rates are radically different. In particular, while LIGO can only

rule out mass functions with rDP & 0.1, it can potentially discover PBH with only

rDP & 10−4 with O(1 yr) of data. The effect of observational constraints is evident from

Fig. 4.8: in the absence of constraints, LIGO would potentially be sensitive to mergers

of a subcomponent as small as rDP ∼ 10−6.

Finally, we note that the strength of the constraints is dependent on rDP and

fPBH separately. One might expect the constraints to scale mainly with the product

fDP = rDPfPBH, i.e., the total abundance of black holes in the DP window. This is
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indeed the case for small values of fDP. However, at larger values of fDP, there are

three effects that cause the constraints to depend on each of rDP and fPBH beyond their

product. First, there is the uneven role of the observational constraints themselves.

These have a complicated mass dependence, and thus introduce such dependence in the

optimization results by limiting freedom in the mass function. This is mainly important

at large fDP. Secondly, there is the difference between the DP window for single PBHs

and the DP2 window for binaries: a PBH outside the DP window can still contribute

to the DP2 merger rate by merging with a lighter PBH. Thirdly, even PBHs that do

not participate in DP2 mergers contribute to the formation and disruption of binaries

in the DP2 window. This holds true for both the merger rate of Ref. [54] and that of

Ref. [238].

4.4.3 Convergence

For an optimization problem of this kind, which is not generally convex, there

is no reliable test of algorithmic convergence. In principle, it is always possible that the

loss landscape has not been fully explored, and that in some corner, there is a point that

outperforms the optima that we have discovered numerically. The best defense against

this issue is to compare the numerical results against simplified analytical benchmarks,

as we have carried out above.

However, we also perform two more direct tests of convergence. First, we have

verified that we locate the global optimum in a low-dimensional example, where the

features of the loss function can be analysed by inspection; and secondly, we perform a

purely numerical test of convergence by comparing the results of many MCMC chains
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initialized in random configurations. We thus check directly that at benchmark points,

all of our chains converge to the same merger rate within our fixed step count.

Numerical convergence is also supported qualitatively by comparison of nearby

parameter points. Since we perform the optimization procedure on a grid of points in

the (rDP, fPBH) plane, nearest neighbours in this plane should converge to similar op-

tima. Since the contours in Figs. 4.6 and 4.7 are smooth, one might conclude that

this constitutes evidence of convergence. However, note that in Figs. 4.6 and 4.7, op-

tima from an initial run have been mixed between parameter points, as described in

Section 4.3.2.2. In particular, if a global optimum is discovered at only one point, it

will subsequently propagate to the rest of the parameter space, even if chains originally

produced elsewhere located very different optima. Thus, smoothness of the contours is

only meaningful before mixing. Since the initial grid with random priors is relatively

sparse, smoothness is difficult to assess quantitatively. However, we have verified that

the qualitative features of the contours in Figs. 4.6 and 4.7 are not affected by the mix-

ing procedure, suggesting that each of the points in the initial grid is locating nearly the

same optimum as that produced after mixing. Note that the sharp behavior at the top

of Fig. 4.7 is entirely due to observational constraints, and disappears in their absence.

4.5 Discussion and conclusions

The discovery of PBH would be a tremendous step forward in our understand-

ing of cosmology. If PBH exist, they encode information about cosmic history in an

epoch that we have yet to probe observationally. They also provide an empirical test
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of physics at extremely high scales and early times. Moreover, despite all observational

constraints, PBH remain a viable and extremely simple candidate for cosmological dark

matter.

Conveniently, any black hole with a mass below ∼1 M� cannot have an astro-

physical origin. Gravitational wave observatories are well suited to identify black holes

and to measure their masses precisely, so these instruments can detect a smoking-gun

signature of the existence of PBH. Even one detection event involving a light black

hole would provide unambiguous evidence for new physics. Subsequent exploration of

the abundance and distribution of such black holes would test the possible formation

scenarios, and potentially provide a direct handle on physics at very early times.

The problem lies in the interpretation of a null observational result. In prin-

ciple, experimental results at LIGO constrain the population of light PBH, and in

principle, again, LIGO may be sensitive to a very small abundance of such objects.

However, both of these statements have a non-trivial dependence on the shape of the

PBH mass function. Since the merger rate has a complicated non-linear dependence on

the mass function, it is difficult to directly assess the significance of this uncertainty. In

particular, the semi-analytical analysis of [30] cannot accommodate the merger rate as

a constraint on the PBH abundance.

In this chapter, we have quantified the uncertainty in the PBH merger rate that

arises from freedom in the mass function, while accounting for observational constraints

that restrict its shape. This uncertainty is reflected in the gap between the minimum-

rate and maximum-rate contours in Fig. 4.8. While the two bands are not far apart

for rDP ∼ 1, they are significantly different when rDP � 1. Thus, it is necessary to
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Figure 4.6: Minimum DP merger rate for mass functions constrained by all observables,
including SGWB. The triangular region at the top right is ruled out by non-GW ob-
servables. The light region is ruled out by the combination of all observables. The solid,
dashed, and dotted curves show contours with an observed DP merger rate of 10, 1,
and 0.1 yr−1, respectively. The star (?) indicates the point shown in the bottom panel
of Fig. 4.5.
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Figure 4.7: Maximum DP merger rate for mass functions constrained by all observ-
ables, including SGWB. The triangular region at the top right is ruled out by non-GW
observables. The light region is ruled out by the combination of all observables. The
solid, dashed, and dotted curves show contours with an observed DP merger rate of 10,
1, and 0.1 yr−1, respectively. The star (?) indicates the point shown in the top panel of
Fig. 4.5.
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consider the two contours as reflecting different notions of experimental sensitivity at

LIGO. The minimal merger rate determines the extent of constraints that LIGO can

set, if the mass function is allowed to vary freely. Conversely, the maximal merger rate

determines the extent of the parameter space that can be probed by LIGO in the most

optimistic scenario.

Our numerical results indicate that LIGO’s constraint potential is limited to

parameter space with rDP & 0.1, and the prospects for improving this bound with

binary black hole mergers are limited. On the other hand, LIGO’s discovery potential

extends as low as rDP ∼ 10−4, meaning that even a very small subcomponent of the

PBH population that lies in our DP window can potentially yield a detection. This also

establishes the relevance of constraints provided by other observables: in the absence of

observational constraints, LIGO would be sensitive to rDP ∼ 10−6. Our results highlight

the importance of evaluating detection prospects for specific PBH models using the full

apparatus of the merger rate for extended mass functions—a small subcomponent of

DPBH cannot be neglected.

One might wonder whether the optimal mass functions we consider in this

chapter are realistic. Generally, there is good motivation to consider only specific forms

of the mass function, particularly monochromatic, lognormal, or power-law shapes.

However, most of the behavior that characterizes our optimal mass functions is cap-

tured by doubly or triply peaked mass functions, and note that a population of PBH

with a multimodal mass function can easily be generated after inflation [233]. Thus,

while the exact form of our optimal mass functions might require fine-tuning of initial

conditions, approximate forms that retain a high or low merger rate are much more
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generic. The non-trivial requirement is that a peak should fall near the DP window to

maximize discovery prospects. As yet, there is no direct evidence for such placement,

but only circumstantial evidence from the distribution of mergers observed thus far.

Our results are inherently subject to theoretical uncertainties in the computa-

tion of the merger rate. While the form of the merger rate employed here reflects one

of the most comprehensive estimates currently available, such formulae are best suited

only to computations at the order of magnitude level. For instance, one potential issue

in the rate calculation is the effect of other black holes in disrupting the formation of

a binary. In our calculation, as discussed by [54], we assume that two black holes of

mass mi and mj do not form a binary if another black hole of mass mk ≥ min{mi,mj}

is present in the volume between them. However, even if this were always the case,

it is also possible that somewhat lighter black holes would have a similar effect. This

would provide a mechanism for suppression of the merger rate, reducing the discovery

potential and weakening the constraint we draw in this chapter.

As a cross-check, we have also computed the merger rate for each of our optimal

mass functions using the formalism of Ref. [238]. Here, the influence of perturbing

black holes on the binary is calculated by an entirely different method, as discussed

in Section 4.2. For our optimal mass functions, the merger rates obtained in each

of the two formalisms are comparable, generally differing by an O(1) factor, but the

difference can be as large as O(10) for some points. On the one hand, this is quite

good agreement, given that these are two structurally different calculations with many

inherent uncertainties, applied to complicated mass functions which differ substantially

from standard benchmarks. On the other hand, the disagreement requires that we limit
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the interpretation of our results to the order-of-magnitude level.

Along similar lines, Ref. [239] recently showed numerically that including all

subsequent three-body encounters after binary formation can significantly reduce the

merger rate. The suppression described in that work can be as small as a O(2–20) factor,

or as large as a O(103) factor, depending on the clustering properties of PBH. We thus

consider a reduction of our calculated merger rate by at least a factor of O(10) to be

physically well motivated. Thus, even at the order-of-magnitude level, it is possible that

we overestimate the merger rate somewhat.

In light of the differences between Ref. [54] and Ref. [238], and the uncertainties

suggested by Ref. [239], it is clear that any qualitative interpretation must include

these substantial systematics. We therefore include contours with a merger rate of

10 yr−1 in Figs. 4.6 and 4.7. In this case, LIGO’s discovery potential is reduced to

rDP & 10−3, and constraint potential is lost completely: the 10 yr−1 contour in Fig. 4.6

is covered almost entirely by the existing non-merger constraints. Note, however, that

if mergers of binaries formed in the early Universe are suppressed, binaries formed

in the late Universe may make an important contribution to the rate, particularly if

the density contrast in the late Universe is larger than expected. Ultimately, barring

extreme modifications to the merger rate, our qualitative results stand. In particular,

the gap between the maximal and minimal merger rates is very large at small rDP,

and is robust to adjustments in the calculation of the merger rate. However, further

refinement in the prediction of the merger rate is certainly motivated.

In this chapter, we have focused on the direct observation of DP black holes as a

smoking gun of the primordial-origin scenario. In the absence of such a direct signature,
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Figure 4.8: Contours with DP merger rate fixed to 1 yr−1 (dashed) and 0.1 yr−1 (dot-
ted), with and without observational constraints. The bottom of each band shows the
sensitivity with complete freedom in the mass function, and the top shows the sensi-
tivity when observational constraints are included. The blue curves show the minimum
merger rate, corresponding to the constraint potential. Note that the 10-yr minimum
curves with and without constraints are essentially identical.
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the SGWB associated with mergers over cosmic time may provide an additional probe

of the PBH abundance. We do not evaluate SGWB as a discovery mechanism simply

because such a detection would not constitute unambiguous evidence of new physics.

It is possible that features of the SGWB may be connected to the features of the

PBH population with enough precision to empirically test specific models, but since

other physical mechanisms might also contribute to the SGWB, significant additional

work would be required to confirm the existence of a population of PBH. However, we

emphasize that the SGWB is still a sensitive probe of black holes in the DP window.

In particular, mass function shapes that greatly enhance the merger rate can be ruled

out by SGWB limits. In our framework, while we do not examine the SGWB as a tool

for discovery, we do consistently include this observable as one of our constraints on the

mass function: all of the constrained optima we consider, including those with maximal

merger rates, are compatible with existing SGWB constraints. Significant improvement

of observational bounds on the SGWB might limit freedom in the mass function, and

might thus limit the discovery potential we infer in this chapter.

Our results show that while LIGO has limited power to constrain the abun-

dance of light PBH, it nonetheless has significant discovery potential. The major ob-

struction to such sensitivity is not the sensitivity of the LIGO instrument, but the

analysis pipeline. There are significant computational costs to conducting searches for

mergers of light black holes, as discussed extensively by [68], and these costs increase

further if one searches for mergers of light black holes with heavier black holes. How-

ever, the freedom in the mass function and the associated uncertainty in the merger rate

provides ample motivation for the refinement of methods for such searches, and even
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for the dedication of additional computational resources. A single observation of this

type would have immense value, and gravitational wave observatories are in a unique

position to make such a discovery.
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Chapter 5

Probing new forces with supermassive

black holes

5.1 Introduction

Beyond gravitational waves from individual mergers, pulsar timing arrays

(PTAs) are on the verge of a historic discovery: the detection of a stochastic gravi-

tational wave background (SGWB) produced by supermassive black hole (SMBH) bi-

naries. PTAs use the extremely stable timing of successive light pulses from pulsars to

detect gravitational waves (GWs) in the form of correlated timing distortions. In the

presence of GWs, the observed time between pulses deviates from the stable rhythm in

the frame of the source. The correlation of these deviations between pulsars exhibits a

characteristic dependence on their angular separation, known as the Hellings and Downs

curve [254], and this is considered the hallmark of a GW detection.

Three major pulsar timing collaborations are currently searching for the GW
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background: NANOGrav [255], the European Pulsar Timing Array (EPTA) [256], and

the Parkes Pulsar Timing Array (PPTA) [257]. The sensitivities of these experiments

vary based on their observational samples. Recently, the NANOGrav experiment has

found evidence for a statistically significant correlated signal among a collection of O(50)

pulsars in its 12.5-year dataset [258]. This may be the first signal of the SGWB from

SMBH mergers, which would mark a monumental event in the history of GW astronomy.

While the signal does not yet conclusively exhibit the Hellings and Downs angular

dependence, upcoming datasets from NANOGrav and the other collaborations will be

able to definitively confirm or refute the prospective discovery. Regardless of the fate of

this particular signal, upcoming radio telescopes such FAST [259] and SKA [260] will

be sensitive to stochastic backgrounds well below even the most pessimistic predictions

for the SGWB amplitude [261], so a conclusive detection is expected in the near future.

In this chapter, we point out that beyond astrophysical and cosmological ap-

plications, the study of the SGWB from SMBH mergers will open an entirely new

observable for particle physics: the spectral shape of the SGWB. If binaries are driven

to merge by gravitational radiation alone, then the frequency dependence of the SGWB

is cleanly predicted to be a power law with a known index. We show that physics be-

yond the Standard Model can modify this prediction of the spectral shape, and we thus

evaluate the possibility of using forthcoming observations of the SGWB from SMBHs

to test fundamental physics.

Previous work on using GW emission to detect new forces in binaries has been

focused on pulsar systems [262–264] such as the Hulse–Taylor binary [265] and indi-

vidual binaries with O(M�) masses [263, 264, 266–270] using recent detections made
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by the LIGO/Virgo Collaborations [224, 229]. However, the unique evolution and en-

vironmental properties of SMBH binaries make them a rich laboratory to search for

physics beyond the Standard Model. SMBHs copiously accrete nearby matter as they

grow and they can develop powerful jets that accelerate particles to energies well above

the electroweak scale [271]. This may result in accretion or production of new particles,

resulting in these SMBHs and their surroundings acquiring exotic quantum numbers.

Moreover, SMBHs are known to be surrounded by a diffuse dark matter (DM) halo,

and if this halo influences the dynamics of SMBH binaries, then these objects may be

sensitive to dark matter interactions.

Such scenarios illustrate a range of new physics that may be discovered in

SMBH mergers. Thus, the imminent measurement of the SGWB opens up an oppor-

tunity to access a wide range of physics inaccessible to terrestrial experiments. In this

chapter, we focus on the simple possibility that SMBHs in merging binaries carry a

charge under a new (‘fifth’) force with a long but possibly finite range. We study how

the standard power-law prediction for the SGWB spectrum is modified in the presence

of such a new force, presenting the spectral index as a robust prediction.

For simplicity, we assume that the SMBHs themselves are charged, but our

results also hold if a bound cloud of charge surrounds each SMBH. Our main assump-

tion is that the charge distribution near each SMBH is pointlike on the scale of the

binary separation. Detailed mechanisms for the accumulation of charge on and near

SMBHs will be the subject of future work. We emphasize that any new physics which

impacts the dynamics of merging binaries is potentially observable via the SGWB spec-

trum. We study a new long-range force as a benchmark scenario because this case is
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easily parametrized and demonstrates the key implications for the SGWB spectrum,

but similar techniques can be applied in a variety of other scenarios.

This chapter is organized as follows. In Section 5.2, we review the dynamics of a

single binary in the presence of a new force. In Section 5.3 we present a calculation of the

stochastic spectrum, highlighting various potential systematic uncertainties. We present

our results in Section 5.4 in light of current constraints and the recent NANOGrav

measurement.

Throughout this chapter, we denote the binary component masses by M1 and

M2. We use ω for the orbital angular frequency of the binary, fs for the GW frequency

in the frame of the source, and f for the observed GW frequency.

5.2 The spectrum of SMBH mergers

The SGWB from SMBH mergers has been studied extensively in the absence of

new physics [261, 272–277]. Despite the complex astrophysical environments of SMBH

mergers, the shape of the resulting SGWB spectrum can be predicted cleanly for a simple

reason: the SGWB is dominated by contributions from binaries in the final stages of

inspiral, where binary evolution is dominated by the emission of gravitational radiation

with little pollution from environmental influences. Thus, there is a tight relationship

between the radiated power and the hardening of the binary, leading in turn to a robust

prediction for the shape of the GW spectrum.

The amplitude of the SGWB spectrum at a given frequency f can be described

in several ways. To facilitate comparison with existing literature, we discuss the spec-
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trum in terms of the characteristic strain hc. This is related to the energy density ΩGW

by [278]

h2
c(f) =

3H2
0

2π2f2
ΩGW(f) ≡

[
AGW ×

( f

yr−1

)β]2

, (5.1)

where H0 is the Hubble parameter, AGW is the dimensionless amplitude (the value of

the characteristic strain evaluated at an inverse-year), and β is the spectral index. For

a spectrum that is not a power law, we allow β to be frequency-dependent.

The full SGWB spectrum can then be computed by combining the spectra of

individual mergers over cosmic time. Following Ref. [279], the characteristic strain of

the SGWB observed at a frequency f is given by

h2
c(f) =

3H2
0

2π2ρcf2

∫
dz dX

dns

dz dX

fs

1 + z

dEGW

dfs

∣∣∣∣
X

, (5.2)

where ns is the comoving number density of GW sources, fs = (1 + z)f is the frequency

in the frame of the source, and dEGW/dfs is the energy spectrum produced by a single

source. Here X denotes the state variables needed to determine the spectrum of a single

source. If the sources are circular SMBH binaries, then in the absence of new physics,

X simply denotes the component masses.1 As shown in the Appendix, the dominant

contribution to the integral arises from redshifts of z . 0.3 and SMBH masses between

108 M� and 109 M�.

In the frequency range accessible to PTAs, the observable SGWB signal is

expected to be dominated by SMBH binaries in the late stages of inspiral, where grav-

itational radiation is the primary mechanism for the binary to lose mechanical energy.

As we review below, a merger driven by gravitational radiation alone produces a GW

1The binary separation is not an additional parameter of SMBH binary sources, since the spectrum
dEGW/dfs is obtained by integrating over all stages of binary evolution.
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spectrum with shape dEGW/dfs ∝ fs
−1/3. This means that the frequency dependence in

Eq. (5.2) can be factored out of the integral, and we obtain hc ∝ f−2/3. Thus β = −2/3

independent of the properties of the binary population.

Our central result is that new forces between the binary components can mod-

ify this spectral shape by modifying the single-merger spectrum dEGW/dfs. We now

turn to the calculation of this spectrum in the presence of new physics, starting with

the calculation of the spectrum dEGW/dω as a function of the orbital frequency ω.

The shape of the spectrum dEGW/dω is caused by the rise in orbital frequency

ω as the SMBH separation r falls over time, according to

dEGW

dω
=

dEGW

dt

dt

dr

dr

dω
. (5.3)

The orbital frequency ω is fixed by the SMBH separation through central forces acting

between the binary components, via

µω2r = F (r) , (5.4)

where µ = M1M2/(M1 + M2) is the reduced mass of the system. Orbital decay then

occurs as the mechanical energy Emech = 1
2µr

2ω2+U(r) of the binary is lost to radiation,

with energy per unit time Prad. Conservation of energy gives

0 =
dEmech

dt
+ Prad = µrω2

(
2 +

r

ω

dω

dr

)
dr

dt
+ Prad . (5.5)

After solving Eq. (5.5) for dr/dt, substituting into Eq. (5.3), and expressing the orbital

frequency in terms of the radiation frequency as ω = πfs, the spectrum of GWs produced

by the merger of a single binary is

dEGW

dfs
= −π2µr2fs

(
2fs

r

dr

dfs
+ 1

)
PGW

Prad
, (5.6)
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where r is determined as a function of fs by Eq. (5.4).

In the case that the evolution of the binary is dominated by gravity, the central

force is given by Newton’s law, F (r) = GM1M2/r
2, so that Eq. (5.4) yields the well-

known Kepler relation

ω2 =
G(M1 +M2)

r3
. (5.7)

Meanwhile, orbital decay occurs predominantly through quadrupole radiation of gravity

waves, with a power given by (see, e.g., Ref. [280])

Prad = PGW =
32

5
Gµ2ω6r4 . (5.8)

The spectrum of GWs radiated in a single merger, Eq. (5.6), becomes

dEGW

dfs
=
µ

3

[π2G2(M1 +M2)2

fs

]1/3
, (5.9)

which exhibits a spectral index of−1/3. This gives rise to the spectral index of β = −2/3

for the characteristic strain spectrum hc when integrated over cosmic time, according

to Eq. (5.2).

We now consider the effects of a new force mediated by a particle of mass m

on the SGWB spectrum, similar to the treatment of individual neutron star binaries

in Ref. [266]. We emphasize that our main assumption is that the charge distribution

remains pointlike relative to the binary separation, which is of order 10−2 pc in the PTA

window. Thus, we do not require that the SMBHs themselves are charged. Still, we

note that the particle nature of the additional species has important implications for

charge stability in any concrete model where the SMBHs are directly charged. Firstly,

charged black holes can neutralize by emission of charged particles. For Standard Model
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electric charge, this process is very slow and can be neglected for SMBHs with masses

of order 109 M� [281]. This may or may not be the case for the new charge as well,

depending on the mass and coupling of the lightest charged state. Secondly, for a vector

mediator with m > 0 or for a scalar mediator, no-hair theorems suggest that charge

deposited directly onto an SMBH is not stable. For a massive vector, the effective

charge of the SMBH decays on a timescale of order m−1 [282]. We will be interested

in extremely light mediators, corresponding to a relatively long timescale for decay. If

the SMBHs are charged by a mechanism that remains active throughout the evolution

of a binary, then no-hair theorems imply a reduction in the equilibrium charge, but do

not necessarily preclude significant charges on the SMBHs themselves. On the other

hand, a force mediated by a scalar can act directly on the SMBHs only in exceptional

circumstances.

We now proceed to compute the GW spectrum in the presence of the new

force, regardless of the particle nature of the interaction or whether the SMBHs are

directly charged. The net force between the SMBH binary components is modified by

the addition of a short-range contribution given by

F =
GM1M2

r2

(
1− αe−mr(1 +mr)

)
, (5.10)

where the potential-strength parameter α parametrizes the strength of the new force.

We use the convention that the force is repulsive if α > 0. The potential-strength

parameter is given by

α =
Q1Q2

GM1M2
, (5.11)

where Q1 and Q2 are effective dark charges on the SMBHs. The normalization is chosen
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so that α = 1 for two extremal black holes if they were directly charged. Note, however,

that the effective charges might arise from a charged cloud of particles surrounding the

SMBHs. We defer a more detailed treatment of this scenario to future work.

The new force can supply another contribution to energy loss in the form of

dipole radiation, Pdip. The precise dependence on the frequency depends on the spin of

the new mediator [262],

Pdip = 1
3Gγ

2µ2r2ω4
√

1− m2

ω2 ×





1− m2

ω2 , (scalar)

2 + m2

ω2 , (vector)

(5.12)

where the dimensionless dipole-strength parameter γ characterizes the strength of radi-

ation and is given in terms of the SMBH charges and masses by

γ2 =
1

G

(
Q1

M1
− Q2

M2

)2

. (5.13)

Since nonzero γ sources dipole radiation, its effect on energy loss is paramet-

rically enhanced relative to the quadrupole gravitational radiation. The enhancement

is given by

Pdip

PGW
=

5γ2

48r2ω2
' 20 γ2

( 109 M�
M1 +M2

)2/3(yr−1

ω

)2/3
, (5.14)

where, in the second approximation, r has been traded for ω using Eq. (5.7), assuming

α = 0 and m = 0. This shows that for γ = 1, the power lost to dipole radiation is about

20 times larger than that lost to gravitational radiation for the GW frequencies probed

by pulsar timing experiments.
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5.3 New forces in the SGWB spectrum

We now predict the SGWB spectrum in the presence of new forces and compare

the novel spectral features to astrophysical systematics.

We compute the observed strain using Eq. (5.2) in combination with Eq. (5.6).

This calculation requires an estimate of the number density of merging SMBH binaries,

ns. SMBH binaries form when their host galaxies merge and their central BHs sink

to the center by dynamical friction [283], so the SMBH merger rate depends on the

galactic merger rate. The abundance and properties of galaxy pairs can be inferred from

astronomical observations, and empirical scaling relations can then be used to connect

galaxy properties to the properties of their resident SMBHs. To compute the SGWB

spectrum including the normalization, we follow the procedure detailed in Ref. [276],

taking the galaxy mass function from Ref. [284, 285], the black hole–bulge mass relation

from Ref. [286], and the pair fraction from Ref. [287]. We give the full details of this

calculation in the Appendix. Different choices of observational data from the literature

produce variations in the normalization of the spectrum, resulting in a factor of O(10)

uncertainty in the prediction of AGW. However, again, these uncertainties pertain to

the normalization of the SGWB, and not its spectral shape.

5.3.1 Spectral features from new forces

SGWB spectra with nonzero values of α and γ are shown in the left and

right panels of Fig. 5.1, respectively. In both cases, the spectral index of the SGWB is

modified from the gravity-only prediction of hc ∝ f−2/3 shown in black, and non-power-
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Figure 5.1: Predicted SGWB produced by a population of uniformly charged SMBH
binaries. The gray regions show current PTA sensitivities [255–257]. In each panel,
the black line shows the gravity-only prediction. Left: SGWB produced with nonzero
potential-strength parameter α, defined in Eq. (5.11), for a mediator mass of m =
10−22 eV. The location of the feature in the spectrum corresponds to black hole radial
separations of order m−1, and thus the location of the feature is offset from the mediator
mass, as given by Eq. (5.15). Right: SGWB produced with nonzero dipole-strength
parameter γ, defined in Eq. (5.13), for a vector mediator with mass of 10−24 eV. The
dot-dashed vertical line at fth = m/π indicates the threshold for dipole radiation in the
source frame.
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law behavior may be directly observable in certain regimes. Note that we assume that

all binaries have the same values of α and γ, but nontrivial distributions can be studied

by taking X = {M1,M2, Q1, Q2} in Eq. (5.2). Below we discuss effects on the SGWB

spectrum from nonzero α and nonzero γ separately.

In the case with α 6= 0 and γ = 0 (left panel of Fig. 5.1), each SMBH carries

the same nonzero dark charge. Thus, there is a new force between the two objects in

addition to gravity. This modifies the usual form of Kepler’s law relating the binary

separation to its orbital frequency. For a massless mediator m = 0 and γ = 0, the

effect of the new force (Eq. (5.10)) leads to a rescaling of Newton’s gravitational force

law by G → G(1 − α), and therefore preserves the shape of the SGWB spectrum

while modifying only its normalization AGW. In this situation, it would be difficult

to differentiate between new physics effects and astrophysical uncertainties in AGW.

However, for a mediator with nonzero mass m, a distinctive feature emerges, as shown

in Fig. 5.1. Since the nongravitational force is ineffective at separations r > m−1, the

spectrum departs from a power law at a frequency corresponding to this separation,

given by

f∗ =
√
G(M1 +M2)m3/π +O(α)

' 10−24 eV

(
M1 +M2

109 M�

)1/2 ( m

10−22 eV

)3/2
. (5.15)

In the case with α = 0 and γ 6= 0 (right panel of Fig. 5.1), only one of the

two SMBHs is charged, so there is no modification to the force law which relates binary

separation and orbital frequency. However, since the dark charge distribution now has a

sizable dipole moment, the binary can lose energy to dipole radiation of the light media-
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tor (here we assume a vector mediator such that we employ the lower case of Eq. (5.12)).

The losses to dipole radiation can easily exceed those to gravitational radiation, which

is sourced by the quadrupole moment. This leads to significant modification of the

spectral index.

As with the α 6= 0 case, the γ 6= 0 case exhibits additional features when

the mediator mass m is nonzero. In this case, the spectrum reveals a threshold ω = m

above which dipole radiation becomes significant. The binary rapidly loses energy above

this threshold, producing a steplike feature in the spectrum around f ∼ m/π. For a

single merger, this feature is sharp, arising from the square root in Eq. (5.12). It is

slightly smoothed out in Fig. 5.1 by integration over the SMBH binary population

across different redshifts.

If γ 6= 0 and the mediator is massless, then the spectrum sourced by a single

binary can be parametrized as

dEGW

dfs
∝ f−1/3 1

1 + (f/κ)−2/3
, (5.16)

where κ is given by

κ ' 2× 10−8 Hz
( γ

0.2

)3
(
M1 +M2

109 M�

)−1

. (5.17)

Thus, for a given binary, the spectrum transitions between spectral indexes β = −2/3

and β = −1/3 at a frequency of order κ. This transitional behavior is also visible in the

integrated SGWB shown in Fig. 5.1, in which the curves with γ > 0 exhibit a shallower

power-law index at frequencies f � 108 Hz.

In general, an SMBH binary can have both a nonzero α and a nonzero γ such

that the spectrum will be a combination of the two limiting cases presented here.

212



5.3.2 Distinguishing new forces from astrophysics

Predictions of the amplitude and shape of the SGWB spectrum from SMBH

mergers are sensitive to astrophysical uncertainties associated with galactic mergers.

Even in the gravity-only calculations, the details of the cosmological population of

such mergers determines the normalization of the spectrum. We seek to probe spectral

features which vary between different binaries at different redshifts. Thus, it is essential

to assess the full SGWB spectrum obtained by convolving the single-merger spectrum

of Eq. (5.6) with the statistics of galactic mergers.

The prediction of Eq. (5.2) depends on the validity of the single-merger spec-

trum. In the standard scenario, the single-merger spectrum of Eq. (5.6) is valid only

for circular binaries that are driven to merge purely by emission of gravitational radi-

ation. In the absence of new physics, these assumptions are robust in the late stages

of inspiral, for which the SGWB is most prominent, and it is this very simplicity that

makes the SGWB spectrum such a powerful probe of new forces. However, even in the

absence of new forces, there are other astrophysical processes that modify parts of the

SGWB spectrum. These modifications represent possible systematics, or, if they are

well understood, they may provide a new set of features for extensions of our analysis.

We thus briefly outline these processes and the implications for the SGWB spectrum.

Most importantly, these processes mainly influence the spectrum of GWs outside the

window probed by pulsar timing arrays.

Typically, the dynamics of a binary are governed by a single energy loss mech-

anism at any given time. At very large separations, corresponding to low frequencies

213



in the SGWB, gravitational radiation is inefficient. The inspiral is instead driven by

dynamical friction from stars and Eq. (5.9) is invalid: the binary shrinks much faster

than would be expected from gravitational radiation alone, and thus the SGWB is sup-

pressed at these frequencies. At small separations, stellar dynamical friction becomes

inefficient as the binary depletes the region of stellar phase space that can remove en-

ergy from the binary (the “loss cone” [288]). At this point, in the absence of any other

energy loss mechanism, gravitational radiation dominates the evolution of the binary

for the remainder of the inspiral. The transition from stellar dynamical friction to grav-

itational radiation domination takes place at a characteristic separation corresponding

to a frequency of order [283, 289]

fGR ' 10−9 Hz

(
M1M2

(5× 108 M�)2

)−3/8(M1 +M2

109 M�

)1/8

, (5.18)

assuming that gas and stars shrink the binary on a timescale |r/ṙ| ∼ 108 yr. The merger

itself imposes an upper cutoff on the frequency corresponding to the separation of the

binary at the innermost stable circular orbit (ISCO), given by

fISCO =
1

2π

1

6GM1
' 11 µHz

(
M1

5× 108 M�

)−1

, (5.19)

where it is assumed that M1 = M2.

However, the spectrum of Eq. (5.9) is not typically valid at frequencies imme-

diately above fGR for two reasons: stalled mergers and eccentric orbits. At distances of

order a parsec, energy loss from gravitational radiation is not efficient enough to merge a

binary within the lifetime of the Universe. As a result, the evolution of merging binaries

from the end of star-driven dynamical friction until the era where gravitational radiation

becomes an efficient energy loss mechanism (separations below ∼0.01 pc) is not known.
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This is known as the “final parsec problem” [288]. Candidate mechanisms include gas

dynamics [276, 277, 290–299] and asymmetry of galactic mergers [300]. In particular,

efficient gas infall can dominate the evolution of the binary up to a frequency of several

times fGR [283]. In the absence of any other mechanisms, binaries may even stall until a

subsequent galactic merger supplies a third SMBH, at which point few-body dynamics

can shrink the binary [261, 273]. Such processes have a significant effect on the nor-

malization of the SGWB, and gas dynamical processes may have a slight impact on the

spectral shape as well at the lowest frequencies in the pulsar timing window [301, 302].

(See also Refs. [291–293, 295, 303–305] for further discussion of the role of gas dynamics

in SMBH mergers.)

A more significant modification potentially arises from eccentricity of the or-

bits. The spectrum of Eq. (5.9) holds only for a circular binary. However, during the

stage of inspiral driven by stellar dynamical friction, stellar encounters tend to enhance

the eccentricity of the binary, so typical binaries in simulations have substantial eccen-

tricities at fGR [289]. These eccentricities are quickly reduced by gravitational radiation

through a process termed “circularization” [274, 275]. Nevertheless, there is still a range

of separations [and frequencies as given by Eq. (5.7)] in which binaries are driven by

gravitational radiation and yet deviating from Eq. (5.9). This may change the spectral

index of the SGWB in a range of frequencies above fGR. This spectral feature may

extend to frequencies of order 10−9 Hz, or even as high as 10−8 Hz in some projections.

In principle, this may mimic the effects of new physics. Claiming a discovery of a new

force may require restricting analysis to GW frequencies above 10−8 Hz.

Finally, we note that realistic predictions of the SGWB are influenced by Pois-
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son noise at frequencies above 10−7 Hz, as the SGWB is expected to be dominated

by relatively few sources in this regime [301]. We neglect this effect in our analysis,

as a modification to the spectral shape will still produce a significant modification to

the spectrum of a small number of sources. However, a full statistical treatment in

this regime should be performed using a Monte Carlo simulation rather than by direct

measurement of the spectral index.

5.4 Discussion

We have argued that the spectral index of the SGWB can be robustly predicted

in the absence of new physics and have explored how a new force can modify the spectral

index. We now discuss the implications of our results in light of the recent observation

of a stochastic process among the pulsars in the NANOGrav 12.5-year dataset [258] as

well as other GW detection experiments.

The NANOGrav Collaboration fits the spectrum to two types of power laws:

one present in only the five lowest frequencies (2× 10−9 Hz . f . 1× 10−8 Hz) and

one present among the thirty lowest frequencies (2× 10−9 Hz . f . 7× 10−8 Hz). 2

While SMBH mergers are expected to produce GWs across the entire pulsar timing

frequency band, pulsar-intrinsic noise may contribute at high frequencies and mask the

GW signal [258], and, as such, we focus on the five frequency analysis. The measured

amplitude and spectral index for a power-law signal are depicted in Fig. 5.2. The

solid black line shows the predicted index for uncharged supermassive black holes. The

2The analysis is also carried out with a broken power law whose results are qualitatively similar to
those of using just the five lowest frequencies.
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spectrum of charged black holes is not generally a power law and can have various

shapes depending on the mediator mass m, the potential-strength parameter α, and

the dipole-strength parameter γ. In the limit where the mediator mass vanishes and

the SMBHs carry a nonzero γ, the spectrum is approximately a power law across the

pulsar-timing window and we show the index evaluated at a frequency of (5 yr)−1 in

Fig. 5.2. We conclude that the additional dipole radiation will soften the spectrum, and

the current dataset can potentially constrain γ ∼ 1.

While the uncertainties on the values of the amplitude and spectral index are

still significant, pulsar timing arrays are rapidly improving in sensitivity. For iden-

tical pulsars, the signal-to-background ratio of a pulsar timing array analysis scales

∝ A2
GWT

13/3Np, where T is the observation time and Np is the number of pulsars [306].

The large scaling with observation time suggest that NANOGrav will be able to sig-

nificantly improve the estimate of the spectral index and amplitude as it continues

observing the current pulsar set. Furthermore, combining the 12.5-year NANOGrav

data with the EPTA and PPTA datasets may be enough to detect the Hellings and

Downs correlation function between pulsars, which, if observed, would confirm the first

detection of a stochastic GW background. Once a discovery is made, the measurement

of the spectral index will be critical to measure the charges of the SMBHs and search

for additional forces.

Pulsar timing arrays are particularly well suited to measure stochastic GW

spectra at frequencies of order nHz–100 µHz. SMBHs that are emitting GWs in this

frequency band are near the start of their merger. As they progress toward the inspiral

phase, the emission continues, building a falling characteristic strain spectrum until the
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Figure 5.2: A comparison of the spectral index as measured in the NANOGrav 12.5-year
data set to the value predicted by merging supermassive charged black hole binaries.
The shaded and bounded regions correspond to the 1σ and 2σ posteriors derived by the
NANOGrav Collaboration [258]. The black lines correspond to charged binaries under
a new long-range vector force with different values of the dipole-strength parameter γ,
assuming the potential-strength parameter is negligible (α = 0). Since this spectrum is
not strictly a power law, we evaluate the spectrum at roughly the peak sensitivity of
NANOGrav, f = (5 yr)−1.
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ISCO frequency of the heaviest black holes, ∼10−5 Hz [see Eq. (5.19)]. The measurement

of the spectrum might be extendable using space-based interferometers such as the Laser

Interferometer Space Antenna (LISA) [307, 308] or astrometry [309]. Confirmation of a

consistent spectral index and amplitude across this wide range of frequencies would be

a remarkable confirmation of gravity-only mergers. On the other hand, if a new force is

present with a mediator mass above the pulsar timing range and below that of higher

frequency detectors, it would show up as an observable break in the spectrum. This

displays the critical complementarity between the different GW searches.

Motivated by the imminent discovery prospects of a stochastic background of

GWs in pulsar timing arrays, we have focused our discussion on the detection of new

forces in SMBH binaries. However, other GW experiments may also detect stochastic

binary merger backgrounds. In particular, LISA is expected to see a stochastic back-

ground of white dwarf, neutron star, and lighter black hole binary mergers [310, 311].

While these backgrounds are highly anisotropic, it is also possible to look for new forces

in these new environments by incorporating directionality in Eq. (5.2). The white dwarf

background (as well as other stochastic merger backgrounds observed in the future) will

provide complementary searches for dark forces in different astrophysical environments.

Finally, we note that since the GW spectrum from SMBH binaries is yet to

be discovered, it is possible that SMBHs have charges so large that new force is strong

relative to gravity. In this case, we may uncover additional signals in the SGWB. First,

for sufficiently large dark charges, a repulsive force will stall the merger on cosmological

timescales. This could reduce the SGWB amplitude below lower bounds estimated

for gravity-only mergers [261]. Second, while gravitational radiation tends to rapidly
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circularize binaries, dipole radiation can have the opposite effect as the binary passes

through the mediator mass threshold and can have a dramatic effect on the spectrum.

Such phenomena do require a mechanism for the accumulation of large charges near

or on the SMBHs. We leave the study of such mechanisms and their consequences for

future work.
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Chapter 6

Cosmological implications of the KOTO

excess

6.1 Introduction

In the previous chapter, we showed how a cosmic background of gravitational

waves may provide new probes of ultralight species. We now turn to a somewhat

different use of cosmological observables: in particular, we show that with existing

observables, rare kaon decays in terrestrial experiments have significant implications for

cosmic history.

The rare kaon decays K+ → π+νν̄ and KL → π0νν̄ are widely recognized as

very sensitive probes of new physics (NP). In the Standard Model (SM), the branching

ratios of these decays are strongly suppressed, and can be precisely predicted [312, 313]
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to be

BR(K+ → π+νν̄)SM = (8.4± 1.0)× 10−11 , (6.1)

BR(KL → π0νν̄)SM = (3.4± 0.6)× 10−11 . (6.2)

On the experimental side, several K+ → π+νν̄ candidate events have been observed by

the E787/E949 experiment [314–316] and the NA62 experiment [317], but a discovery

of K+ → π+νν̄ has still to be established. The current best limit on the branching ratio

is from a preliminary analysis of NA62 data and reads [318]

BR(K+ → π+νν̄)exp < 2.44× 10−10 (95% C.L.), (6.3)

not far above the SM prediction. The NA62 experiment aims to measure the SM

branching ratio with O(10%) uncertainty. In the case of KL → π0νν̄, the current most

stringent bound on the branching ratio comes from the KOTO experiment [319], and is

still two orders of magnitude above the SM prediction:

BR(KL → π0νν̄)exp < 3.0× 10−9 (90% C.L.). (6.4)

Interestingly, in the latest status update by KOTO [320], 4 events are seen in the

signal box, with an expected number of 0.05 ± 0.01 SM KL → π0νν̄ events and

0.05 ± 0.02 background events. One of the events has been identified as likely back-

ground. If the remaining events are interpreted as signal, one finds a branching ratio

of BR(KL → π0νν̄) ∼ 2 × 10−9 [321]. A branching ratio of this size would be a spec-

tacular discovery. Not only does it imply NP, it also violates the Grossman-Nir (GN)

bound [322], BR(KL → π0νν̄) . 4.3× BR(K+ → π+νν̄) . 10−9, when combined with

the NA62 constraint in Eq. (6.3). The GN bound is very robust in models where the
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Figure 6.1: Decay chain accounting for the KOTO signal in our scenario.

K → πνν̄ decays are modified by heavy new physics well above the kaon mass. However,

in the presence of light new physics, the GN bound can be violated and the observed

events at KOTO may find an explanation [321, 323–333].

Here we focus on a new physics scenario first discussed in [334]. Two new light

scalars S and P , neutral under the SM gauge interactions, are introduced such that KL

can decay into a pair of the new particles, KL → SP . If the decay S → π0P is allowed

and P is stable on the relevant experimental scales, then the decay chain KL → SP →

π0PP can mimic the KL → π0νν̄ signature (see Fig. 6.1). The corresponding chain of

two-body decays does not exist for the charged kaon. A possible decay K+ → π+SP is

suppressed by three-body phase space or may be forbidden entirely by kinematics.

If P is absolutely stable, it is also a candidate for cosmological dark matter. In

the minimal setup that can provide a NP explanation of the KOTO events, P couples

to the SM very weakly, implying that annihilation cross sections into SM states are

too small for production by freeze-out. We therefore investigate alternative scenarios

for cosmological production, and interpret overproduction of P as a cosmological con-

straint on the structure of the low-energy theory. We show that P is readily produced

non-thermally if the scale of reheating is low, close to but safely above the current obser-
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vational bound. We also show that this class of models can account for the KOTO excess

without requiring a low reheating temperature, but only in the presence of additional

interactions. We investigate prospects for testing this model with future experiments

and with additional data from KOTO, and show that much of the parameter space will

be probed in the near future.

This chapter is organized as follows: in Section 6.2, we present the model and

discuss how it can explain the KOTO events. In Section 6.3, we evaluate astrophysical

and terrestrial constraints on the parameter space of our model. In Section 6.4, we

consider cosmological production of P , and relate the production of P to the scale of

reheating. We discuss the implications of our results in Section 6.5 and conclude in

Section 6.6.

6.2 Model

We start with very simple kinematical considerations concerning the masses of

the two scalars S and P . Figure 6.2 shows the plane of the two scalar masses mS and

mP . As described in the introduction, we are interested in regions of parameter space

where the decay KL → π0PP , which mimics KL → π0νν̄, can be realized as a sequence

of the two-body decay KL → SP followed by S → π0P . For mS too large, the decay

KL → SP is kinematically forbidden, while for mS too small, the S → π0P decay is

not open, excluding the dark gray regions in the plot. In the light gray region one faces

potential constraints from the charged kaon decay K+ → π+SP that is generically

expected in the models discussed below. In the white region, however, this decay is
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kinematically forbidden, while KL → π0νν̄ remains open.

The plot also indicates two other interesting kinematical boundaries. If mP <

mπ0/2, the exotic pion decay π0 → PP is possible which, as we will discuss in Sec-

tion 6.4, can impact cosmological production considerably. If mS > 3mP , the decay

S → 3P can be allowed, thus modifying the lifetime of S, which is a crucial parameter

for beam dump constraints. Note that low P masses may be subject to constraints from

supernova cooling, which we will discuss further in Section 6.3.1. A weaker lower bound

on the P mass also follows from assuming a particular thermal history, a point to which

we shall return in Section 6.5.

In the following sections, we will discuss four benchmark parameter points

covering the most interesting regimes:

BM1: mS = 400 MeV, mP = 10 MeV,

BM2: mS = 350 MeV, mP = 100 MeV,

BM3: mS = 300 MeV, mP = 125 MeV,

BM4: mS = 200 MeV, mP = 10 MeV.

(6.5)

Next we discuss in detail the interactions of S and P with SM quarks. We first

focus on non-renormalizable effective couplings and identify viable regions of parameter

space. Then we comment on simplified UV models that map onto the effective couplings.
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Figure 6.2: The plane of the scalar masses mS vs. mP . In the dark gray region the
KL → π0PP decay cannot be realized as a sequence of 2-body decays. In the light
gray region the K+ → π+SP decay is open. The black dots indicate four benchmark
scenarios that we consider later (Eq. (6.5)).

6.2.1 Effective interactions of the scalars and meson decay rates

We assume that the scalars S and P interact with SM particles via the effective

couplings

Lint ⊃ iSP
(
gSPdd
ΛNP

(d̄d) +
g̃SPdd
ΛNP

(d̄iγ5d) +
gSPss
ΛNP

(s̄s) +
g̃SPss
ΛNP

(s̄iγ5s)

)

+ iSP

(
gSPsd
ΛNP

(s̄d) +
g̃SPsd
ΛNP

(s̄iγ5d) + h.c.

)
. (6.6)

The factors of i in the above Lagrangian are reminiscent of considering S to be a CP-

even scalar and P to be a CP-odd pseudoscalar, a notational pattern that we will

retain when matching onto low-energy QCD later on. The coefficients gSPdd , gSPss , g̃SPdd ,

and g̃SPss are purely imaginary (by hermiticity of the Lagrangian) while the gSPsd and

g̃SPsd coefficients can have an arbitrary complex phase. There could also be interactions

involving b quarks, but as long as they are not considerably larger than the interactions
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with the light quarks, their impact on phenomenology will be negligible.

In the following, we will also entertain the possibility of additional interactions

involving P 2 and S2, of the form

Lint ⊃ P 2

(
gP

2

dd

ΛNP
(d̄d) +

g̃P
2

dd

ΛNP
(d̄iγ5d) +

gP
2

ss

ΛNP
(s̄s) +

g̃P
2

ss

ΛNP
(s̄iγ5s)

)

+ P 2

(
gP

2

sd

ΛNP
(s̄d) +

g̃P
2

sd

ΛNP
(s̄iγ5d) + h.c.

)
. (6.7)

While the interactions in Eq. (6.7) are not directly relevant for the KOTO signal, they

do have important implications for other meson decays and in particular for the dark

matter phenomenology as we will discuss in Section 6.4 below.

The decays relevant for an enhanced KOTO signal, KL → SP and S → π0P

are induced by the couplings Re(g̃SPsd ) and Im(g̃SPdd ), respectively. For the corresponding

decay rates we find

Γ(KL → SP ) =
1

8π

f2
Km

3
KL

m2
s

(
Re(g̃SPsd )

ΛNP

)2

ηQCD

√
λ
(

1,m2
S/m

2
KL
,m2

P /m
2
KL

)
, (6.8)

Γ(S → π0P ) =
1

128π

f2
πm

4
π0

mSm2
d

(
Im(g̃SPdd )

ΛNP

)2

ηQCD

√
λ
(
1,m2

π0/m
2
S ,m

2
P /m

2
S

)
, (6.9)

with the phase space function λ(a, b, c) = a2 + b2 + c2 − 2(ab+ ac+ bc). The down and

strange quark masses in the above expressions should be interpreted as the MS masses

at a renormalization scale of µ = 2 GeV. Leading-log QCD corrections are then taken

into account through the factor ηQCD

ηQCD =

(
αs(mt)

αs(M)

)8/7(αs(mb)

αs(mt)

)24/23(αs(2 GeV)

αs(mb)

)24/25

, (6.10)

where M is the scale of new physics that is responsible for the effective interactions of

S and P with the SM quarks. Because of SU(2)L invariance we expect M ∼ √ΛNPv,
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where v = 246 GeV is the vacuum expectation value of the SM Higgs. Note that

including the ηQCD factor is equivalent to evaluating the down and strange masses in

Eqs. (6.8) and (6.9) at the scale M .

The coupling |gSPsd | can lead to the decay K+ → π+SP , if kinematically al-

lowed. The differential 3-body decay rate of K+ → π+SP is given by

dΓ(K+ → π+SP )

dq2
=

1

256π3

m3
K+

m2
s

( |gSPsd |
ΛNP

)2

ηQCD

(
1− m2

π+

m2
K+

)2

×
√
λ
(
1,m2

S/q
2,m2

P /q
2
)√

λ
(
1,m2

π+/m
2
K+ , q2/m2

K+

)
, (6.11)

where we estimated the relevant scalar form factor as 〈π+|s̄d|K+〉 ' (m2
K+ −m2

π+)/ms

and q2 is the invariant mass of the SP system, with (mP +mS)2 < q2 < (mK+−mπ+)2.

Similarly to the KL → SP decay, the interactions in Eq. (6.6) also lead to the

exotic eta decay η → SP , which has been identified as a possible source of the scalar S

at beam dump experiments [332]. Neglecting η–η′ mixing, we find

Γ(η → SP ) =
3

512π

f2
ηm

3
η

m2
s

(
2 Im(g̃SPss )− Im(g̃SPdd )

ΛNP

)2

ηQCD

√
λ
(
1,m2

S/m
2
η,m

2
P /m

2
η

)
.

(6.12)

For completeness, we also provide the expression for the decay KS → SP :

Γ(KS → SP ) =
1

32π

f2
Km

3
KS

m2
s

(
Im(g̃SPsd )

ΛNP

)2

ηQCD

√
λ
(

1,m2
S/m

2
KS
,m2

P /m
2
KS

)
. (6.13)

In the presence of the P 2 interactions in Eq. (6.7), there are additional exotic

meson decays, π0 → PP , η → PP , KL/S → PP , and K+ → π+PP , with the following
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decay rates:

Γ(π0 → PP ) =
1

64π

f2
πm

3
π0

m2
d

(
Re(g̃P

2

dd )

ΛNP

)2

ηQCD

√
1− 4m2

P

m2
π0

, (6.14)

Γ(η → PP ) =
3

256π

f2
ηm

3
η

m2
s

(
2 Re(g̃P

2

ss )− Re(g̃P
2

dd )

ΛNP

)2

ηQCD

√
1− 4m2

P

m2
η

, (6.15)

Γ(KL → PP ) =
1

4π

f2
Km

3
KL

m2
s

(
Im(g̃P

2

sd )

ΛNP

)2

ηQCD

√
1− 4m2

P

m2
KL

, (6.16)

Γ(KS → PP ) =
1

4π

f2
Km

3
KS

m2
s

(
Re(g̃P

2

sd )

ΛNP

)2

ηQCD

√
1− 4m2

P

m2
KS

, (6.17)

dΓ(K+ → π+PP )

dq2
=

1

128π3

m3
K+

m2
s

(
|gP 2

sd |
ΛNP

)2

ηQCD

(
1− m2

π+

m2
K+

)2

×
√

1− 4m2
P

q2

√
λ
(
1,m2

π+/m
2
K+ , q2/m2

K+

)
, (6.18)

In the K+ → π+PP decay width, q2 denotes the PP invariant mass, which lies in the

range 4m2
P < q2 < (mK+ −mπ+)2.

The interactions of S and P with quarks that we have introduced preserve

a Z2 symmetry under which S and P are odd, while all SM particles are even. We

assume that the Z2 symmetry is also respected by the scalar potential, such that P is

an absolutely stable dark matter candidate. Among the allowed Z2 symmetric terms in

the scalar potential, the SP 3 interaction

Lint ⊃ λSP 3SP 3 , (6.19)

will turn out to be relevant. When kinematically allowed, this interaction leads to the

decay S → 3P with rate

Γ(S → 3P ) =
3

256π3
λ2
SP 3mS f(mP /mS), (6.20)
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where f is the three-body phase space integral,

f(y) = 2

∫ (1−y)2

4y2
dx
√
λ (1, x, y2)λ (1, y2/x, y2/x), (6.21)

which is normalized to 1 in the limit y → 0. The S → 3P rate will modify the lifetime

of S and can therefore have a crucial impact on possible constraints from beam dump

experiments.

6.2.2 Events at the KOTO experiment

The model introduced in the previous section will lead to KL → π0PP events

at the KOTO experiment. We now identify the regions of parameter space in which

this decay can mimic the KOTO signal.

The number of events that can be expected to be detected at KOTO can be

written as

N =
BR(KL → SP )× BR(S → π0P )

BR(KL → π0νν̄)SM
×R×NSM, (6.22)

where BR(KL → π0νν̄)SM = (3.4±0.6)×10−11 is the SM prediction for the KL → π0νν̄

branching ratio [312, 313], NSM = 0.05±0.01 is the expected number of SM signal events

at KOTO [320], and

R =
A(KL → SP → π0PP )

A(KL → π0νν̄)
(6.23)

is the ratio of acceptances of the considered model signal and the SM signal at the

KOTO detector. As has been pointed out before [321, 331, 332], an exotic contribution

to the KOTO signal (in our case KL → SP → π0PP ) can have a considerably different

acceptance. We determine the acceptance ratio R using a Monte Carlo simulation.

Details are provided in Appendix C. The result is given in Fig. 6.3, which shows R
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Figure 6.3: The acceptance ratio R of the KL → SP → π0PP signal over the SM
KL → π0νν̄ signal at KOTO as a function of the S lifetime τS for the four benchmark
scenarios.

as a function of the S lifetime for our four benchmark points (Eq. (6.5)). For prompt

decays, τS → 0, we find {RBM1, RBM2, RBM3, RBM4} ' {102%, 51%, 10%, 73%}. Once

the lifetime of S becomes comparable to the size of the KOTO detector, τS ∼ 1 m, R

starts to decrease as more and more S leave the detector before decaying.

In our setup, the lifetime of S is determined by the S → π0P and S → 3P

decays. In the four benchmark cases for the scalar masses defined above we find

{
Γ(S → π0P )BM1,Γ(S → π0P )BM2,Γ(S → π0P )BM3,Γ(S → π0P )BM4

}
'

{
1

3.3 cm
,

1

3.4 cm
,

1

4.4 cm
,

1

2.7 cm

}
×
(

106 GeV

Λdd

)2(
αs(104 GeV)

αs(M)

)8/7

, (6.24)

{
Γ(S → 3P )BM1,Γ(S → 3P )BM2,Γ(S → 3P )BM4

}
'

{
1

2.0 cm
,

1

49 cm
,

1

4.3 cm

}
×
(
λSP 3

10−5

)2

, (6.25)

where in the S → π0P decay width we have defined Λdd = ΛNP/ Im(g̃SPdd ). Note that
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S → 3P is not kinematically allowed in benchmark BM3. The S → π0P branching

ratio is given by BR(S → π0P ) = Γ(S → π0P )/[Γ(S → π0P ) + Γ(S → 3P )].

Finally, we find the following KL → SP branching ratios

{
BR(KL → SP )BM1,BR(KL → SP )BM2,BR(KL → SP )BM3,BR(KL → SP )BM4

}
'

{
1.7, 1.8, 2.3, 4.0

}
× 10−9 ×

(
1012 GeV

Λsd

)2(
αs(104 GeV)

αs(M)

)8/7

, (6.26)

where we have defined Λsd = ΛNP/Re(g̃SPsd ).

Figures 6.4 and 6.5 show the number of expected events in the Λsd–Λdd plane

for our benchmark cases in the absence of the S → 3P decay (Fig. 6.4) and in the

presence of the S → 3P decay induced by a coupling λSP 3 = 10−5 (Fig. 6.5). Along

the solid green lines one expects 3 events, in the dark green regions one expects 2–

4 events, and in the light green regions one expects 1–5 events. In the gray regions

labeled “KL → π0 inv.”, the number of predicted events exceeds the limit from KOTO

(see Eq. (6.4)). The right vertical axis shows the lifetime of S corresponding to Λdd. In

Fig. 6.5, the lifetime is approximately constant for Λdd > 107 GeV, as in this region of

parameter space, the lifetime is set by the S → 3P decay width.

For S lifetimes of τS & 1 m, existing beam dump constraints apply (see Sec-

tion 6.3) as indicated in Fig. 6.4 by the dashed contours. A proposed upgrade of the

SeaQuest experiment might probe S lifetimes as low as τS & 5 cm. In the scenarios

shown in Fig. 6.5 with λSP 3 = 10−5, the S lifetimes are short enough throughout the

parameter space that existing beam dump constraints are avoided.

In Fig. 6.5 we also show additional constraints from other meson decays. The

known KL branching fractions add up to a value compatible with 1 with very high
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precision. Any additional KL branching ratio, in particular KL → SP , is thus bounded

above as BR(KL → SP ) < 6.3 × 10−4 [335]. In Fig. 6.5 the gray regions left of the

dashed vertical lines denoted “KL → inv.” are excluded by this constraint. Note that

this gives an absolute lower bound Λsd & few× 109 GeV.

The other meson decay constraints shown in Fig. 6.5 are less robust as they

depend on couplings that are in principle unrelated. If we assume that the coupling

gP
2

sd (corresponding to (s̄d)P 2) is of the same order as the coupling g̃SPsd (corresponding

to (s̄iγ5d)SP ), we find relevant constraints from the searches for K+ → π+νν̄. To

evaluate the constraints we compare the predicted K+ → π+PP branching ratio with

the bound from NA62 given in Eq. (6.3). We correct for the different signal acceptances

of K+ → π+PP compared to K+ → π+νν̄ that arise due to kinematical cuts on the

missing mass and the charged pion momentum. For the three P masses relevant to our

benchmarks, we find the bounds BR(K+ → π+PP ) < 2.7 × 10−10 for mP = 10 MeV,

BR(K+ → π+PP ) < 3.5 × 10−10 for mP = 100 MeV, and BR(K+ → π+PP ) <

2.4× 10−9 for mP = 125 MeV. Setting ΛNP/|gP
2

sd | = ΛNP/Re(g̃SPsd ) = Λsd, we find that

in Fig. 6.5, the regions left of the dotted vertical lines are excluded.

If we assume that the coupling g̃P
2

dd (corresponding to (d̄iγ5d)P 2) is of the

same order as the coupling g̃SPdd (corresponding to (d̄iγ5d)SP ), we find relevant con-

straints from the invisible branching fraction of the neutral pion, BR(π0 → inv.) <

4.4×10−9 [318]. Setting ΛNP/Re(g̃P
2

dd ) = ΛNP/ Im(g̃SPdd ) = Λdd in the benchmarks BM1

and BM4, the regions below the dotted horizontal lines are excluded. For benchmarks

BM2 and BM3, the P mass is too large for the π0 → PP decay, so the couplings are

therefore completely unconstrained by BR(π0 → inv.).
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6.2.3 Simplified UV models

The higher dimensional interactions in Eq. (6.6) that lead to the exotic meson

decays can be UV completed by simplified models in various ways. In this section, we

discuss briefly two possibilities: (1) vector-like quarks and (2) an inert Higgs doublet.

6.2.3.1 Vector-like quark model

We introduce two sets of heavy vector-like quarksD andQ which have quantum

numbers of the right-handed down quark singlets, D = (3,1)− 1
3
, and of the left-handed

quark doublets Q = (3,2) 1
6
, respectively. These quantum number assignments admit

the following terms in the Lagrangian:

L ⊃ mQQ̄LQR +mDD̄LDR + YQD(Q̄LDR)h+ YDQ(D̄LQR)hc + h.c.

+XDd(D̄LdR)S +XDs(D̄LsR)S + ZQd(Q̄RdL)iP + ZDs(Q̄RsL)iP + h.c. . (6.27)

The first line contains the masses mQ and mD for the vector-like quarks, as well as

interactions with the SM Higgs doublet h. The masses mQ, mD and the couplings YQD,

YDQ are in general complex parameters. However, not all of their phases are observable.

Using the freedom to re-phase the vector-like quark fields, we will choose real mQ, mD

and YQD without loss of generality. The second line in Eq. (6.27) contains couplings of

the SM down and strange quarks with S and the vector-like quark D as well as with P

and the vectorlike quark Q. The couplings XDd, XDs, ZQd, and ZQs contain physical

phases.

Note that the above Lagrangian is invariant under a Z2 symmetry under which

all SM particles are even, while the vector-like quarks as well as S and P are odd. Thus
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P remains an absolutely stable dark matter candidate. In addition to the couplings

shown, the model could also contain Z2 invariant couplings involving S and Q or P

and D. However, such couplings are not required to generate the desired low energy

interactions and we will neglect them in the following.

Integrating out the vector-like quarks at tree level (see Fig. 6.6, left diagram),

and matching onto the effective Lagrangian of Eq. (6.6), we find

gSPdd
ΛNP

=
−iYQDv√
2mQmD

Im(XDdZ
∗
Qd) ,

g̃SPdd
ΛNP

=
iYQDv√
2mQmD

Re(XDdZ
∗
Qd) , (6.28)

gSPss
ΛNP

=
−iYQDv√
2mQmD

Im(XDsZ
∗
Qs) ,

g̃SPss
ΛNP

=
iYQDv√
2mQmD

Re(XDsZ
∗
Qs) ,

gSPsd
ΛNP

=
YQDv√
2mQmD

1

2
(ZQsX

∗
Dd −XDsZ

∗
Qd) ,

g̃SPsd
ΛNP

=
YQDv√
2mQmD

i

2
(ZQsX

∗
Dd +XDsZ

∗
Qd) .

As required by SU(2)L invariance, the effective interactions gSPij /ΛNP and g̃SPij /ΛNP

are proportional to the SM Higgs vev v ' 246 GeV. If all couplings Xij , Yij , Zij are

of O(1), we can expect vector-like quark masses mQ,D ∼
√

ΛNPv ∼ 106 GeV. The

couplings above are not all independent but obey the relation

|g̃SPsd |2−|gSPsd |2+2iRe(gSPsd g̃
SP∗
sd ) = g̃SPdd g̃

SP∗
ss −gSPdd gSP∗ss +i(g̃SPdd g

SP∗
ss +g̃SP∗ss gSPdd ) . (6.29)

One therefore expects that the flavor changing couplings are of the order of the geometric

mean of the flavor conserving couplings.

The vector-like quarks also give 1-loop contributions to kaon mixing. We

checked explicitly that those contributions scale as v2/(m2
Qm

2
D) and are completely

negligible.
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6.2.3.2 Inert Higgs doublet model

In a second scenario, we introduce an inert Higgs doublet H with mass mH ,

which couples to down and strange quarks, the SM Higgs, and the scalars S and P

through the following interactions:

L ⊃ m2
HH

†H + λSP (H†h+ h†H)SP

+ Ydd(d̄LdR)H + Yds(d̄LsR)H + Ysd(s̄LdR)H + h.c. . (6.30)

As in the vector-like quark scenario, this inert Higgs Lagrangian is invariant under a Z2

symmetry: S and P are odd, while all other particles are even. Additional Z2 symmetric

quartic couplings of the inert Higgs involving e.g. S2 or P 2 are also possible but are

not required to generate the low energy interactions in Eq. (6.6), and we neglect them

in the following.

Integrating out the inert Higgs at tree level (see Fig. 6.6, right diagram), and

matching onto the effective Lagrangian of Eq. (6.6), we find

gSPdd
ΛNP

=
iλSP v√

2m2
H

Re(Ydd) ,
g̃SPdd
ΛNP

=
iλSP v√

2m2
H

Im(Ydd) , (6.31)

gSPds
ΛNP

=
λSP v√
2m2

H

i

2
(Yds + Y ∗sd) ,

g̃SPds
ΛNP

=
λSP v√
2m2

H

1

2
(Yds − Y ∗sd) . (6.32)

In addition, integrating out the inert Higgs gives 4-fermion contact interactions of the

type (d̄LsR)(d̄RsL) that modify kaon oscillations. We find the following contributions

to the kaon mixing matrix element:

M12 =
m3
K0f

2
K

4m2
sm

2
H

ηQCDB4YsdY
∗
ds , (6.33)

where B4 ' 0.78 [336] (see also [337, 338]) and ηQCD is the QCD correction factor given

in Eq. (6.10), with M = mH . Modifications to the mixing matrix alter the neutral kaon
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oscillation frequency ∆MK and the observable εK that measures CP violation in kaon

mixing. The above contribution to M12 modifies these two quantities as

∆MK = ∆MSM
K + 2 Re(M12) , εK = εSM

K +
Im(M12)√

2∆MK

. (6.34)

Taking into account the SM predictions ∆MSM
K and εSM

K from [339, 340], and the corre-

sponding experimental values from [341], we find the bounds

Re(YsdY
∗
ds) < 7.3× 10−9 ×

( mH

1 TeV

)2
(

αs(mH)

αs(1 TeV)

)8/7

, (6.35)

Im(YsdY
∗
ds) < 4.5× 10−12 ×

( mH

1 TeV

)2
(

αs(mH)

αs(1 TeV)

)8/7

. (6.36)

Assuming |Yds| ' |Ysd| and O(1) CP violating phases, the kaon mixing bounds are

compatible with Λsd & 3× 109 GeV. Also, note that the bounds are entirely avoided if

either of Ysd or Yds is set to zero.

6.3 Astrophysical and terrestrial constraints

We now consider extant astrophysical and terrestrial constraints that may

apply to our model.

First, anticipating our treatment of P as a dark matter candidate, we note that

direct detection, indirect detection, and self-interaction constraints are not relevant for

our model in its minimal configuration (see Eq. (6.6)). If our P is the cosmological dark

matter, but the SM is only coupled to the current SP , then direct detection is only

sensitive to the inelastic scattering process P + SM → S + SM, which is kinematically

forbidden unless the dark matter is boosted. Similarly, indirect detection and self-

interaction processes require two vertices, and thus the cross sections are suppressed by
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Λ4
NP.

Extensions of our minimal model containing couplings to P 2 (see Eq. (6.7))

may be subject to these constraints due to the presence of additional interactions.

However, we first treat constraints from supernova cooling and beam dump experiments,

which apply directly to the minimal model.

6.3.1 Supernova constraints

Supernova cooling provides powerful constraints on new weakly-coupled light

particles. Evaluating these bounds properly requires a detailed analysis that lies beyond

the scope of this work, but we can perform an order-of-magnitude estimate to determine

the regions of our parameter space that are likely to be subject to such constraints.

In the case of axions, the cross section for axion production NN → NNa is

constrained by SN1987A to lie in the range [342]

3× 10−20 .
σ

GeV−2 . 10−13. (6.37)

Below the lower limit, axions are not produced in sufficient numbers to affect the cooling

process. Above the upper limit, the produced axions are trapped within the supernova

environment, and are unable to cool the system more effectively than neutrinos. Many

details of the calculation for axions should be modified in our case, but we will make a

crude estimate of the constraints by requiring our production cross section to lie in the

same range.

Since P is stabilized by a Z2 symmetry, it can only be produced in pairs, or

in association with S. The process NN → NNPP is mediated at the loop level in
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the minimal model, involving two insertions of the effective interaction vertex. Since

TSN ' 30 MeV [342], we estimate the cross section as

σNN→NNPP ∼
1

16π2

T 2
SN

Λ4
dd

' 6× 10−34 GeV−2

(
TSN

30 MeV

)2(107 GeV

Λdd

)4

, (6.38)

lying below the constrained range of cross sections, even neglecting exponential suppres-

sion when mP & TSN. In the case of SP production, NN → NNSP , since mS � TSN,

we estimate the cross section as

σNN→NNSP ∼
1

4πΛ2
dd

e−(mS+mP )/TSN

' 7× 10−21 GeV−2 exp

[
35

3

(
1− mS +mP

350 MeV

30 MeV

TSN

)](
107 GeV

Λdd

)2

. (6.39)

While parts of our parameter space are thus expected to be unconstrained by supernova

limits, it is important to note that if mP is small, or if Λdd . 106 GeV, the estimated

production cross section enters the prohibited range. In particular, if Λdd = 106 GeV,

then avoiding the bound requires mS +mP & 450 MeV, favoring the larger P masses in

Fig. 6.2. However, in this naive projection of supernova constraints, our model remains

viable in a wide region of the parameter space.

6.3.2 Beam dump constraints

In minimal form, our model of the KOTO excess is potentially subject to

constraints from long-lived particle searches: the partial decay width of S → π0P is

bounded from below by the observed KOTO event rate, so in the absence of additional

interactions, the S lifetime can be O(m) or larger. Such lifetimes are probed very

effectively by beam-dump experiments with O(100 m) baseline lengths. In such an
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experiment, a proton beam is directed at a target, potentially producing a large number

of S particles. The S particles travel unimpeded through shielding and earth over a

distance LB, reaching an instrumented decay volume with length LD. The S → π0P

events within the decay volume can be typically detected with an O(1) efficiency E .

Thus, the strength of the constraints is mainly determined by two factors: (1) how

many S particles are produced, and (2) what fraction of these undergo S → π0P within

the decay volume.

First we estimate the number of S particles produced. There are at least two

channels to consider: direct production from nucleon-nucleon scattering, and secondary

production from kaon and other meson decays. Observe, however, that the fraction

of proton-proton collisions that produce an SP pair is of order (s/ΛNP)2/α2
S , which is

much smaller than the branching ratios BR(KL → SP ) and BR(KS → SP ) implied by

our interpretation of the KOTO excess. We also checked that the number of S from

eta decays η → SP is small compared to those coming from the kaon decays in our

scenarios.

Given Np protons on target, we expect that of order NK ∼ 10−2Np kaons are

produced [331], and this is sufficient for kaon decays to dominate production. However,

of these kaons, most will be stopped or scattered away from the axis of the beam

before they decay. The dynamics of kaon energy loss and deflection in materials are

complicated, but the nuclear interaction length for relativistic kaons in most materials

is Lnuc ∼ O(10 cm) [341], so we will assume that any kaons traveling this far before

decaying are sufficiently slowed down or deflected such that only a negligible fraction

of the S particles are directed towards the detector. Thus, the number of S particles
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produced and directed towards the detector is of order

NS ∼
1

2

∑

X=L,S

10−2Np
Γ(KX → SP )

ΓKX

[
1− exp

(
−ΓKXLnuc

γKX

)]
, (6.40)

where γ is the boost factor. Now, accounting for the fraction of S particles which decay

in the decay volume, and accounting for the efficiency of the detector, the number of

events is given by

NE ∼
1

2

∑

X=L,S

10−2Np BR(KX → SP ) BR(S → π0P )E

×
[
1− exp

(
−ΓKXLnuc

γKX

)]

︸ ︷︷ ︸
avoid kaon deflection

exp

(
−ΓSLB

γS

)

︸ ︷︷ ︸
reach decay volume

[
1− exp

(
−ΓSLD

γS

)]

︸ ︷︷ ︸
decay in decay volume

. (6.41)

In the minimal scenario, with no additional interactions, BR(S → π0P ) = 1.

We now estimate the event counts in the CHARM [343] and NuCal [344] ex-

periments. CHARM conducted a search for decays of axion-like particles with 2.4×1018

protons incident on a copper target at 400 GeV, a baseline length of 480 m, and a 35 m-

long decay volume. The detector efficiency is approximately 0.5. No candidate events

were observed. NuCal conducted a similar search, with 1.7 × 1018 protons incident on

an iron target at 70 GeV, a baseline length of 64 m, and a 23 m-long decay volume. One

candidate event was observed with an expected standard model background of 0.3. To

estimate the event counts that would be produced by our model, we set γKX = γS = 10

for CHARM and reduce these proportionally for NuCal’s lower beam energy.

Assuming BR(S → π0P ) = 1, the resulting event count is shown as a function

of the S lifetime in Fig. 6.7. The minimum expected number of events at long S

lifetime is large unless τS & 105 m, and lifetimes as large as 109 m may be excluded.

This potentially rules out a significant portion of our parameter space, as indicated
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in Fig. 6.4. On the other hand, the event rate cuts off sharply for τS . 1 m, and

there is indeed a region of our parameter space where τS ∼ 1 cm. These constraints

can be relaxed if the coupling of the SP 3 interaction in our model is non-zero, which

can shorten the S lifetime significantly if mP is small (see Fig. 6.5). The presence of

this additional interaction greatly extends the parameter space consistent with the null

results at CHARM and NuCal.

Looking towards future prospects, most proposed beam-dump experiments are

competitive in the same regime of S lifetimes. However, it has been suggested [345] that

the SeaQuest experiment [346] may be modified to serve as a short-baseline beam dump

experiment, with the instrumented area starting only ∼5 m from the beam target. Such

an experiment would have sensitivity to lifetimes as short as 5 cm, and could probe most

of the parameter space in which the minimal model can account for the KOTO excess.

However, if the SP 3 coupling is unconstrained, the S lifetime can be shortened by many

orders of magnitude, potentially evading even these experiments.

6.3.3 Direct dark matter detection

Direct detection of P can occur in the extended model via the interactions

in Eq. (6.7). While the interaction terms containing (q̄iγ5q)P
2 give rise to suppressed

velocity-dependent cross sections off of nucleons, the operators (q̄q)P 2 with q = d, s

produce potentially detectable scattering off of nucleons. We define the integrated

nucleon form factors

BN
q ≡ 〈N |q̄q|N〉 =

mN

mq
fNq , (6.42)
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where fNq are the form factors for nucleon N of quark q [347]. The direct detection

cross section can be cast as

σ =
∑

q=d,s

(
2mN

mP +mN

gP
2

qq

ΛNP
BN
q

)2

≈ 4

Λ2
NP

[
(BN

d )2(gP
2

dd )2 + (BN
s )2(gP

2

ss )2
]
. (6.43)

Using the central values Bp
d ≈ 6.77 and Bp

s ≈ 0.50, it is clear that the dominant effect

is scattering off of d quarks if gP
2

ss ' gP
2

dd . The scattering cross section off of protons is

then

σp ≈ 7× 10−38 cm2(gP
2

dd )2

(
106 GeV

ΛNP

)2

, (6.44)

i.e., close to 0.1 pb. Cross sections of this order are above the expected neutrino back-

ground, and are within reach of future planned experimental sensitivity [348]. We will

return to direct detection prospects in Section 6.5.

6.4 Cosmological production

We now turn to the question of cosmological production of the dark matter

candidate P : which scenarios allow P to be produced with the observed dark matter

density?

The standard thermal freeze-out paradigm is not viable in our minimal sce-

nario. Estimating the freeze-out temperature by nPσ(PP → SM) ∼ H(T ), we have

TFO ∼
4πΛ2

NP

MPl
∼
(

ΛNP

1012 MeV

)2

103 MeV, (6.45)

where ΛNP is the scale of new physics in question—for practical purposes, the lesser of

Λsd and Λdd. For typical values of ΛNP consistent with the KOTO excess, TFO � mP ,
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so P freezes out as a hot relic, with relic abundance

ΩPh
2 ∼ mP

keV

(
g?|TFO

100

)
∼ 0.1

( mP

80 eV

)
. (6.46)

Thus, for the masses and couplings considered in this chapter, P is generically over-

produced in the freeze-out scenario. If the P mass were small enough to be produced

with the right relic abundance, then P would be ruled out as a dark matter candidate

because of structure formation constraints on relativistic relics.

Departing from the minimal scenario outlined above opens up the possibility

that an additional effective interaction with SM species keeps P in thermal equilibrium,

and that the P relic abundance is set by thermal decoupling (freeze-out). Since generally

thermal decoupling happens at temperatures T ∼ mP /25, in order to avoid possible

constraints from BBN, one can assume that the effective interaction only involves SM

neutrinos:

L ⊃ 1

Λνν
ν̄νPP. (6.47)

For the effective dimension five operator in the equation above, we find that the zero-

velocity thermally averaged product of the pair-annihilation cross section and relative

velocity is

lim
v→0
〈σv〉 =

1

4π

1

Λ2
νν

. (6.48)

A standard treatment of the relic abundance for the pair-annihilation cross section

above indicates that P would be produced in the right amount if Λνν ' 7 TeV. This

is several orders of magnitude above current limits for dark matter interactions with

SM neutrinos, independent of flavor [349]. Thus, if P were in equilibrium at high

temperatures, an effective interaction with SM neutrinos—which, incidentally, can be
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quite naturally embedded in the UV completions described above—could suppress the

P abundance to an acceptable relic density in agreement with observations.

In the absence of the additional neutrino portal described in the paragraph

above, the only alternative is production via freeze-in [350]. Here the dark species

is produced out of equilibrium by some standard model species, and the abundance

increases until cosmological expansion halts production. It is thus possible to avoid

overproduction of dark matter with extremely small couplings. Note that while other

mechanisms might allow for additional production of P , the freeze-in contribution is

unavoidable in the range of temperatures where our effective theory is valid.

Typically, freeze-in is applied to a UV-complete theory, where the dark matter

production rate can be computed starting at very high temperatures. In the context of a

renormalizable model, it can be shown that dark matter is produced primarily at lower

temperatures, so the details of the UV physics are unimportant. Thus, freeze-in can be

used to consistently calculate the non-thermal relic abundance, even though a formal

dependence on initial conditions remains. Note that this is in contrast to the freeze-out

paradigm, where equilibrium with the standard model bath erases any non-trivial initial

conditions in the dark sector.

However, in our scenario, the dark matter is produced through non-renormalizable

interactions, and the standard freeze-in mechanism cannot be directly applied: our ef-

fective theory cannot be applied at scales above some O(ΛNP) cutoff. At first, this

does not seem to be a problem: in standard freeze-in, production is IR-dominated, and

we can apply our effective theory in this regime. But for higher-dimension operators,

production is no longer IR-dominated, and it is no longer possible to self-consistently
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estimate the relic abundance unless an initial condition is fixed at a temperature where

the effective theory is valid.

Naively, one can place a lower bound on the relic abundance by fixing the

dark matter abundance to zero at T ∼ ΛNP and computing the amount of dark matter

produced at lower temperatures, where the effective theory is valid. However, as we

shall see in the following section, this still leads to overproduction of P . Thus, in our

model, it would seem that dark matter is overproduced in the freeze-in scenario, even

with the most favorable initial conditions.

There is, however, a significant loophole in this argument: setting the dark

matter abundance to zero at T ∼ ΛNP is in fact not the most favorable initial condi-

tion. If reheating occurs at a temperature Trh � ΛNP, then the dark matter abundance

should be set to zero at this lower temperature, allowing for a much lower relic abun-

dance. There is nothing particularly unnatural about this scenario: in general, freeze-in

production of dark matter depends on the reheating temperature. This dependence is

weak if the reheating scale happens to be much higher than any scale in the theory, but

the convenience of this arrangement does not constitute evidence for it. Moreover, if

Trh � ΛNP, then our effective theory can be used to self-consistently compute the dark

matter relic abundance independently of any UV completion. This paradigm is known

as UV freeze-in [351].

6.4.1 Computing the yield

First, we briefly review the computation of the dark matter relic abundance

in the standard freeze-in paradigm. The basic technology of UV freeze-in is identical to
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that of standard freeze-in, but the initial condition is fixed at the reheating temperature

Trh, which becomes an important free parameter of the theory. In certain scenarios, the

dark matter yield is quite sensitive to temperatures near Trh, and decreasing Trh can

significantly reduce the relic abundance.

The starting point is the Boltzmann equation,

ṅχ + 3Hnχ =
∑

I,F

[Nχ(F )−Nχ(I)]

∫
dnIΠI dnFΠF (2π)4δ4 (pI − pF ) |MI→F |2

∏

i∈I
fi.

(6.49)

Here nχ denotes the number density of a dark species χ, I and F index initial and final

states, Nχ(S) denotes the number of χ particles in the state S, dΠi = gi d3pi/(2π)32Ei,

|MI→F |2 is the spin-averaged squared matrix element, and fk is the phase space density

of the species k. We assume Maxwell-Boltzmann statistics, and by conservation of

comoving entropy density, we rewrite the left-hand side of Eq. (6.49) as ṅχ + 3Hnχ =

SẎχ, where S = (2π2/45)g?ST
3 is the entropy density and Yχ ≡ nχ/S. In turn, since

Ṫ ≈ −HT , we have SẎχ ≈ xHSY ′χ(x), where x = µ/T for any fixed mass µ.

In freeze-in, one assumes that the phase space density of the dark species is

always small, so that any initial state with Nχ(I) > 0 makes a negligible contribution

in Eq. (6.49). If all of the initial-state species are now in equilibrium, the phase space

densities fi can be replaced with equilibrium distributions e−Ei/T . Now Eq. (6.49) reads

Y ′χ(x) =
1

xHS

∑

I 63χ,F
Nχ(F )

∫
dnIΠI dnFΠF (2π)4δ4 (pI − pF ) |MI→F |2 exp (−xEI/µ) .

(6.50)

We will be interested in two types of processes: 1 → 2 decays and 2 → 2
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scattering. In the 1 → 2 case, with a process i → χf , we set µ = mi, i.e., x = mi/T .

We recognize the decay width Γi→χf in Eq. (6.50), which becomes

Y ′χ(x) =
1

2π2

gim
3
i

x2HS
Nχ(F )Γi→χfK1 (x) , (6.51)

where K1 is a modified Bessel function of the second kind, and now Nχ(F ) is either 1 or

2, depending on whether f = χ. Substituting H = 1.66g
1/2
? x−2m2

iM
−1
Pl , the total yield

can now be computed by performing a 1-dimensional integration of Eq. (6.51), as

Yχ(∞) =
45Nχ(F )giMPlΓi→χf

1.66× 4π4m2
i

∫ ∞

xmin

dx
x3K1 (x)

g
1/2
? g?S

. (6.52)

In particular, suppose that f = χ, mχ � mi, and |Mi→χχ|2 = λ2. If production mainly

takes place during an epoch when g? and g?S are not changing rapidly, then we can

estimate the yield as

Yχ(∞) ' 135Nχ(F )giMPlλ
2

1.66× 8(2π)4g
1/2
? g?Sm3

i





1 xmin � 1

1
3

√
2
π x

5/2
min exp (−xmin) xmin � 1.

(6.53)

Similarly, if the abundance of χ is set by 2 → 2 processes of the form ij → χf , then

the integrals over the final-state phase space produce the cross section σij→χf , and

Eq. (6.50) becomes

Y ′χ(x) =
Nχ(F )gigj
xHS

∫
d3pi
(2π)3

d3pj
(2π)3

σv exp (−xEi/µ) exp (−xEj/µ) . (6.54)

This remaining integrals can be reduced to a single 1d integral, following e.g. [352].

Integrating in x, the yield is then

Yχ(∞) =
µNχ(F )gigj

2(2π)4

∫ ∞

xmin

dx

x2HS

∫ ∞

smin

ds σ(s) r−r+×

×
{m+m−

s

(µ
x

+
√
s
)

exp
(
−x√s/µ

)
+
r−r+√
s
K1

(
x
√
s/µ
)}
, (6.55)
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where m± = |mi ±mj |, r± =
(
s−m2

±
)1/2

, and smin = min(mi + mj , mχ + mf )2. As

in the 1 → 2 case, we can estimate the yield analytically for a process ii → χχ when

mi � mχ and the evolution of g? and g?S is negligible. If |Mii→χχ|2 = λ2, then the

result is

Yχ(∞) ' 45Nχ(F )g2
iMPlλ

2

1.66× 512π5g
1/2
? g?Smi





(3π/8)mi/mχ xmin � 1

xmin exp (−2xminmχ/mi) xmin � 1,

(6.56)

where xmin = mi/Tmax. The analogous expression for mχ � mi is obtained by inter-

changing mi and mχ and taking µ = mχ (i.e. xmin = mχ/Tmax). However, in our model,

2 → 2 processes are driven by effective 4-point vertices suppressed by a scale ΛNP, so

we should instead set |Mii→χχ|2 = s/Λ2
NP. In this case, the result is

Yχ(∞) '
45Nχ(F )g2

iMPlm
2
χ

1.66× 128π4g
1/2
? g?SmiΛ2

NP





8
π (mχ/mi)

−2 x−1
min xmin � 1

xmin exp (−2xminmχ/mi) xmin � 1.

(6.57)

This demonstrates a key difference between standard freeze-in and UV freeze-in: a

naive extrapolation of the production rate to arbitrarily high temperatures (small xmin)

diverges. Of course, one should not expect to accurately compute the production rate

in the effective theory at T � ΛNP. But even so, if ΛNP � Tmax � max{mχ,mi}, then

production can dominated by 2→ 2 processes, whereas 1→ 2 decays typically dominate

in standard freeze-in. In our case, mχ and mi are MeV-scale, while ΛNP & 106 GeV.

Thus, production by 2→ 2 processes at high temperatures is potentially very significant.

Using the approximate forms of the yield derived above together with the dark

matter abundance today, Yχ(∞) ≈ 2 × 10−6(mχ/MeV), we can estimate the ranges

of parameters which account for all of dark matter—or, at least, those which do not
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overclose the universe. If dark matter in our model is produced dominantly by quark

annihilation via an interaction of the form Λ−1
dd d(iγ5)d̄SP , then the only important

parameters are Λdd and xmin. Note that if this is the only interaction at work, there is

no contribution from decays.

First, suppose that xmin � 1. Then the scale Λdd must satisfy

Λdd &

(
g?|Trh
100

)−3/4(
Trh

GeV

)1/2

3× 1010 GeV. (6.58)

Per the analysis in Section 6.2.2, this is too large to account for the KOTO excess—and

this estimate accounts for only one production channel! In particular, if Trh > Λdd, dark

matter is dramatically overproduced. At the very least, one requires Trh . 100 MeV,

where the approximations made for this estimate are no longer trustworthy. However,

suppose instead that reheating indeed takes place near the MeV scale, so that xmin � 1.

Then the situation is quite different: neglecting the difference between mS and mP , we

have

Λdd &

(
g?|Trh

10

)−3/4(
Trh

10 MeV

)
exp

[
−
(
mS

Trh
− 30

)]
300 GeV. (6.59)

This bound poses no obstacle to accounting for the KOTO excess. When combined,

these two estimates naively suggest that our model can account for all of dark matter if

reheating takes place between 100 MeV and 10 MeV. While the scale of reheating is often

assumed to be much higher, the strongest observational lower bound on the reheating

temperature is in fact only Trh & 5 MeV [353, 354]. There is no particularly strong

motivation for a very high reheating temperature, and certainly nothing inconsistent

about reheating taking place at 10 MeV.

However, production at such low temperatures introduces a new complication:
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our simplistic estimates above have presumed not only that production is dominated by

2→ 2 processes, but also that the initial state consists of free quarks. If Trh < 100 MeV,

then quarks are confined into hadrons during the entire production period. One must

then modify the effective couplings to account for hadronic scattering, and since the

initial and final states are all (pseudo)scalars, the matrix elements no longer carry any

s-dependence. Additionally, since single hadrons can now decay to S and P , hadronic

decays can dominate the relic abundance, and must be included in the calculation of

the yield.

In the following section, we treat these issues in detail and calculate the relic

density numerically.

6.4.2 Determining the reheating temperature

Our estimates in the previous section suggest that P can be produced non-

thermally, and can account for all of dark matter, if the initial temperature of the SM

bath is between 100 MeV and 10 MeV. We now refine our estimate of the yield to

account for confinement and hadronic decays, and then numerically compute the yield

to establish the required reheating temperature in our model.

At T . 200 MeV, quarks are confined into hadrons, and the effective inter-

actions of the hadrons with S and P are well described by chiral perturbation theory

(chiPT). The effective couplings of hadrons to S and P are built from a combination

of the new physics scales and QCD parameters. Since the couplings in the quark-level

effective Lagrangian are proportional to Λ−1
NP, and the hadron-level 1→ 2 coupling must

have mass dimension 1, the latter must be of order Λ2
chiPT/ΛNP, where ΛchiPT is some
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scale associated with low-energy QCD. Similarly, in the 2 → 2 case, the hadron-level

coupling should have the form Λ′chiPT/ΛNP. As we will see momentarily, Λ
(′)
chiPT is a

combination of two constants, fπ ≈ 92 MeV and B0 ≈ 2666 MeV. To determine the

couplings explicitly, we match our effective quark-level Lagrangian onto the chiPT La-

grangian following [355, 356]. Our application of this method to light scalars is also

similar to the treatment in section 3.1 of [329].

The interactions of QCD degrees of freedom with our light scalars can be

written as the couplings of quarks to external currents s and p, respectively a scalar

and pseudoscalar. These take the form

LQCD[s, p] = −q̄ (s(x)− iγ5p(x)) q. (6.60)

Interactions of hadrons with these currents enter the chiPT Lagrangian via the current

χ = 2B0(s+ ip). At lowest order, we have

L2 ⊃
f2
π

4
tr
(
χU † + Uχ†

)
, U = exp

(
i
√

2

fπ
Φ

)
, (6.61)

where Φ is the PNGB matrix [see e.g. 355]. Now consider a quark-level interaction of

the form

L ⊃ 1

2
q̄i

(
gOSij − ig̃OSij γ5

)
qjOS +

i

2
q̄i

(
gOPij − ig̃OPij γ5

)
qjOP + h.c. (6.62)

where OS is a scalar (CP-even) and OP is a pseudoscalar (CP-odd). We can then

identify

sij = −1

2

(
gOSij + gOS∗ji

)
OS −

1

2

(
gOPij − gOP ∗ji

)
OP , (6.63)

pij = − i
2

(
g̃OSij − g̃OS∗ji

)
OS −

i

2

(
g̃OPij + g̃OP ∗ji

)
OP . (6.64)
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Substituting these expressions into Eq. (6.61) with OS = S2, P 2, and OP = SP gives

the interactions of S and P with the PNGBs. For instance, the interactions of S and

P with π0 are specified by

L2 ⊃ B0fππ
0
(
SP Im gSPdd − S2 Im g̃S

2

dd − P 2 Im g̃P
2

dd

)

− 1

2
B0(π0)2

(
SP Re g̃SPdd − S2 Re g̃S

2

dd − P 2 Re g̃P
2

dd

)
+ · · · , (6.65)

where the ellipsis denotes a series of higher-dimensional operators. We include all terms

up to second order in the PNGB fields in our analysis, and the form of the hadron-

level Lagrangian is as expected from dimensional analysis. Note that it is essential to

consider complex-valued gij and g̃ij , without which some interactions will vanish.

We can now determine the reheating temperature required to produce the

observed dark matter density as a function of our model parameters. First, using the

normalization factors as they appear in Eq. (6.65), we can now estimate the relative

significance of decays and scattering, starting with Eqs. (6.54) and (6.56). Assuming

that all dimensionless couplings are O(1), we set the coupling λ for 3-point vertices

equal to B0fπ/ΛNP, and we set the coupling for 4-point vertices to B0/ΛNP. In this

regime, we typically have mi � max{mP , Trh}, and in this limit,

Y 1→2
P (∞)

Y 2→2
P (∞)

' 32

(
fπ
mi

)2





1 mP � Trh � mi

3π
8 (Trh/mi) exp (2mi/Trh) Trh � mP � mi.

(6.66)

Our parameter space includes 1 MeV . mP . 200 MeV, so the ratio above can be large

or O(1) depending on the choice of the P mass, but it is never small. Note, however,

that increasing mP can also close certain decay channels. In particular, if there exist
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interactions allowing the decay π0 → PP , this channel naively dominates production at

low temperatures, but is closed for 2mP > mπ0 .

Since decays dominate in most of the parameter space, we can make a first

estimate of the yield by considering only production via KL → SP , the same decay

process which is necessary to account for the KOTO excess. Neglecting the distinction

between mS and mP , the yield is

Y KL→SP
P (∞) ' 45

1.66× 4(2π)9/2g
1/2
? g?S

(
Bfπ

mKΛsd

)2 MPl

Trh
exp (−2mS/Trh) , (6.67)

and the resulting upper bound on Λsd is

Λsd &

(
g?|Trh

10

)−3/4(
Trh

15 MeV

)1/2

exp

[
−
(
mS

Trh
− 20

)]
5× 106 GeV. (6.68)

For the typical parameter values selected above, this upper bound is towards the lower

edge of our parameter space of interest for the KOTO excess. Thus, although hadronic

decays significantly enhance production relative to the prediction of Eq. (6.59), this

channel on its own does not pose an obstacle to accounting for the KOTO excess.

However, in general, it is necessary to numerically evaluate the yield to de-

termine the extent of the viable parameter space—and, in particular, to identify the

reheating temperature that produces the observed relic density at each parameter point.

The resulting reheating temperatures are shown in Fig. 6.8, and are of order 10 MeV

throughout the parameter space of interest. The required reheating temperature is

mainly controlled by the smaller of Λsd and Λdd, with a slight bias towards Λsd, since

production by η decays is suppressed compared to production by K0 decays due to

their relative masses. Note that all couplings except for gSPsd and gSPdd are neglected in

Fig. 6.8, so, in particular, π0 → PP does not contribute to the relic density even when
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2mP < mπ0 . If we suppose that all of the couplings in the effective theory are of similar

order, the viable parameter space can change significantly.

We can estimate this effect by taking gS
2

q1q2 = gSPq1q2 = gP
2

q1q2 and setting gOsd =

(
gOssg

O
dd

)1/2
to fix gOss. The resulting reheating temperatures are shown in Fig. 6.9. With

these choices for the couplings, our two benchmark points with mP = 10 MeV are

incompatible with freeze-in as a production mechanism, since the required reheating

temperature is below observational bounds throughout the relevant parameter space.

This is due to the open π0 → PP decay, which is kinematically closed for the other

two benchmark points with mP = 100 MeV and mP = 125 MeV. For these points, the

required reheating temperature is again of order 10 MeV throughout the relevant param-

eter space. At the top-left of the corresponding panel of Fig. 6.9, the required reheating

temperature decreases with increasing Λdd. This is just because of our assumption that

gOsd is the geometric mean of gOdd and gOss: increasing Λdd corresponds to decreasing gOdd,

so if gOsd is held fixed, then gOss must increase to compensate. This increases the relic

density, forcing a lower reheating temperature.

Finally, we note that the reheating temperatures shown in Figs. 6.8 and 6.9

are potentially imprecise, and should be viewed as lower bounds. Our calculation of

the yield assumes that all of the initial-state species are thermalized, but the mesons

freeze out at temperatures of the same order considered here. In particular, π0, K0,

and η freeze out at 3 MeV, 10.5 MeV, and 11.6 MeV, respectively. In a scenario with a

high reheating temperature, this concern would be less significant: the mesons would

have a thermal distribution at early times, so as long as dark matter production is not

dominated by temperatures well below the mesons’ freeze-out temperatures, the effect
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should be small. However, we are speculating that the reheating temperature itself

is lower than e.g. the kaon freeze-out temperature in parts of our parameter space,

in which case the kaons may never be populated with anything resembling a thermal

distribution. It is thus possible that Eq. (6.50) overestimates the dark matter relic

abundance.

This does not have a significant effect on our qualitative results: we can safely

predict that DM is overproduced if Trh & 15 MeV, in which case all of the relevant

mesons are thermalized, so this is an upper bound on Trh. Likewise, we can see that

DM would be underproduced for Trh below a particular value even if the mesons have

their equilibrium number densities.1 This lower threshold is O(7 MeV) if π0 → PP

is forbidden, and O(2 MeV) if it is not. The only qualitative importance of out-of-

equilibrium effects is that it may be possible to construct a cosmologically-viable model

in which dark matter is not overproduced even if π0 → PP is open. However, such a

model would depend on the details of reheating, and this analysis lies beyond the scope

of this work.

6.5 Discussion

In the foregoing sections, we have introduced a model to account for the KOTO

excess and explored the cosmological effects. We now discuss the implications of our

results and future experimental prospects.

If the KOTO excess is interpreted at face value, this suggests apparent violation

1Since production is dominated by decays, the dark matter relic abundance is mainly determined
only by the number density of the parent mesons, and is fairly insensitive to other details of the phase
space distribution.
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of the GN bound. As has been discussed by several authors [321, 323–333], such a signal

at KOTO can be mimicked by a decay of the form KL → π0X, where X denotes one or

more invisible species. In contrast to most studies, we focus on a new physics scenario

where the decay KL → π0 inv. is realized through a sequence of two-body decays

KL → SP → π0PP , where S and P are light neutral scalar particles. Similar scenarios

were also studied in [332] where the light particles interact with the SM through a vector

or scalar portal. Here we instead analyze a setup where S and P are coupled to the SM

through effective operators at a characteristic new physics scale of ΛNP ∼ 106–109 GeV.

We have stabilized P with a Z2 symmetry under which SM species are even and our new

species are odd, and we have entertained the possibility of other interactions consistent

with such Z2 invariance, including an SP 3 term that could mediate the decay of S → 3P .

Our effective theory is readily UV-completed by e.g. very heavy vector-like quarks or

a TeV-scale inert Higgs doublet. Such UV completions can realize a minimal case in

which only interactions between SM quarks and SP are present at low energies, as well

as more generic cases that include interactions with S2 and P 2.

If the KOTO excess persists, the GN bound heavily constrains new physics

interpretations. A model of the type we consider, with new light scalars, is one of the

simplest and most elegant solutions. Since the scale ΛNP ∼ 106–109 GeV indicated by

the KOTO excess is so large, most other experiments are not substantially constrain-

ing (with the notable exception of beam dump experiments, to which we will return

shortly). In particular, in our scenario, there is a large region of parameter space which

can account for the KOTO excess while still unconstrained by other rare meson decays.

However, it is important to consider astrophysical constraints. Supernova cooling lim-
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its can potentially rule out lower P masses: as discussed in Section 6.3.1, supernova

temperatures are high enough, at tens of MeV, to probe the lightest S and P masses

that we consider in Fig. 6.2. These constraints are most significant for Λdd . 106 GeV,

and it is important to note that establishing firm constraints from supernova cooling

requires a much more detailed analysis beyond the scope of this work. However, the

simplistic expectation is that P masses of O(10 MeV) and below are disfavored, making

our scenario easier to test.

Since the KOTO excess motivates the introduction of new feebly-coupled par-

ticles, it is natural to speculate that these new species might contribute to cosmological

dark matter—and indeed, we have shown that S and P can constitute all of DM even

in the most minimal scenarios needed to explain the KOTO signal. Nevertheless, this

comes at a cost: in the absence of additional interactions, there is no mechanism to re-

duce the DM abundance, and cosmological reheating must take place at very late times,

at a temperature of order 10 MeV. This requirement should be interpreted as a cosmo-

logical constraint on our model and similar models accounting for the KOTO excess.

The scale of the preferred reheating temperature originates mainly from the masses of

the new scalars: since the DM abundance is exponentially suppressed in mDM/Trh, the

required reheating temperature depends only logarithmically on the couplings and other

scales of new physics.

Such a thermal history is necessary because the effective coupling lies in an in-

termediate regime: it is too small for freeze-out to deplete the DM abundance, but large

enough that UV freeze-in generically overproduces DM. Thus, an additional feature is

needed to prevent overproduction. The simplest mechanism to accomplish this, without
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any modification to the model, is to make a judicious choice of the reheating tempera-

ture. Since we are working with an effective theory, the DM relic density is inherently

sensitive to the reheating temperature—indeed, if Trh & ΛNP, we cannot consistently

calculate the relic density, but only bound it below. Thus, since Trh is necessarily a

parameter of our model, Trh ∼ 10 MeV is as natural as any other choice. As we have

discussed, observational constraints are ineffective at temperatures above ∼5 MeV.

We note that in principle low-temperature reheating might leave an imprint on

early universe probes such as BBN and CMB. Unfortunately, such potential signals are

highly model dependent. Specifically, low-reheating temperature scenarios have been

shown in the literature to impart a significant effect on the synthesis of light elements,

primarily via (i) modifications to the Hubble rate around BBN by changing the energy

density of both relativistic and matter species; (ii) changing the momentum distribution

of electron-flavor neutrinos, which directly enters charged current interactions, in turn

governing the neutron-proton chemical equilibrium; and (iii) by entropy exchange that

can affect the ratio of neutrino to photon temperature, which in turn is testable with

CMB data.

Previous studies (see e.g. [357] and references therein) relied on simple assump-

tions such as a single massive matter species driving reheating, and decaying primarily

into neutrinos [354], or electromagnetically-interacting species [353], or hadrons [358].

Generally, testable effects arise for Trh . 5 MeV, implying that no signal is expected for

the scenario discussed here, where Trh & 10 MeV. However, it is important to point out

that the reheating scenario might include features that could manifest themselves when

more stringent probes of CMB become available in the future [359]. For instance, the
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field driving reheating might actually be an ensemble of fields, with different masses;

the S and P particles might be directly produced in the decay of the field(s) driving

reheating, changing the predictions for Trh made above; or new physics in the neutrino

sector could make reheating temperatures in the 10s of MeV visible once constraints on

Neff significantly improve.

There are other mechanisms which prevent the overproduction of dark matter

without requiring a particular temperature for reheating. One possibility is to add an

interaction with the SM to restore freeze-out as a viable thermal history, as we discussed

briefly in the context of a neutrino portal. This would be a heartening scenario: reheat-

ing can still take place at a very high temperature, and the coupling to leptons might

allow for additional experimental probes. However, there are several other possibilities.

In particular, it is possible that the DM abundance is depleted by additional interac-

tions within the dark sector. This is not possible in our effective theory, but one can

consider extensions which keep the DM in thermal equilibrium long after decoupling

from the SM bath, or which allow other number-changing processes at a sufficient rate

to allow for freeze-out at high temperatures. We emphasize again that our results im-

ply cosmological constraints on models of the KOTO excess: cosmology requires either

a restricted range of reheating temperatures or additional features of the low-energy

theory, regardless of what fraction of cosmological DM is composed of P .

Of course, one can also consider constraints which only apply if P makes up

a significant fraction of DM. The simplest of these is the Lyman-α constraint on warm

DM [360], which requires the P population to be non-relativistic at temperatures of

O(keV). If P is produced non-thermally via decays at 10 MeV, typical energies will
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be of order the masses of the parent states, i.e., O(100 MeV). Thus, in order for P to

be non-relativistic when Tγ ∼ keV, we require that mP & 10 keV. This is a somewhat

weaker bound than one expects from supernovae, but it is not subject to the complicated

physics involved in such constraints.

The annihilation cross section into visible states is much too small (∼10−50 cm2)

for indirect detection to be viable, nor is there any significant self-interaction in the dark

sector. However, the scattering cross section with nuclei could be as large as ∼0.1 pb,

and thus potentially within reach of future, planned experimental sensitivity for sub-

GeV direct dark matter searches. It is thus possible (albeit not guaranteed) that future

experiments will probe such signatures associated with our model—particularly direct

detection—but it is important to note that in the minimal scenario for the KOTO excess,

these signatures are substantially suppressed even compared to the generic expectation.

This is because the KOTO excess only requires SM interactions with the current SP ,

and not PP . Since any DM accounted for by our model is composed entirely of P , this

means that any diagrams contributing to indirect detection must be suppressed by Λ−4
NP.

Moreover, at lowest order, direct detection is only sensitive to the inelastic scattering

process NP → NS, which is kinematically prohibited for non-relativistic DM. It is thus

challenging to conclusively establish that P makes up cosmological DM through direct

observational means.

However, it is potentially much easier to determine whether a model like ours

accounts for the KOTO excess. If the excess persists at its present size, then as KOTO

reaches its design sensitivity, hundreds of events will be observed. With a sample of this

size, it is possible to distinguish our model from SM three-body decays kinematically in
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much of our parameter space, simply by measuring the pion’s transverse momentum. In

Fig. 6.10, we show the transverse momentum distributions expected at KOTO in the SM

and in our model. By sampling from these distributions and applying the Kolmogorov–

Smirnov test, we find that the pT distribution in our model can be distinguished from

the SM three-body decay at 5σ with O(100) events in much of our parameter space.

Sensitivity is lost when mP is small and mS ∼ mKL , and the distributions may also be

too close to distinguish at smaller mS if the S lifetime is shorter than O(10 cm). Still,

there are good prospects for making such a determination within the next several years,

as KOTO continues to collect data.

There are also discovery prospects for S particles with meter- and centimeter-

scale lifetimes at future beam-dump experiments. In particular, as discussed in Sec-

tion 6.3.2, the SeaQuest experiment can probe much shorter lifetimes than those to

which CHARM and NuCal are sensitive. Backgrounds are relatively easy to control for

experiments of this type, and they remain sensitive even in our minimal scenario. The

figure of merit is the S lifetime, which is at least O(cm) in our minimal scenario. This

can be reduced by enhancing the SP 3 interaction in our effective theory, but nonethe-

less, searches for long-lived particles promise to be a powerful probe of our scenario in

the coming decade.

6.6 Conclusions

Taken together, the anomalous KOTO events and the Grossman–Nir bound

provide a strong hint for light new physics. In this chapter, we have introduced an effec-
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tive theory that accounts for the excess in the KL → π0 inv. channel with a metastable

scalar S; a lighter, stable pseudoscalar P ; and effective dimension-5 operators that me-

diate interactions between S, P and the d and s quarks. We provided two UV-complete

models that would produce an effective theory consistent with our assumptions. We

then investigated the implications of our effective theory for cosmology and vice versa.

In particular, we have shown that cosmological overproduction of P places important

constraints on the structure of the low-energy theory.

At face value, in our minimal scenario, P cannot account for either dark matter

or the KOTO excess unless the reheating temperature is close to 10 MeV. While it is

possible to escape this conclusion by augmenting the model, e.g. with couplings of

P to neutrinos, a low reheating temperature is unavoidable in the model’s simplest

incarnation. However, unless P is very light, the required reheating temperature is

compatible with current constraints from BBN and CMB, possibly even offering an

observational handle on the model once CMB Stage IV experiments further probe the

effective number of relativistic species.

Finally, we have discussed three experimental tests of our scenario. First, we

have shown that portions of our parameter space are within reach of future dark matter

direct detection experiments. Second, our metastable S may be discovered by upcoming

long-lived particle searches, particularly the planned SeaQuest upgrade. Finally, if P is

in our favored mass range, future KOTO data alone can discriminate between our decay

chain and the SM three-body decay on the basis of the neutral pion pT distribution.

There are thus strong discovery prospects for P dark matter within the next decade.
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Figure 6.4: Number of expected KL → SP → πPP events at KOTO in the Λsd–Λdd
plane for four benchmark points of the S and P masses. The SP 3 coupling is set to
zero. The right vertical axis indicates the S lifetime. One expects 3 events along the
solid dark green line, 2–4 events in the dark green region, and 1–5 events in the light
green region. In the gray regions labeled “KL → π0 inv.”, the number of predicted
events exceeds the limit from KOTO. The dashed lines show constraints from existing
beam dump experiments and the potential reach of the SeaQuest upgrade.

264



109 1010 1011 1012

106

107

108

109

0.1

1

1.8

2

Λsd (GeV)

Λ
d

d
(G

e
V
)

mS = 400 MeV, mP = 10 MeV, λSP3 = 10-5

τ
S
(c

m
)

K
O

TO
preferred

K
L→
π 0

inv.

K
+
→
π
+

in
v

.

π0→inv.

K
L
→

in
v

.

109 1010 1011 1012

106

107

108

109

0.1

1

10

36

48

Λsd (GeV)

Λ
d

d
(G

e
V
)

mS = 350 MeV, mP = 100 MeV, λSP3 = 10-5

τ
S
(c

m
)

K
O

TO
preferred

K
L→
π 0

inv.

K
+
→
π
+

in
v

.

K
L
→

in
v

.

109 1010 1011 1012

106

107

108

109

0.1

1

3.3

4.2

Λsd (GeV)

Λ
d

d
(G

e
V
)

mS = 200 MeV, mP = 10 MeV, λSP3 = 10-5

τ
S
(c

m
)

KO
TO

preferred

K
L→
π 0

inv.

K
+
→
π
+

in
v

.

π0→inv.

K
L
→

in
v

.

Figure 6.5: Number of expected KL → SP → πPP events at KOTO in the Λsd–Λdd
plane for three benchmark points of the S and P masses. The SP 3 coupling is set to
λSP 3 = 10−5. The right vertical axis indicates the S lifetime, which is approximately
constant for Λdd > 107 GeV. One expects 3 events along the solid dark green line, 2–4
events in the dark green region, and 1–5 events in the light green region. The gray
regions are excluded by the KOTO limit on KL → π0 inv. or the bound on the invisible
KL branching ratio. The dotted lines show the generic location of other constraints that
depend on additional model parameters. Benchmark BM3 is not shown, as the S → 3P
decay is kinematically forbidden.
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Figure 6.6: Feynman diagrams that show the matching of the vector-like quark model
(left) and the inert Higgs model (right) onto the effective SPqq′ interactions in Eq. (6.6).
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Figure 6.7: Estimated event counts at CHARM and NuCal and prospective event counts
at SeaQuest as a function of the S lifetime. The top curve fixes Γ(KL → SP ) to saturate
the experimental bound on the invisibleKL width. The bottom curve fixes Γ(KL → SP )
such that BR(KL → SP ) is equal to the ratio inferred from the KOTO excess, i.e.,
Γ(KL → SP ) is the smallest width for which this model can account for the excess.
Both curves assume that Γ(KL → SP ) = Γ(KS → SP ) and that BR(S → π0P ) = 1.
Under these conditions, 1 m . τS . 105 m is ruled out. SeaQuest may eventually probe
lifetimes as short as τS ∼ 5 cm.
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Figure 6.8: Reheating temperature in MeV to produce the observed DM relic density,
including all production channels with no DM in the initial state. The couplings gSPsd
and gSPdd are taken to be purely imaginary, while all other couplings are set to zero,
corresponding to the minimal scenario to account for the KOTO excess. In the leftmost
panel (BM1), all decay channels are open. In the middle panel (BM2), S → 3P is
kinematically closed, so there are no number-changing interactions in the dark sector:
S decays via S → π0P . In the rightmost panel (BM3), S → 3P and π0 → PP are both
closed, so there is no contribution to the relic density from π0 decays.
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Figure 6.9: Reheating temperature (in MeV) to produce the observed DM relic density,
including all production channels with no DM in the initial state, as in Fig. 6.8. Here
it is assumed that S2, P 2, and SP couple equally to light quark bilinears, and that gOsd
is the geometric mean of gOss and gOdd. The real and imaginary parts of all couplings are
taken to be equal. In the first panel (BM1), all decay channels are open, and production
is dominated by π0 decays. In the middle panel (BM2), π0 → PP is closed, but S → 3P
is still open. In the rightmost panel (BM3), both π0 → PP and S → 3P are closed,
so S decays only via S → π0P . In the leftmost panel, since production is dominated
by π0 → PP , the relic abundance is controlled exclusively by Λdd. In this case, the
required reheating temperatures are observationally inviable throughout the parameter
space. In the other two panels, production is dominated by K0 and η decays, and their
relative importance depends on Λsd and Λdd.
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Figure 6.10: Pion pT distributions for theKL → π0νν̄ decay and theKL → SP → π0PP
decay in our benchmark points. The distributions are shown both for prompt S decays
and S decays with a lifetime of 30 cm.
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Chapter 7

Complementarity between cosmology

and direct detection

7.1 Introduction

In the previous chapter, cosmological observables were used to tie terrestrial

experiments to cosmic history. Now we turn to a more direct use of cosmological data

for the study of DM: direct constraints on DM interactions. In this chapter, we will

demonstrate the powerful complementarity between cosmological constraints and the

next generation direct detection experiments. We will give a cursory treatment of the

direct detection experiments themselves, with more details to follow in Part III.

To date, direct searches for DM have largely targeted the weak scale. Most

extant direct detection experiments are designed to detect the scattering of DM with

atomic nuclei, and due to kinematic limits, they have poor sensitivity to a DM particle

with mass below 10 GeV [361–363]. Analyses of the phase space distribution of DM in
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dwarf spheroidal galaxies bound the mass of fermionic DM to mDM & 1 keV regardless

of the production mechanism [364], and the Lyman-α forest imposes a comparable con-

straint on thermal relic DM of any kind [360]. But beyond these bounds, DM models

with mass between 1 keV and 10 GeV are poorly constrained. Several well-motivated sce-

narios [e.g. asymmetric DM, 365] naturally feature masses between 1 keV and 10 GeV,

making this range an appealing target for future direct detection experiments [366].

This has driven much interest in novel detection methods suited to light DM

particles, and several such experiments have been proposed in the last few years [367–

377] (see sections IV–V of [378] for a review). These experiments are designed to

be sensitive to the very small recoil energies characteristic of the scattering of light

particles, and as such, many are designed to search for the scattering of DM with

electrons instead of nuclei, a strategy first detailed in [367]. Several experiments now

constrain DM–electron scattering at masses as low as ∼ 1 MeV [379–384]. The more

recent proposal of [369], based on electrons in aluminum superconductors, is sensitive

to deposited energies of order 1 meV, allowing for the detection of particles as light as

1 keV.

However, although the most generic astrophysical constraints do not restrict

DM at masses between 1 keV and 10 GeV, it is well known that particular models can

be constrained by cosmological observables, especially for masses below 1 MeV [385].

In particular, light DM interacting with electrons risks running afoul of the following

restrictions:

• The DM must not significantly alter successful predictions of the ratios of light

elemental abundances produced in big bang nucleosynthesis (BBN) [386–388];
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• To accord with measurements of the effective number of neutrino species (Neff),

the thermal history of the DM species must not significantly alter the temperature

ratio of photons and neutrinos at recombination [389];

• While a single species of DM particle may not account for the entirety of the

present-day DM density, no species may be produced with an abundance exceeding

that threshold.

In each case, such cosmological constraints bound the couplings between new species

and Standard Model (SM) particles, which also determine the event rates in direct

detection experiments. Thus, in a given model, the cosmological effects of light DM can

be related to the direct detection cross section. Given an experimental proposal and

a DM model, one can then determine the extent of the parameter space accessible to

the experiment and consistent with cosmology. Such an approach has been applied to

electron recoil experiments by [390] for a class of simplified models, and more recently

in a variety of model-dependent instances [391–399].

In this chapter, we show that cosmological constraints on a new light (sub-

MeV) species interacting with electrons can be greatly generalized with a small num-

ber of assumptions. Assuming a heavy mediator between DM and the SM, we study

the cosmological implications of a light DM species in an effective field theory (EFT),

and use the same EFT to evaluate direct detection prospects. We thus obtain model-

independent cosmological limits on the scattering cross section of DM with electrons in

an actual experiment. The model-independent methodology is similar in spirit to [400–

402], but applied to directly connect cosmological constraints and detection prospects
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in the sub-MeV regime.

This chapter is organized as follows. In Section 7.2, we describe our EFT

framework for modeling light DM coupled to electrons. In Section 7.3, we derive model-

independent cosmological constraints on the DM species. In Section 7.4, we evaluate the

DM–SM scattering cross section in our EFT, and compare cosmological bounds with

prospects in a fiducial experiment. Finally, we discuss implications for direct detection

experiments in Section 7.5. A complete set of constraints and tables of cross sections

are placed after the end of the text.

Throughout this chapter, we denote a scalar DM field by φ and a fermionic

DM field by ψ. When speaking about the DM species generally, without specifying its

spin, we will denote it with χ.

7.2 Effective interactions of sub-MeV dark matter

In this section, we build a theoretical framework to study the effective interac-

tions of sub-MeV DM of spin 0 or 1
2 . We study DM candidates that are singlets under

the SM gauge groups, and we consider both scalar and fermionic DM. We first specify

the working assumptions of our EFT framework, and we thereafter develop the scalar

and fermion cases separately.

7.2.1 The EFT framework

We assume that DM is dominated by a single particle species with a mass

below 1 MeV. The MeV scale is cosmologically significant as the scale of big-bang

nucleosynthesis (BBN). The DM annihilation and scattering processes that we consider
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in this chapter always involve energy exchanges well below this scale, whether they take

place in the early universe or in a laboratory today. Thus, this situation lends itself well

to an effective low-energy description with an EFT that has a cutoff of order 10 MeV.

In general, the EFT can be valid up to higher scales, but since cosmological history

is poorly constrained at temperatures above a few MeV, we only apply the EFT at or

below this scale.

At energies well below the MeV scale, the only dynamical SM degrees of free-

doms are electrons and positrons (e±), neutrinos (ν), and photons (γ). We assume

further that there is no additional light degree of freedom besides the DM particle: all

remaining new physics is presumed to lie well above the MeV scale, including any medi-

ators between DM and SM particles. Physics at sub-MeV scales is thus well described

by an EFT in which only e±, ν, γ, and the DM χ are dynamical degrees of freedom.

This is the theoretical framework we employ for our analysis.

Before presenting the EFT in more detail, it is instructive to take a step back

and discuss the conceptual starting point of our work: a renormalizable theory with DM

as well as mediator fields in the spectrum. The EFT language powerfully encodes the

many UV-complete realizations which give the same low energy physics. We make three

additional assumptions about the UV-complete theory, described below and graphically

summarized in Fig. 7.1:

1. The DM is stablilized by a Z2 symmetry and is thus absolutely stable.

2. The couplings between mediators and SM fields respect electroweak gauge invari-

ance, in the sense that the χ–eL coupling is equal to the χ–ν coupling. We make
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this assumption to clarify the impact of the DM species on Neff , as discussed in

the next section. It does not influence the other constraints.

3. DM couples to the visible sector via mediator fields ζi, with masses satisfying

TBBN � mζi .

When writing our EFT Lagrangian, it is convenient to take mζi � mweak '

100 GeV, so that weak-scale degrees of freedom in the SM can be integrated out before

the mediators. It is then possible to define an intermediate EFT with weak scale particles

integrated out and mediators in the spectrum. However, our results do not depend on

this assumption—it simply clarifies how we should write the low-energy Lagrangian to

accommodate lower mediator masses.

Ultimately, our EFT will contain a mass scale ΛEFT which is related to the

mediator masses, and each operator will appear with a coupling (Wilson coefficient) g.

We ensure that we remain in the regime of validity of the EFT by enforcing ΛEFT �

TBBN, so it is convenient to assume that g ∼ O(1) and take ΛEFT to be the free

parameter in our analysis. Small deviations of g from unity can then be absorbed by

rescaling ΛEFT. But if g is not O(1) in a typical UV completion, and ΛEFT is not many

orders of magnitude larger than TBBN, we have reason for caution: rescaling ΛEFT to

absorb a very small g could violate the requirement that ΛEFT � TBBN. Thus, when

the scale of the DM–SM interaction is smaller, it is important to separate g from any

non-O(1) coupling typical of UV completions. An intermediate EFT lying below the

weak scale guides our expectations for the size of the coupling in the effective theory

after integrating out the mediators.
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In particular, if a scalar ζ mediates the DM–SM interaction, it is easy to

generate a factor of the electron Yukawa coupling ye. Coupling ζ to the lepton doublet

L without breaking gauge invariance involves interaction terms of the form

LUV ⊃M1ζφ
†φ+M2ζH

†H + ζ†ζH†H + yeL̄HeR + c.c. (7.1)

Thus, after EWSB, ζ mixes with the Higgs boson h. To construct an EFT from the

Lagrangian in the broken phase, we must integrate out the mass eigenstates correspond-

ing to (ζ, h), which will always produce a factor of ye in addition to the inverse of the

mediator mass scale.

Such a factor of ye in the EFT is also expected on general grounds if min-

imal flavor violation is assumed, regardless of the nature of the mediator. However,

in general, one can also write UV completions which do not generate a factor of ye,

e.g. by employing a vector mediator. Still other UV completions can be constructed

to introduce other small coefficients besides ye in the EFT. When we tabulate the EFT

operators, to facilitate comparison with arbitrary UV completions, we do not normalize

the operators with such any such factor. However, since a factor of ye is well-motivated,

we will give our results in a format that shows constraints both with and without a

factor of ye.

Finally, note that we ignore any renormalizable couplings between the DM and

SM fields, assuming that all interactions are encoded in the EFT. Notice that no such

operators exist in the fermionic case under our assumptions, since we take the DM to

be a SM singlet, and the Z2 symmetry forbids the lepton portal operator φLH. In the

scalar case, on the other hand, this is something we impose. However, as we will discuss
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Figure 7.1: Schematic description of a UV completion of our effective theory. The
vertical direction on the diagram corresponds to the mass scale. Arrows denote renor-
malizable couplings. Note that there is no renormalizable interaction between the DM
and SM fields. The line labeled “BBN” corresponds to the scale of big bang nucleosyn-
thesis, T ∼ 1 MeV. Our results are unchanged if mζi > mweak.

shortly, this assumption has no consequences for the results of our analysis.

At energies at or below the scale of BBN, the effective Lagrangian schematically

reads

LEFT = LSM + LDM +
∑

d>4,α

cα

Λd−4
EFT

Oα. (7.2)

Here ΛEFT is the mass scale associated with the EFT, which reflects the scale of the

heavy degrees of freedom in the theory; LSM is the SM Lagrangian with only the e±, ν,

and γ fields; and LDM is the DM free theory contribution. The form of LDM depends
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on whether the DM is a scalar φ or a fermion ψ. If the DM is a scalar, then

LDM = Lφ =





1
2∂

µφ∂µφ− 1
2m

2
φφ

2 real scalar

(∂µφ)†(∂µφ)−m2
φφ
†φ complex scalar,

(7.3)

and if the DM is a fermion, then

LDM = Lψ =





1
2 ψ̄i/∂ψ − 1

2mψψ̄ψ Majorana fermion

ψ̄i/∂ψ −mψψ̄ψ Dirac fermion.

(7.4)

The remaining (infinite) sum over the higher-dimensional operators in Eq. (7.2) accounts

for the effective interactions between DM and SM fields. In our analysis, we will retain

terms up to dimension 6.

In the following subsection, we parametrize the interactions between DM and

electrons. All operators consistent with a Z2 symmetry have the schematic form

O(χ) ∝ BI(χ) ēΓIe, (7.5)

where the function BI(χ) contains an even number of DM fields, and I denotes a set of

Lorentz indices. We will eventually truncate all operators beyond dimension 6, so for our

purposes, BI(χ) always contains two DM fields. This DM bilinear is multiplied by an

electron bilinear, for which the independent Dirac structures can be fully enumerated:

ΓI ∈ span
{

1, iγ5, γµ, γµγ5, σµν
}
. (7.6)

If the electron bilinear is not a Lorentz scalar, the contraction of its free Lorentz indices

with the ones of the DM bilinear ensures that the full operator in Eq. (7.5) is a Lorentz

invariant. We now discuss the allowed operators for scalar and fermion DM.
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7.2.2 EFT for scalar DM

To describe our EFT for scalar DM, we must enumerate all operators of the

form

O(φ) ∝ BI(φ) ēΓIe (7.7)

up to some mass dimension. Note that φ carries no Lorentz indices or spinor indices.

Thus, if the index set I carried by the electron bilinear is non-empty, the only option is

to insert derivatives in the scalar bilinear so that all indices are contracted.

A classification of all possible cases is provided in Table 7.1. Of the four

resulting operators, two are dimension-5, while the other two include a derivative and

are dimension-6. We use the notation

φ†
↔
∂ µφ ≡ φ†∂µφ− (∂µφ

†)φ. (7.8)

Note that we omit the operator
(
∂µφ

† φ+ φ† ∂µφ
)
ēγµe, since it vanishes under integra-

tion by parts and application of the equation of motion:

∫
d4x

(
∂µφ

† φ+ φ† ∂µφ
)
ēγµe = −

∫
d4xφ†φ∂µ (ēγµe) = 0. (7.9)

Similarly, the operator
(
∂µφ

† φ+ φ† ∂µφ
)
ēγµγ5e is redundant: integrating by parts

again, we obtain

∫
d4x ∂µ

(
φ†φ
)
ēγµγ5e = −

∫
d4xφ†φ∂µ

(
ēγµγ5e

)
(7.10)

= −2ime

∫
d4xφ†φ ēγ5e. (7.11)

The resulting integrand is proportional to O(φ)
P , one of the other operators in our basis.

Moreover, this contribution is dimension-6 while O(φ)
P is dimension-5, so it is suppressed

in the Lagrangian with an additional factor of Λ−1
EFT.
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In some cases, renormalizable operators are allowed, and might appear in ad-

dition to the effective operators discussed above. For instance, in the context of a Higgs

portal model [see e.g. 403] the operator φ†φH†H is allowed without affecting DM sta-

bility. After electroweak symmetry breaking (EWSB), this operator produces a cubic

coupling φ†φ v h. Integrating out the SM Higgs boson generates an effective operator

proportional to O(φ)
S . Thus, adding renormalizable couplings does not introduce any

new physical effects in our analysis. The only effect is to add a correction to the Wilson

coefficient of a single operator, with a size typically smaller than the values we consider

in our analysis.

At a qualitative level, we can guess at the relative prospects for direct detec-

tion in the case of each operator in Table 7.1. The operator O(φ)
S is easily generated by

integrating out a scalar mediator, so we can expect that the relative strength of con-

straints and detection prospects for this operator will be comparable to results found

in the context of simplified models with a scalar mediator [390]. Unlike O(φ)
S , the other

operators for scalar DM are suppressed by their momemtum dependence in the non-

relativistic limit, relevant for scattering. Each of these operators vanishes as the velocity

and momentum transfer are taken to zero. Thus, for scalar dark matter, we expect from

the outset that none of our operators will improve on the detection prospects of a sim-

plified model with a scalar mediator, and we will indeed confirm these suspicions in the

following sections.

With the effective operators in the scalar case now enumerated, we can con-

sider annihilation and scattering processes for each one. Matrix elements for 2 → 2

annihilation and scattering are given in Table 7.3. The corresponding cross sections are
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Symbol Operator Real case

O(φ)
S gΛ−1

EFTφ
†φ ēe Yes

O(φ)
P igΛ−1

EFTφ
†φ ēγ5e Yes

O(φ)
V igΛ−2

EFTφ
†↔∂ µφ ēγµe No

O(φ)
A igΛ−2

EFTφ
†↔∂ µφ ēγµγ5e No

Table 7.1: Operators coupling the electron to a dark scalar φ. The third column indi-
cates whether or not the operator survives when φ is taken to be a real scalar.

given in Tables 7.4 and 7.5.

7.2.3 EFT for fermion DM

If the DM is a fermion ψ, the structure of the EFT is similar to the scalar

case. We again have a set of operators which are products of an electron bilinear and

a ψ bilinear. Using generalized Fierz identities, it can be shown that operators of the

form (ψ̄O1e)(ēO2ψ) are redundant, in that they can be written as linear combinations

of operators of the form (ψ̄O′1ψ)(ēO′2e) [404]. Thus, we can construct a complete basis

of effective operators by enumerating the possible insertions O′1 and O′2. All of the

electron bilinears from the scalar case appear here as well, and most of the possible ψ

bilinears are obtained from these by making the replacement e→ ψ.

In addition to these bilinears, we can form a spin-2 current at dimension 6,

e.g. of the form ψ̄σµνψ. Since σµν is antisymmetric, the other bilinear must not be

symmetric in its Lorentz indices, so it must contain another insertion of σµν . Thus,

such an operator has the general form Wµναβψ̄σ
µνψēσαβe. At dimension 6, the indices
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of Wµναβ can come only from two factors of the metric or one factor of the Levi-Civita

symbol ε. In the former case, again due to antisymmetry of σµν , the only nontrivial

contraction is

gµαgνβψ̄σ
µνψēσαβe. (7.12)

If W is instead formed from the Levi-Civita symbol, then the operator has the form

ερ1ρ2ρ3ρ4ψ̄σ
µνψēσαβe, where (ρ1, ρ2, ρ3, ρ4) is a permutation of (µ, ν, α, β). Up to an

overall sign, the indices ρi can be rearranged into the latter order, so all such operators

are proportional to

ψ̄σµνψē
(
εµναβσ

αβ
)
e. (7.13)

But εµναβσ
αβ = −2iσµνγ

5, so if we simply add iσµνγ
5 to our list of insertions, we can

assume that Wµναβ is a product of metric tensors. (We retain the factor of i to preserve

Hermiticity.) Further, the argument above demonstrates that it is sufficient to place

this insertion in only one of the two bilinears: the operator formed by inserting iσµνγ
5

in both bilinears is redundant. We choose to place this insertion in the electron bilinear.

The complete list of operators for fermionic DM is shown in Table 7.2. Matrix

elements for 2→ 2 annihilation and scattering are given in Table 7.6. The corresponding

cross sections are given in Tables 7.7 and 7.8.

As in the scalar case, we estimate relative prospects for direct detection among

the operators in Table 7.2. The operatorO(ψ)
SS , likeO(φ)

S , is naturally generated by simpli-

fied models with a scalar mediator. While many of the other operators are momentum-

suppressed in the non-relativistic limit, as in the case of scalar DM, the operators O(ψ)
V V ,

O(ψ)
AA, and O(ψ)

TT are not. These operators may be expected to compete with or exceed
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Symbol Operator Maj. Symbol Operator Maj.

O(ψ)
SS gΛ−2

EFTψ̄ψ ēe
Yes

O(ψ)
PS igΛ−2

EFTψ̄γ
5ψ ēe

Yes
O(ψ)
SP igΛ−2

EFTψ̄ψ ēγ
5e O(ψ)

PP gΛ−2
EFTψ̄γ

5ψ ēγ5e

O(ψ)
V V gΛ−2

EFTψ̄γµψ ēγ
µe

No
O(ψ)
AV gΛ−2

EFTψ̄γµγ
5ψ ēγµe

Yes
O(ψ)
V A gΛ−2

EFTψ̄γµψ ēγ
µγ5e O(ψ)

AA gΛ−2
EFTψ̄γµγ

5ψ ēγµγ5e

O(ψ)
TT

1
2gΛ−2

EFTψ̄σµνψ ēσ
µνe No O(ψ)

T T̃
i
2gΛ−2

EFTψ̄σµνψ ēσ
µνγ5e No

Table 7.2: Operators coupling the electron to a dark fermion ψ. The third column in
each half of the table indicates whether or not the operator survives when ψ is taken to
be a Majorana fermion.

the detection prospects associated with O(ψ)
SS , an expectation that we will confirm in our

analysis.

7.3 Cosmological constraints

Cosmological constraints on DM are typically model-dependent. However, the

broad class of models which we consider admits only a very restricted set of thermal

histories for the DM species, which allows us to derive general cosmological constraints

in the context of our EFT.

We divide the thermal histories into two cases: either the DM is in thermal

equilibrium with the SM at high temperatures, and freezes out below some temperature;

or it never attains thermal equilibrium, and the abundance is instead set non-thermally.

It is possible that the dark species only enters equilibrium at late times, but this scenario

mirrors the thermal freeze-out case in almost every respect.
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In the freeze-out scenario, two constraints are particularly robust: first, if the

DM is thermalized and relativistic during the epoch of big bang nucleosynthesis (BBN),

its effect on the Hubble parameter is generally sufficient to perturb light elemental

abundances [388]. Second, if at some temperature the DM is in thermal equilibrium

with electrons and not with neutrinos, or vice versa, then entropy can be transferred

from the DM to neutrinos alone or to electrons and photons alone. This changes the

temperature ratio of the two thermal baths, which modifies the effective number of

neutrino species, Neff , as determined from the cosmic microwave background (CMB)

[389].

Finally, in the case of out-of-equilibrium (non-thermal) production, the DM

never attains thermal equilibrium, and so may evade these two constraints. However,

if the coupling to electrons is too large, DM will be overproduced even under the most

generous assumptions.

Note that new light species are also subject to constraints from energy loss

in stars and supernovae [342]. However, these constraints rely on complicated micro-

physical inputs that must be computed in detail for each model. Moreover, supernova

temperatures lie up to an order of magnitude above the scale of BBN, requiring our ef-

fective theory to be valid at higher energies. Thus, we do not evaluate these constraints

explicitly, but simplistic estimates suggest that they are at best comparable in strength

to our cosmological constraints over the mass range of interest.

We now examine each of our constraints in more detail.
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7.3.1 Freeze-out and primordial nucleosynthesis

Light element abundances today are a sensitive probe of cosmology at scales

near 1 MeV. If an additional light species is assumed to be in thermal equilibrium at

these scales, the standard predictions of big bang nucleosynthesis (BBN) are modified,

with observable consequences. Since thermal equilibrium in turn depends on DM inter-

actions, light element abundances translate to stringent constraints on the interaction

rates.

In a broad class of models, the DM species is in thermal equilibrium with the

SM bath at high temperatures, and eventually drops out of equilibrium below some

freeze-out temperature, TFO. In our framework, freeze-out is a generic requirement of

any scenario in which DM is in thermal equilibrium with electrons at temperatures

T . 1 MeV, since the EFT is valid in this regime.

If the DM species freezes out during or after BBN, and the DM species is in

equilibrium at higher temperatures, then the predictions of light element abundances are

generally perturbed to a degree incompatible with their measured values [386–388, 405].

The ratios of these abundances are set by the temperatures at which interconversion

processes freeze out, which depend in turn on the Hubble parameter H. Since H is sen-

sitive to the energy density, adding a new species that stays in equilibrium and remains

relativistic for much of the epoch of BBN has a significant impact on the produced light

element abundances. Note that in a small range of our parameter space, equilibrium

during BBN is consistent with observables if the dark species enters equilibrium at a

specific time during BBN [394]. This is a very narrow exception to our framework, so
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we neglect it for the remainder of this chapter.

The temperature at which freeze-out occurs is fixed by the DM mass and

the couplings. The prospect of experimental detection by any particular apparatus

places a lower bound on the scattering cross section χe− → χe−. However, for a

given interaction, the scattering cross section is directly related to the annihilation

cross section χχ → e+e− which regulates the thermodynamics of the DM species in

the early universe. A lower bound on the scattering cross section thus corresponds to a

lower bound on the annihilation cross section, which translates to an upper bound on

the freeze-out temperature.

For our purposes, we will only consider a model to be ruled out by light ele-

ment abundances if it predicts that DM is in equilibrium at T = 1 MeV. This choice

of threshold temperature is slightly different from some other treatments of BBN con-

straints in the literature. In particular, [389] find that sub-MeV DM is generally ruled

out by elemental abundances if the DM is in equilibrium after neutrinos decouple at

2.3 MeV. However, these constraints assume that the DM is in equilibrium with only

one of electrons and neutrinos, and not both, so that the temperature ratio Tν/Tγ is

modified. We will discuss this scenario in detail in the following section, but for the

moment, we note that our EFT accommodates equilibrium with both electrons and

neutrinos, with decouplings taking place at different temperatures. In such situations,

constraints from Tν/Tγ can potentially be relaxed in some areas of the parameter space.

Thus, there is not necessarily any connection between neutrino decoupling and BBN

constraints in our model.

Given more detailed information about the dark sector and its couplings to
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the SM, it is possible that BBN could place constraints on DM which decouples at even

higher temperatures. Between T ∼ 10 MeV and T = 1 MeV, no SM species become non-

relativistic, so the SM bath is not heated relative to a decoupled dark sector. Thus, even

if the DM decouples from the SM bath at 10 MeV or above, it is possible that Tχ = Tγ

during BBN, in which case sub-MeV DM will typically disrupt BBN. Additionally, if

DM is in equilibrium with only one of neutrinos and electrons after neutrino decoupling

takes place, then the constraints of [389] do apply.

We wish to place conservative constraints that are independent of these details,

and also independent of cosmological modifications at T � 1 MeV that might occur out-

side the context of our DM model. We regard 1 MeV as a reasonable fiducial threshold

for assessing BBN constraints. However, while it is possible to avoid the constraints

of [389] in our model, this takes additional tuning. Thus, we will give two versions of

the BBN constraint: one with a threshold of 1 MeV, and another with a threshold of

2.3 MeV, corresponding to the constraint of [389]. This also serves to demonstrate the

sensitivity of our constraints to higher thresholds.

The freeze-out temperature and relic density for a given model are found by

solving the Boltzmann equation in a relatively simple incarnation. In our framework,

we have only a single DM species χ which interacts with electrons exclusively through

2 → 2 processes. For this case, using Maxwell–Boltzmann statistics, the Boltzmann

equation takes the form

x

Yeq

dY

dx
= −neq(x) 〈σ |v|〉 (x)

H(x)

((
Y (x)

Yeq(x)

)2

− 1

)
, (7.14)

where x ≡ mχ/T parametrizes cosmic time; σ is the cross section for χ̄χ → e+e−;
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Y ≡ n/s is the abundance of χ, where n is the number density and s the entropy

density of χ; and Yeq and neq are the equilibrium abundance and number density of

χ, respectively. We identify ΓA ≡ neq 〈σ |v|〉 as the annihilation rate of χ when in

equilibrium. The thermally-averaged cross section can be obtained as [352]

〈σ |v|〉 =

∫∞
smin

ds
(
s− 4m2

χ

)√
sσK1 (

√
s/T )

8m4
χTK2(mχ/T )2

. (7.15)

It is clear from Eq. (7.14) that the abundance will stabilize once ΓA/H . 1. This

condition gives an estimate of the temperature TFO at which χ departs from equilibrium,

and thus allows us to test whether a set of parameter values is consistent with BBN

observables.

In particular, we can immediately estimate the impact of changing the thresh-

old used for assessing BBN constraints. Since the DM is relativistic at decoupling, the

freeze-out temperature can be estimated by the relation T 3 〈σ |v|〉 ∼ T 2/MPl, where σ

is the DM annihilation cross section. For our operators, the cross sections scale like

s/Λ4
EFT or 1/Λ2

EFT, so if we adjust TFO and determine the corresponding value of ΛEFT,

then ΛEFT is approximately proportional to T
3/4
FO or T

1/2
FO . In particular, we expect the

difference between the 1 MeV threshold and the 2.3 MeV threshold to correspond to a

O(1) factor in the constraint on ΛEFT.

In general, when studying the decoupling of χ, it is important to consider

the coupling to neutrinos as well as electrons. If χ has a non-negligible coupling to

neutrinos, it is conceivable that the DM could be kept in equilibrium at later times via

thermal contact with the neutrino bath, which would tend to strengthen our constraints.

However, the coupling to neutrinos can always be set to zero independent of the coupling
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to electrons: we assume χ couples to the neutrino only via the SU(2)L doublet, and χ

can couple independently to eR and to eL. Thus, when evaluating BBN constraints, we

ignore thermal contact with neutrinos in order to obtain the most conservative limits.

7.3.2 Effective number of neutrinos in CMB

Another powerful constraint applicable to a new light species is the effective

number of neutrino species, Neff , as measured from CMB. To establish constraints with

the greatest possible generality, we evaluate bounds from the CMB without regard to the

BBN constraints. As we will show, the bounds from BBN and the CMB are comparable

in reach, but imposing each independently means that exceptional cases that escape one

bound or the other can still be constrained.

Neff characterizes the contributions to the radiation energy density at recom-

bination from relativistic species apart from photons, and is defined by

ρrad

ργ
≡ 1 +

7

8

(
4

11

)4/3

Neff . (7.16)

In the absence of any other relativistic species, Neff ' 3. The SM actually predicts

Neff = 3.046, accounting for the three neutrino species and for small effects due to

non-idealities in the decoupling process [406, 407]. This is consistent with analyses

of Planck data, which find Neff ' 3.1 ± 0.2 [408]. Additional species are strongly

disfavored. A single additional relativistic degree of freedom, i.e., a real scalar, is weakly

consistent with current limits. However, CMB stage 4 experiments are expected to

measure ∆Neff ≡ Neff − 3.046 to within ±0.03, which is just sensitive enough to probe

the minimum contribution from a real scalar at 1σ [409].
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But a new species need not be relativistic at recombination to alter Neff . The

introduction of a light DM species can change Neff by modifying the ratio of the photon

and neutrino temperatures [385, 389, 410, 411], and hence the ratio of energy densities

in Eq. (7.16). In the absence of additional species, the chemical decoupling of electrons

and neutrinos takes place at T 0
D ≈ 2.3 MeV [412]. Any entropy transferred from DM

to electrons after this decoupling leads to heating of the photon bath, and any entropy

transferred to neutrinos heats the neutrino bath. If the new species transfers entropy

differentially to the photon and neutrino baths at any time after the two baths decouple,

the temperature ratio of the baths is modified. Note that ∆Neff thus depends on the

relative size of the couplings to electrons and neutrinos, as pointed out in [410] and

detailed extensively in [413].

Typically, the DM will transfer its entropy to one or both baths as a conse-

quence of the conservation of comoving entropy density: when the DM becomes non-

relativistic while still in thermal equilibrium, the associated entropy must be transferred

to any relativistic species to which it is still coupled. Thus, these species are heated

when the DM becomes non-relativistic. Now, suppose that a sub-MeV DM species is

coupled to electrons and neutrinos when T < T 0
D. If the DM species decouples from one

and only one of these two relativistic species before it becomes non-relativistic itself,

then the DM will reheat only one of the two baths, changing the temperature ratio. An

exception to this rule occurs when the DM enters equilibrium with one bath below T 0
D,

so that the DM accepts entropy of the same order that it loses upon decoupling later

on [391]. We will discuss this scenario further in Section 7.5.

We now examine the calculation of Neff in detail. We will write TXY to denote
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the temperature at which species X and Y lose direct thermal contact, i.e., the tem-

perature below which Γ(X ↔ Y )/H < 1 in our effective theory. The species X and Y

might be kept in thermal equilibrium by a third species Z in our framework, i.e., through

processes X ↔ Z and Z ↔ Y that remain active. We define TD to be the actual temper-

ature at which electrons and neutrinos drop out of thermal equilibrium with one another

once all inter-conversion processes have frozen out, including multi-step processes in-

volving the dark species. Thus, in the standard scenario, TD = Teν ≡ T 0
D ≈ 2.3 MeV,

but the introduction of a new species can keep electrons and neutrinos in thermal equi-

librium at lower temperatures.

In particular, suppose that DM decouples from electrons instantaneously at

a temperature Tχe, and from neutrinos at a temperature Tχν . If T 0
D < min{Tχe, Tχν},

then any entropy transferred to either photons or neutrinos can be shared between the

two, so DM reheats these species equally, and the standard calculation is unchanged.

However, if Tχe < T 0
D < Tχν , then χ remains in thermal contact with photons while

relativistic, reheating the photon bath but not the neutrino bath. This increases the

photon temperature, reducing Neff . Similarly, if Tχν < T 0
D < Tχe, then the reverse is

true: DM reheats the neutrino bath, and Neff increases.

The only other possibility is max{Tχe, Tχν} < T 0
D, in which case χ acts as a

thermodynamic mediator between electrons and neutrinos below T 0
D. In this situation,

electrons and neutrinos remain in thermal equilibrium until the temperature falls below

TD = max {Tχe, Tχν}. If the electron is still relativistic throughout this process, then

the impact on Neff is determined by the ordering of Tχe and Tχν . But if TD . me,

the impact on Neff is quite different: photons and neutrinos are still in thermal contact
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Figure 7.2: ∆Neff as a function of the two decoupling temperatures Tχe and Tχν , as-
suming that χ is a Dirac fermion with mass 100 keV. Side and top panels show entropic
degrees of freedom as a function of temperature. Gray shaded area indicates the region
consistent with current data at 2σ. Labeled regions can be understood qualitatively as
follows. Region A: Tχe, Tχν > T 0

D. Thus any entropy transferred by χ is shared between
the γ and ν baths before they decouple. The standard calculation of Neff is unaltered.
Region B: Tχe < T 0

D < Tχν . However, χ and e± are relativistic at both decoupling
events, so little entropy is transferred to either the γ or the ν bath. Region C: Now
e± becomes non-relativistic while still in thermal contact with the relativistic χ. The
entropy ordinarily transferred by e± to γ is now shared with χ, so γ is reheated less effi-
ciently, and Neff increases. Region D: Here χ is relativistic below both T 0

D and Tχν , but
becomes non-relativistic before Tχe is reached. Thus, χ reheats the γ bath exclusively
upon becoming non-relativistic, decreasing Neff . Region E: χ becomes non-relativistic
above both Tχν and Tχe, so it reheats both baths. The impact on Neff in this region
comes from the delayed e±–ν decoupling (see text). Region F: Tχe > Tχν , and χ is
relativistic at Tχe. Thus, in addition to the delayed e±–ν decoupling, χ reheats the ν
bath. Region G: The electron and χ are relativistic at Tχe, so here the impact on Neff

is due to χ reheating the ν bath.
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while electrons become non-relativistic, so the electron also transfers some of its entropy

to the neutrino bath. As we will see shortly, this can have a dramatic impact on Neff .

To calculate Neff , we follow the procedure described in [414]. In our scenario,

the DM species is non-relativistic at recombination, so we assume that Neff is not modi-

fied by any additional degrees of freedom at recombination. Then, given the temperature

ratio of the neutrino and photon baths at recombination, Neff is given by

Neff =

(
4

11

)−4/3( Tν
Tγ

∣∣∣∣
rec

)4

Nν , (7.17)

where Nν is the number of SM neutrinos (3). In turn, we can determine the temperature

ratio from conservation of comoving entropy density.

Recall that the entropy density of a relativistic bosonic species i with gi internal

degrees of freedom is given by 2π2giT
3/45. Away from the relativistic limit, denoting

the true entropy density by si, we say that this species has g?s ≡ si/(2π2T 3/45) entropic

degrees of freedom. Now, let g
(γ)
?s and g

(ν)
?s denote the entropic degrees of freedom in

equilibrium with photons and neutrinos, respectively. Then g
(α)
?s is given explicitly by

g
(α)
?s =

∑

i∈I

15gi
4π4

∫ ∞

xi

du

[
4u2 − x2

i

] [
u2 − x2

i

]1/2

exp(u)± 1
, (7.18)

where xi = mi/Tα, and I indexes all species in equilibrium with species α (γ or ν). The

sign in the denominator is determined by the statistics of species i. It can be shown

[414] that if no entropy leaves the photon or neutrino baths after they decouple, then

Tν
Tγ

∣∣∣∣
rec

=


 g

(ν)
?s

g
(γ)
?s

∣∣∣∣∣
TD

g
(γ)
?s

g
(ν)
?s

∣∣∣∣∣
rec




1/3

. (7.19)

However, in our scenario, it is possible for entropy to leave one of the two baths below

TD: suppose the DM decouples from one of the two baths above TD, and decouples from
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the other below TD, but while still relativistic. At this second decoupling, the DM’s

remaining entropy leaves the bath to which it was last coupled. This only happens if

Tχe < TD ≤ Tχν or Tχν < TD ≤ Tχe.

To account for this possibility, we modify the calculation of the temperature

ratio as follows. Let us assume for the moment that Tχe < TD ≤ Tχν . Conservation of

comoving entropy density in a thermal bath α amounts to the assertion that g
(α)
?s |TT 3a3

is constant, where a is the scale factor. For T < TD, comoving entropy density is

conserved in each bath except when Tγ = Tχe, so the temperatures of the two baths

satisfy

Tν = k1a
−1g

(ν)
?s |−1/3

Tν
,

Tγ =





k2a
−1g

(γ)
?s |−1/3

Tγ
Tχe < Tγ < TD

k3a
−1g

(γ)
?s |−1/3

Tγ
Tγ < Tχe,

(7.20)

where the ki are constants. Generally, Trec < Tχe, so

Tν
Tγ

∣∣∣∣
rec

=
k1

k3

(
g

(ν)
?s

/
g

(γ)
?s

∣∣∣rec

)−1/3
. (7.21)

Thus, to determine the temperature ratio, it is sufficient to identify the ratio k1/k3,

which can be done in two stages. First, since Tν and Tγ are equal at TD, we must have

k1

k2
=
(
g

(ν)
?s

/
g

(γ)
?s

∣∣∣TD
)1/3

. (7.22)

Similarly, at Tχe, g
(γ)
?s changes discontinuously while Tγ is continuous in a. Thus, k3

must satisfy

k3

k2
=



g

(γ)
?s

∣∣
T−χe

g
(γ)
?s

∣∣
T+
χe




1/3

, (7.23)
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where T±χe denotes a temperature just above or below Tχe. Now we have

Tν
Tγ

∣∣∣∣
rec

=


 g

(ν)
?s

g
(γ)
?s

∣∣∣∣∣
TD

g
(γ)
?s

∣∣
T+
χe

g
(γ)
?s

∣∣
T−χe

g
(γ)
?s

g
(ν)
?s

∣∣∣∣∣
rec




1/3

. (7.24)

A similar calculation applies if Tχν < TD ≤ Tχe. Note that Eq. (7.24) still assumes that

χ does not enter equilibrium below TD, an exception we discuss further in Section 7.5.

From Eq. (7.24), it is easy to see why low DM decoupling temperatures can

have a large impact on Neff . In the standard scenario, g
(γ)
?s |TD includes photons (2) and

relativistic electrons (7
8 × 4), which gives

g
(γ)
?s |rec

g
(γ)
?s |TD

=
2

2 + 7
8 × 4

=
4

11
. (7.25)

But if neutrinos and photons remain in thermal contact after electrons become non-

relativistic, then g
(γ)
?s |TD includes only photons, and the above ratio is increased to 1.

This increases Neff by a factor of (11/4)4/3 ≈ 3.9, already leading to Neff ≈ 12. If

Tχe < Tχν , then χ reheats the photon bath when it becomes non-relativistic, reducing

Neff . But if Tχν < Tχe, then χ reheats the neutrino bath, increasing Neff even further.

The impact of relative decoupling temperatures on Neff is shown in Fig. 7.2.

This approach assumes that the decouplings take place instantaneously, which

is generally a good approximation. However, the approximation is poor when the de-

coupling process overlaps the range of temperatures during which a species becomes

non-relativistic. In this case, the entropy of the species is changing rapidly, so it is dif-

ficult to estimate the amount of entropy transferred to other relativistic species before

decoupling is complete. The temperature ratio can be determined precisely by numer-

ical methods [see e.g. 413, 415], and while that lies outside the scope of the present

work, we note that instantaneous decoupling should be an effective approximation away
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from a narrow range of temperatures Tχe and Tχν , corresponding to a very small span

of ΛEFT values in our parameter space.

To translate these results into constraints on the coupling between χ and elec-

trons, we must make an assumption about the coupling between χ and neutrinos. If

the coupling to neutrinos is very small, then χ may maintain thermal contact with elec-

trons after decoupling from neutrinos. On the other hand, if the coupling to neutrinos

is very large, then χ may remain in thermal contact with neutrinos after decoupling

from electrons. In our case, we will assume that χ couples to ν exclusively by coupling

to the lepton doublet (eL, νe)
T. That is, we will assume that the χ–ν coupling is the

same as the χ–eL coupling.

Even in this framework, the impact on Neff depends on the relative strengths of

the χ–eL and χ–eR couplings. A non-zero coupling to eR tends to keep χ in equilibrium

with electrons to lower temperatures, meaning that χ typically reheats the photon bath.

This reduces the temperature ratio of Eq. (7.19), producing ∆Neff < 0. However, if χ

stays in equilibrium long enough to modify TD, then we can obtain ∆Neff > 0, as

discussed above. Either way, increasing the coupling to eR only strengthens the effect,

so we neglect this coupling to obtain conservative constraints. Note that this is different

from our assumption in evaluating BBN constraints, where conservative constraints are

obtained by neglecting the coupling to eL.

7.3.3 Non-thermal production

A viable model of DM must (partially) account for, but not exceed, the ob-

served DM density of ΩDMh
2 ' 0.12 [416]. If the DM is produced by thermal freeze-out,
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then a larger annihilation cross section reduces the relic density, so larger couplings

conducive to direct detection are less likely to overproduce DM. But in the alterna-

tive scenario, if DM is produced out of equilibrium, the relic density increases with the

annihilation cross section. In this case, overproduction is an important consideration.

If the DM species never attains thermal equilibrium with the SM, the abun-

dance of DM will evolve toward its equilibrium value, but once ΓA/H . 1, the abun-

dance will stay fixed. For renormalizable interactions, this out-of-equilibrium production

process is the standard freeze-in mechanism [350]. Out-of-equilibrium production has

also been studied for non-renormalizable operators in the context of so-called ultraviolet

freeze-in [351]. For temperatures below ∼10 MeV, within the constraints of our frame-

work, such non-thermal production represents the only alternative to the freeze-out

scenario.

The relic density of non-thermal DM is determined using the Boltzmann equa-

tion, much like the freeze-out case. The only difference is that the DM species χ is not

in thermal equilibrium with e±, and thus we cannot assume that χ has an equilibrium

phase space density. Instead, we assume that the density of χ is negligible, such that the

f2
χ term drops out of the Boltzmann equation. In other words, starting from Eq. (7.14),

we approximate Y/Yeq ' 0, which gives Y ′(x) ' neq(x) 〈σ|v|〉 (x)/H(x). It follows that

the out-of-equilibrium yield can be estimated as

Y (∞) ' Y (xmin) +

∫ ∞

xmin

dx
neq(x) 〈σ|v|〉 (x)

H(x)
. (7.26)

As with freeze-out, the relic density in the non-thermal case is determined by the DM

mass and couplings with SM particles. However, there is also a dependence on initial
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conditions in the form of xmin and Y (xmin). In the freeze-out scenario, the abundance

of DM in the early universe is simply the equilibrium abundance: equilibrium effectively

erases the initial condition. But in the non-thermal scenario, equilibrium is never at-

tained, so the dependence on the initial abundance is retained. Typically, when DM

is produced by SM annihilations out of equilibrium, one calculates the relic density by

fixing the DM density to zero at very early times and evolving non-thermally. This

procedure requires that the interactions considered are renormalizable, in order for the

production process to be modeled consistently at very high temperatures. Our effective

operators are non-renormalizable, so we cannot determine the relic density precisely in

the non-thermal case: the result depends on the choice of UV completion.

However, we can still place a lower bound on the relic density. We require

that our effective theory is valid at scales below ∼10 MeV, so if we fix the abundance to

some value at 10 MeV, we can determine the resulting relic abundance. In particular, by

fixing the initial abundance to zero, we necessarily underestimate the relic density. This

corresponds to a choice of xmin and the condition that Y (xmin) = 0. With this initial

condition, we can exclude models on the basis of their relic densities even when they

never attain thermal equilibrium with the SM. Further, these constraints are determined

entirely by conditions below TBBN, and are thus completely independent of the UV

completion.

Note that if ΛEFT is sufficiently small, then even with this initial condition,

the DM species will thermalize with the SM between TBBN and the present day. In

this case, the relic density is set by the standard freeze-out paradigm, and Eq. (7.26) is

not valid. Even if the DM species does not quite enter thermal equilibrium, as long as
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it attains a non-negligible abundance, Eq. (7.26) can significantly overpredict the relic

density. Thus, while Eq. (7.26) is useful to understand the qualitative features of the

non-thermal relic density, we evaluate the constraint by numerically solving Eq. (7.14).

As in the previous cases, we need to specify the coupling to neutrinos to per-

form these calculations consistently. Since the neutrino bath has a temperature com-

parable to the electron bath, a light χ can be effectively produced by neutrinos as well

as electrons. Thus, a coupling between ν and χ can significantly affect the relic abun-

dance. However, as with the coupling to electrons, the relic density is not monotonic

in the coupling to neutrinos. If the DM never enters thermal equilibrium with any SM

species, then a coupling to neutrinos tends to enhance the relic abundance by providing

another production channel. On the other hand, if DM does enter equilibrium with

neutrinos, then a larger coupling to neutrinos keeps it in equilibrium longer, reducing

the relic abundance. However, at most of the points of interest in our parameter space,

the constraint is driven by out-of-equilibrium production, so we neglect the coupling to

neutrinos when evaluating the relic density.

7.4 Constraints and detection rates

The constraints we place on sub-MeV DM are relevant for direct detection

experiments based on elastic electron–DM recoils. In principle, there are many such

experiments, but they share several important features. Generically, electron recoil ex-

periments prepare a low-temperature collection of electrons for scattering with galactic

halo DM, and by whatever mechanism, the experiment is sensitive to deposited recoil
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energies between some Emin and Emax. We calculate the detector sensitivity following

[369], but the results are typical of electron recoil experiments with very low thresholds.

7.4.1 Estimation of the event rate

In the proposal of [369], the detector is constructed from an aluminum super-

conductor. At low temperatures, electrons move through the detector with velocities of

order the Fermi velocity vF , and with the appropriate instrumentation, recoil energies

as low as 1 meV may be detectable. We now review the calculation of the detection

rate, following [369] and [417].

To compute the detection rate, we will consider scattering events at fixed recoil

energy ER. We label the initial and final DM momenta by p1 and p3, and the initial

and final electron momenta by p2 and p4. We do the same for the energies, so that

ER = E1 − E3 = E4 − E2. We define the 3-momentum transfer by q = p1 − p3. We

denote 4-momenta by Pi, and we write q = |q| and pi = |pi|. We denote the local DM

number density by nχ, and the scattering rate by Γ = 〈neσvrel〉. The event rate per

unit detector mass is

R =
nχ

ρdetector

∫
dvχ dER fχ(vχ)

dΓ(vχ, ER)

dER
, (7.27)

where fχ(vχ) is the local DM velocity distribution in the lab frame. We take the

velocity distribution to be a Maxwell–Boltzmann distribution in the galactic frame with

rms velocity 220 km/s and a cutoff at the halo escape velocity vesc ' 500 km/s. We

then determine fχ(vχ) by taking the Earth velocity to be 244 km/s in the galactic frame

[418].
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Now we turn to the evaluation of the scattering rate Γ(vχ, ER). Observe that

Γ not only contains the scattering cross section, but also accounts for the effects of

Pauli blocking, effectively controlling the available phase space for scattering events.

Following [417], we estimate Γ by

dΓ(E1, ER)

dER
=

∫
d3p2

(2π)3

d3p3

(2π)3

d3p4

(2π)3
W (p1,p2,p3,p4)2fFD(E2)(1− fFD(E4))δEδ

4
P ,

(7.28)

Here, δ4
P is a Dirac delta enforcing conservation of 4-momentum; δE fixes the recoil

energy, setting E1 − E3 = ER; fFD(E) = 1/(1 + exp(E − µ)/T ) is the Fermi-Dirac

distribution; and we define

W (p1,p2,p3,p4) =

〈
|M|2

〉

16E1E2E3E4
, (7.29)

where
〈
|M|2

〉
is the matrix element for the scattering process.

In many cases of interest, W is independent of the initial and final momenta

of the target (p2 and p4), in which case the rate factorizes as

dΓ(E1, ER)

dER
=

∫
d3p3

(2π)3
δEW (p1,p3)S(ER, q), (7.30)

where S accounts for Pauli blocking, and is given explicitly by

S(ER, q) =

∫
2 d3p2 d3p4

(2π)2
fFD(E2)(1− fFD(E4))δ4

P . (7.31)

In our EFT, W is not generally independent of the target momenta. However, we can

treat scattering in the non-relativistic limit, where such independence is guaranteed:

the denominator in Eq. (7.29) is independent of the momenta to first order, and can

be replaced with 16m2
χm

2
e. The squared matrix element depends on the momenta only
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through the Mandelstam variables s and t, which have non-relativistic limits

s ' (me +mχ)2, t ' 2p1 · p3, (7.32)

so
〈
|M|2

〉
is also independent of p2 and p4 to first order. Thus, for the remainder of

this chapter, we will consider W to be a function of p1 and p3 only, and factorize the

rate as in Eq. (7.30).

We work in the low-temperature limit, where fFD reduces to a Heaviside step

function, fFD(Ei) = Θ(EF −Ei), where EF ≈ 11.7 eV is the Fermi energy of aluminum.

In this case, S(ER, q) can be evaluated explicitly. We perform the p4 integral using the 3-

momentum–conservation delta function, and we use the remaining energy-conservation

delta function to integrate over cos θ2. This leaves a 1-dimensional integral,

S(ER, q) =
me

πq

∫
p2 dp2 Θ

(
1−

∣∣∣∣
2meER − q2

2p2q

∣∣∣∣
)
×

Θ (EF − E2) [1−Θ (EF − E2 − ER)] . (7.33)

This integral can be evaluated directly by comparing the arguments of the Heaviside

functions. The result is

S(ER, q) =
me

(
meER − E2

S

)

πq
Θ
(
2meER − E2

M

)
, (7.34)

where E2
M =

(
2meER − q2

)2
/(4q2) and E2

S is given by

E2
S = max

(
2me(EF − ER), E2

M

)
. (7.35)

To actually evaluate the rate in Eq. (7.28), we change coordinates to (ER, q).

Since there is no dependence on the azimuthal angle, we obtain

d3p3 =
2πmχq

p1
dq dER, (7.36)
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and the limits of integration are q− < q < q+, where

q± =
√
p2

1 + p2
3 ± 2p1p3. (7.37)

Under this change of coordinates, in the non-relativistic limit, t ' 2p2
1 − 2mχER − q2.

In particular, this means that W depends on p1 and p3 only through q, p1, and ER.

Then the differential scattering rate dΓ/dER in Eq. (7.27) is given by

dΓ

dER
=

mχ

(2π)2p1

∫ q+

q−
q dqW (p1, ER, q)S(ER, q). (7.38)

The limits of the ER integral in Eq. (7.27) are set by the lower and upper

thresholds of the detector, which we take to be 1 meV and 1 eV, respectively. Note

that there are kinematical constraints on the minimum DM velocity (E1) required to

deliver a given recoil energy ER. Thus, the cutoff in the velocity distribution effectively

imposes a maximum ER at fixed mχ.

7.4.2 Detection prospects and constraints by operator

We now examine our cosmological constraints in relation to the projected ex-

perimental reach for each of the operators in Tables 7.1 and 7.2. Figures 7.4 to 7.7 show

cosmological constraints alongside projected 95% CL direct detection constraints with a

1 kg yr exposure. In order to point to some general features of our results, we duplicate

constraints for O(ψ)
SS in Fig. 7.3. However, the following discussion applies to all of the

results in Figs. 7.4 to 7.7.

All of the interactions considered for ψ a Dirac fermion can also be evalu-

ated for ψ a Majorana fermion, and we do not consider matrix elements for Majo-

rana fermions separately. Rather, we can directly relate our cosmological constraints
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Figure 7.3: Constraints on a Dirac fermion ψ interacting via the operator O(ψ)
SS =

Λ−2
EFTψ̄ψēe (g = 1). Background contours show scattering cross section, labeled as

log10(σscat/cm2). Black, DD: direct detection sensitivity (95% CL) with 1 kg yr expo-
sure. Green, CMB: constraint from Neff . Orange, BBN: solid line: constraint from light
element abundances with a threshold temperature of 1 MeV. Dashed line: constraint
with a threshold temperature of 2.3 MeV (see Section 7.3.1). Blue, RD: constraint from
relic density.
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on a Dirac fermion to the Majorana case. Whereas the relic density is controlled by

nψΓA = n2
ψ 〈σ |v|〉 for a Dirac fermion, this expression double-counts the phase space for

a Majorana fermion. Since the relic density is inversely proportional to the annihilation

rate, it follows that the relic density of a Majorana fermion is simply twice that of a

Dirac fermion with the same mass and interactions [352, 419].

The annihilation rate also sets the freeze-out temperature for a species in

equilibrium with the SM, via the condition ΓA ' H. In general, ΓA ∼ Λ4−k
EFT for a

dimension-k operator. All of our operators with DM a fermion are dimension-6, so to

go from the Dirac case to the Majorana case, it is sufficient to make the replacement

ΛEFT → 2−1/(4−k)ΛEFT =
√

2ΛEFT. In principle, the value of Neff is also different in

the Majorana case, but in nearly the entire excluded parameter space, ∆Neff is large

compared with experimental uncertainty, sufficient to rule out a Majorana fermion as

well as a Dirac fermion. Thus, in sum, the cosmological constraint curves in Fig. 7.3 are

shifted up slightly by a factor of
√

2 in the Majorana case, while the direct detection

projections are unchanged.

In each figure, the left vertical axis shows the suppression scale ΛEFT, effec-

tively corresponding to inverse coupling. Thus, a stronger constraint line appears higher

on the plot, and excludes the parameter space below. The left axis in each plot gives

the value of ΛEFT alone, and the coupling g is taken to be 1. This is distinct from

fixing g/ΛEFT or g/Λ2
EFT, since we must have ΛEFT � TBBN at all points regardless of

the value of the coupling. Otherwise, the EFT would be applied outside its regime of

validity.

However, as discusssed in Section 7.2, many UV completions naturally generate
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a coupling of order ye. To account for this possibility, we show a second vertical axis

on the right of each plot, corresponding to the value of ΛEFT in the case that g = ye.

For dimension-5 operators, which appear with a factor of Λ−1
EFT, this corresponds to

Λ′EFT = yeΛEFT. For dimension-6 operators, Λ′EFT = y
1/2
e ΛEFT instead.

Where Λ′EFT . TBBN, the EFT may not be applicable. This is important,

e.g., for comparing the EFT to specific UV completions, but it has little effect on our

conclusions: in every case, our constraints become relevant at Λ′EFT � TBBN, and a

significant range of direct detection cross sections can still be ruled out by cosmology.

In principle, cosmological constraints on cross sections that lie below Λ′EFT ∼ TBBN can

be evaded by models that have new MeV-scale degrees of freedom in addition to the

DM species. However, models of this kind do not generically alleviate the constraints.

The projected direct detection reach (DD, black) is generally the lowest line in

each figure, i.e., the weakest constraint. The next line, stronger at low masses by greater

than an order of magnitude in ΛEFT, is the constraint from light element ratios (BBN,

orange). In certain cases, a higher threshold temperature of 2.3 MeV is appropriate,

see for instance [389] (see Section 7.3.1). The corresponding constraints are shown

as dashed curves. However, in general, we can only place a constraint at the lower

temperature of 1 MeV, shown with solid curves. In either case, a comparable constraint

is obtained from Neff as measured from Tν/Tγ (CMB, green). The final constraint is

from overproduction of DM (RD, blue). The final constraint is from overproduction of

DM (RD, blue). Note that for some operators, there are narrow islands of parameter

space where the Neff constraint is weakened. In these regions, the impact on Neff is

transitioning between ∆Neff < 0 and ∆Neff > 0, as in Fig. 7.2. Similarly, some regions
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with small ΛEFT are not ruled out by overproduction, since the DM thermalizes and

freezes out at a lower abundance.

As anticipated in Section 7.2, when comparing direct detection prospects to

cosmological constraints, no operator improves on the prospects of O(φ)
S for scalar DM.

For fermionic DM, on the other hand, we expect that the operators O(ψ)
V V , O(ψ)

AA, and

O(ψ)
TT will be at least competitive with O(ψ)

SS , and this is borne out by our results. Still,

we find no region of parameter space in which the projected direct detection constraints

exceed all three cosmological probes for any of our effective operators.

Simplistically, this suggests that any model with a heavy mediator detectable

by such an experiment is ruled out by cosmology. However, there remain possible

exceptions to these constraints, as we discuss in the following section.

7.5 Discussion and conclusions

In this chapter, we have derived cosmological constraints on a broad class of

sub-MeV DM models that can be compared directly with detection prospects in electron

recoil detectors. We now revisit the generality of our constraints, point out possible

exceptions, and discuss the outlook for sub-MeV DM at electron recoil experiments.

Effectively, our goal has been to derive cosmological constraints on the scat-

tering cross section between electrons and sub-MeV DM. Cosmology is mainly sensitive

to the DM annihilation cross section, and in order to connect the two cross sections,

we have produced these constraints in the context of an EFT. We have enumerated the

possible thermal histories for a single DM species in this framework. If the DM is in
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thermal equilibrium with electrons at high temperatures, then light element abundances

and Neff constrain the freeze-out temperature, and thereby constrain the interactions

between χ and the SM. In the alternative scenario, if the DM is out of equilibrium at

early times, a lower bound can be placed on the relic density, providing an independent

constraint on the interactions. In both cases, a constraint is placed on the coupling

between DM and electrons, assuming a specific form for the interaction.

In general, the form of the operator coupling electrons to DM affects the

relationship between the annihilation cross section at early times and the scattering

cross section today. Typically, then, constraints obtained by these methods are model-

dependent. However, if the DM–SM mediator has a mass above ∼ 10 MeV, then our

approach is quite general: our results are only sensitive to physical processes at lower

temperatures, where the EFT is valid and cosmological history is well-established. Still,

beyond the mediator mass, there are a few possible exceptions to the constraints derived

here.

First, some of these constraints can be evaded with an extended dark sector.

In principle, the overproduction constraint can be weakened: such models provide mech-

anisms to deplete the DM relic density, although we will discuss caveats to this scenario

shortly. However, even in this case, the existence of a light DM species is enough for

the BBN and Neff bounds to remain effective—adding additional dark degrees of free-

dom does nothing to improve the situation. One could still escape these constraints by

assuming that a phase transition takes place in an extended dark sector between TBBN

and the present day, such that the EFT is not valid in both epochs.

Another class of exceptions consists of models in which the dark species enters
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thermal equilibrium with the SM below TBBN, and thus below TD, the temperature

of neutrino-photon decoupling. In this case, the entropy transferred to the SM bath

upon freeze-out can be comparable to the entropy accepted upon equilibration, so the

constraint from Neff can be circumvented [391]. This scenario is possible only in a very

limited segment of the heavy-mediator parameter space, which we estimate as follows.

We set the abundance of DM to zero at 1 MeV, and then determine the minimum value

of ΛEFT below which DM thermalizes before the temperature drops to 0.5 MeV, thus

still influencing BBN. Above this value of ΛEFT, it is possible to evade bounds from

BBN and Neff , depending on initial conditions. Typically, this minimal value of ΛEFT is

about one decade weaker than the BBN limit, and still out of reach of direct detection

projections across most of our mass range.

Note that the overproduction bound already assumes an initial condition with

zero DM abundance, so it cannot be evaded in this way. This is an example of the utility

of the several overlapping constraints: the most conservative assumptions are different

for each constraint, and correspondingly, exceptions apply differently as well. It is

thus necessary to consider all of our constraints simultaneously, even in cases where

one constraint appears to dominate. Our goal is to generalize the constraints to the

broadest possible class of models, and even though many regions of parameter space are

ruled out by multiple observables, it is important to carefully evaluate each constraint

independently.

Still, the fact that the overproduction constraint exceeds the constraints from

BBN and the CMB is itself a notable result. In general, there are many mechanisms

that can influence the dark matter density, so constraints from the relic density are
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typically confounded by significant model dependence. However, in the scenario of

interest, the model dependence is quite limited. To evade the constraint, one would

need a mechanism of depleting the dark matter density at temperatures well below

1 MeV.

There are some simple methods of accomplishing this depletion, e.g., entropy

dilution [420], a late phase transition in the dark sector, or late-time decay of a heavy

species into sub-MeV DM today. However, each of these can also be used to evade

constraints from BBN and the CMB, so they do not bestow any additional model-

dependence on the overproduction bound. It is conceivable that number-changing in-

teractions in the dark sector (e.g. 4 → 2 processes) could be used to deplete the DM

density without modifying the other constraints, and this model dependence is unique

to the overproduction bound. But even this strategy would only work in a narrow region

of parameter space, and in that sense, it is comparable to known exceptions in the usual

BBN and CMB bounds [391, 394].

The overproduction constraint thus sets a new target for future direct detection

proposals. Considering only BBN and CMB constraints motivates direct detection

experiments that probe scattering cross sections a few orders of magnitude beyond

the projections in this chapter. However, overcoming the overproduction bound requires

experimental proposals to reach several orders of magnitude beyond the BBN and CMB

constraints.

Finally, we note that it might be possible to evade our constraints by taking

some arbitrary linear combination of the effective operators in Tables 7.1 and 7.2. In

principle, in this high-dimensional parameter space, there might be points for which
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interference of the matrix elements in Tables 7.3 and 7.6 conspires to reduce the DM

annihilation or production cross section while preserving the scattering cross section.

Then each of our cosmological constraints would be weakened, while the projected

direct detection constraints would be maintained. However, in order for this to work,

the Wilson coefficients would have to be engineered to produce such a cancellation.

In light of these constraints, the outlook for extant electron recoil detection

proposals is brightest for DM masses 1 MeV . mχ . 1 GeV or for mediator masses

mζ � 10 MeV. In order to access parameter space which is viable in our framework,

and in particular to surpass the overproduction bound, future proposals must probe

scattering cross sections at least six orders of magnitude beyond current proposals. A

light mediator certainly remains a possibility, but is subject to additional constraints

[see e.g. 397]. The case of a light mediator is thus best studied in the context of simplified

models, as in the analysis of [390]. Inelastic scattering may also improve direct detection

prospects relative to cosmological constraints, and, of course, DM masses above ∼1 MeV

remain an interesting target. However, if DM is dominantly composed of a single light

species, and interacts dominantly with electrons via a heavy mediator, then cosmological

constraints compromise the prospects of proposed experiments.
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Figure 7.4: Constraints by operator for DM a scalar φ. Background contours show
scattering cross section, labeled as log10(σscat/cm2). Green, CMB: constraint from Neff .
Orange, BBN: solid line: constraint from light element abundances with a threshold
temperature of 1 MeV. Dashed line: constraint with a threshold temperature of 2.3 MeV
(see Section 7.3.1). Blue, RD: constraint from relic density. Black, DD: direct detection
sensitivity (95% CL) with 1 kg yr exposure. Note that the direct detection contour does

not appear for O(φ)
P or O(φ)

A . For these operators, direct detection can constrain smaller
values of ΛEFT than shown on the plot, but our framework requires that ΛEFT & 10 MeV.
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Figure 7.5: Constraints by operator for DM a fermion ψ, for operators composed of
scalar or pseudoscalar bilinears. Background contours show scattering cross section,
labeled as log10(σscat/cm2). Green, CMB: constraint from Neff . Orange, BBN: solid
line: constraint from light element abundances with a threshold temperature of 1 MeV.
Dashed line: constraint with a threshold temperature of 2.3 MeV (see Section 7.3.1).
Blue, RD: constraint from relic density. Black, DD: direct detection sensitivity (95%
CL) with 1 kg yr exposure.
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Figure 7.6: Constraints by operator for DM a fermion ψ, for operators containing
a vector or axial vector current. Background contours show scattering cross section,
labeled as log10(σscat/cm2). Green, CMB: constraint from Neff . Orange, BBN: solid
line: constraint from light element abundances with a threshold temperature of 1 MeV.
Dashed line: constraint with a threshold temperature of 2.3 MeV (see Section 7.3.1).
Blue, RD: constraint from relic density. Black, DD: direct detection sensitivity (95%
CL) with 1 kg yr exposure.
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Figure 7.7: Constraints by operator for DM a fermion ψ, for operators contain-
ing a spin-2 current. Background contours show scattering cross section, labeled as
log10(σscat/cm2). Green, CMB: constraint from Neff . Orange, BBN: solid line: con-
straint from light element abundances with a threshold temperature of 1 MeV. Dashed
line: constraint with a threshold temperature of 2.3 MeV (see Section 7.3.1). Blue, RD:
constraint from relic density. Black, DD: direct detection sensitivity (95% CL) with
1 kg yr exposure.

Operator g−2Λ2
EFT

∑
spin |M|2φφ̄→e+e−

O(φ)
S 2s− 8m2

e

O(φ)
P 2s

Operator y−2
e g−2Λ4

EFT

∑
spin |M|2φφ̄→e+e−

O(φ)
V −8

(
t−m2

e

) (
s+ t−m2

e

)
+ 16m2

φ

(
t−m2

e

)
− 8m4

φ

O(φ)
A −8t(s+ t) + 16m2

et+ 16m2
φ

(
t+m2

e

)
− 8m4

e − 8m4
φ

Table 7.3: Squared matrix elements for φφ̄ → e+e− with φ a complex scalar, summed
over final spin states. The operators are as defined in Table 7.1. Note that the matrix

elements for O(φ)
V and O(φ)

A vanish if φ is taken to be a real scalar. The matrix elements
for scattering, φe− → φe−, are obtained from these by the substitution s↔ t.
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Operator g−2Λ2
EFTσ(φφ̄→ e+e−)

O(φ)
S

1

8πs

(
s− 4m2

e

)3/2 (
s− 4m2

φ

)−1/2

O(φ)
P

1

8π

(
s− 4m2

e

)1/2 (
s− 4m2

φ

)−1/2

Operator y−2
e g−2Λ4

EFTσ(φφ̄→ e+e−)

O(φ)
V

1

12πs

(
s+ 2m2

e

) (
s− 4m2

e

)1/2 (
s− 4m2

φ

)1/2

O(φ)
A

1

12πs

(
s− 4m2

e

)3/2 (
s− 4m2

φ

)1/2

Table 7.4: Cross sections for φφ̄→ e+e− for each effective operator in Table 7.1, summed

over final spins. Note that the matrix elements for O(φ)
V and O(φ)

A vanish if φ is taken
to be a real scalar.

Operator g−2Λ2
EFTσ(φe− → φe−)

O(φ)
S

1

16πs2

[
s2 + 6m2

es− 2m2
φ(s+m2

e) +m4
φ +m4

e

]

O(φ)
P

1

16πs2

[
(s−m2

e)
2 − 2m2

φ(s+m2
e) +m4

φ

]

Operator y−2
e g−2Λ4

EFTσ(φe− → φe−)

O(φ)
V

1

16πs

[
s2 + 2

(
m2
e +m2

φ

)
s−

(
m2
e −m2

φ

)2]

O(φ)
A

1

16πs

[
s2 − 6m2

es+ 2m2
φ

(
s+m2

e

)
−m4

e −m4
φ

]

Table 7.5: Cross sections for φe− → φe− for each effective operator in Table 7.1, aver-
aged over initial spins and summed over final spins. Note that the matrix elements for

O(φ)
V and O(φ)

A vanish if φ is taken to be a real scalar.
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Operator g−2Λ4
EFT

∑
spin |M|2ψψ̄→e+e−

O(ψ)
SS 4

(
s− 4m2

e

)(
s− 4m2

ψ

)

O(ψ)
PS 4s

(
s− 4m2

e

)

O(ψ)
SP 4s

(
s− 4m2

ψ

)

O(ψ)
PP 4s2

O(ψ)
V V 8 (s+ t)2 + 8t2 + 16m4

+ − 32m2
+t

O(ψ)
V A 8 (s+ t)2 + 8t2 + 16m4

− − 32m2
+t− 32sm2

e

O(ψ)
AV 8 (s+ t)2 + 8t2 + 16m4

− − 32m2
+t− 32sm2

ψ

O(ψ)
AA 8 (s+ t)2 + 8t2 + 16m2

+ − 32m2
+t− 32m2

+s+ 2 (8memψ)2

O(ψ)
TT 8(s+ 2t)2 + 32m4

+ − 16 (s+ 4t)m2
+ + (8memψ)2

O(ψ)

T T̃
8(s+ 2t)2 + 32m4

− − 16 (s+ 4t)m2
+

Table 7.6: Squared matrix elements for ψψ̄ → e+e− with ψ a Dirac fermion, summed
(not averaged) over initial and final spin states. The operators are as defined in Table 7.2.

Note that the matrix elements for O(ψ)
V V , O(ψ)

V A, O(ψ)
TT , and O(ψ)

T T̃
vanish if ψ is taken to be

a Majorana fermion. For brevity, we define m2
± ≡ m2

e ±m2
ψ. The matrix elements for

scattering, ψe− → ψe−, are obtained from these by the substitution s↔ t.
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Operator g−2Λ4
EFTσ(ψψ̄ → e+e−)

O(ψ)
SS

1

16π

T 3
e Tψ
s

O(ψ)
PS

1

16π

T 3
e

Tψ

O(ψ)
SP

1

16π
TeTψ

O(ψ)
PP

1

16π

sTe
Tψ

O(ψ)
V V

1

12π

Te
Tψ

(
s+ 2m2

e

) (
s+ 2m2

ψ

)

O(ψ)
V A

1

12π

T 3
e

sTψ

(
s+ 2m2

ψ

)

O(ψ)
AV

1

12π

TeTψ
sTe

(
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e

)

O(ψ)
AA

1
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Te
Tψ

[
s2 − 4

(
m2
ψ +m2

e

)
s+ 28m2

ψm
2
e

]

O(ψ)
TT

1

24π

Te
sTψ

[(
s+ 2m2

e

)
s+ 2m2

ψ

(
s+ 20m2

e

)]

O(ψ)

T T̃

1

24π

Te
sTψ

[(
s+ 2m2

e

)
s+ 2m2

ψ

(
s− 16m2

e

)]

Table 7.7: Cross sections for ψψ̄ → e+e− for each effective operator in Table 7.2,
averaged over initial spins and summed over final spins. Note that the cross sections for

O(ψ)
V V , O(ψ)

V A, O(ψ)
TT , and O(ψ)

T T̃
vanish if ψ is taken to be a Majorana fermion. For brevity,

we define T 2
i ≡ s− 4m2

i .
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Operator 48πs3g−2Λ4
EFTσ(ψe− → ψe−)

O(ψ)
SS s4 + 2m2

+s
3 + 2s2

(
3m4

e − 14m2
em

2
ψ + 3m4

ψ

)
+ 2m4
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2
+s+m8

−
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s2 + 4sm2

e +m4
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ψ − 2m2
ψs

+
e

) (
s−e

2 − 2m2
ψs

+
e +m4

ψ

)

O(ψ)
SP

[
m2
ψ

(
4s− 2m2

e +m2
ψ

)
+ s−e

2
] (
s−e

2 − 2m2
ψs

+
e +m4

ψ

)

O(ψ)
PP

(
s−e

2 − 2m2
ψs

+
e +m4

ψ

)2

O(ψ)
V V 2s2

(
4s2 − 10m2

+s+ 9m4
e + 22m2

em
2
ψ + 9m4

ψ

)
− 8m2

+m
4
−s+ 2m8

−

O(ψ)
V A 2

(
s−e

2 − 2m2
ψs

+
e +m4

ψ

) [
(s+ s+

e )2 − 2m2
ψs

+
e +m4

ψ

]

O(ψ)
AV 2

[
2s
(
2s−m2

e + 2m2
ψ

)
+m4

−
] (
s−e

2 − 2m2
ψs
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e +m4

ψ
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O(ψ)
AA 2s2
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em
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ψ − 3m4

ψ
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4
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O(ψ)
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(
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em
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ψ
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4
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(
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ψs

+
e +m4
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Table 7.8: Cross sections for ψe− → ψe− for each effective operator in Table 7.2,
averaged over initial spins and summed over final spins. Note that the cross sections for

O(ψ)
V V , O(ψ)

V A, O(ψ)
TT , and O(ψ)

T T̃
vanish if ψ is taken to be a Majorana fermion.For brevity,

we define m2
± ≡ m2

e ±m2
ψ and s±i ≡ s±m2

i .
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Part III

Direct detection of

light dark matter
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Invitation

In the previous two parts, we have explored new probes of DM and new physics

across a wide range of scales, from massive PBHs to ultralight bosons. In particular,

in Chapter 7, we demonstrated major complementarity between cosmology and di-

rect detection experiments for sub-GeV dark matter. At that time, we described the

experimental landscape in simplistic terms, introducing and treating superconducting

detectors only as deeply as necessary to provide a benchmark for comparison with cos-

mology. In this part, however, we delve into the other side of the complementary duo:

we develop prospects and proposals for sub-GeV direct detection in detail.

Direct detection in the sub-GeV regime has been a rapidly developing field

over the past decade, spurred by advances in quantum sensing technology. The goal of

this part, reflecting the goal of this thesis, is to develop the theoretical infrastructure to

leverage such new tools for DM searches. But first, we pause to consider the motivation

for new probes in the sub-GeV mass range. What should be the goalposts for new

searches?

Clearly defined benchmarks are invaluable for direct detection. While it is

extremely useful to have experiments that can test a multitude of models simultane-

ously, it is just as important to have some theoretical prior for the model space that
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experiments should probe. Absent any particular targets, one can always come up with

a larger and more sensitive experiment that searches for nothing in particular. With

this in mind, there are two important boundaries to target in the sub-GeV regime.

First, in the cross section itself, we can aspire to probe scattering cross sections

that are typical of benchmark simplified models in which the DM is produced with

the correct abundance while satisfying all constraints. There is always some model

dependence in such targets, and the space of simplified models is still not fully explored—

indeed, this is a goal of my ongoing work—but at least within a given model, freeze-in

production (see Chapter 6) corresponds to a well-defined target for direct detection.

Second, in the DM mass, we can aspire to design experiments sensitive to the

scattering of keV-scale DM. The guidepost arises from cosmological constraints: if DM

is fermionic, then its mass must be at or above the keV scale. Of course, if DM is

bosonic, lower masses are possible. But keV-scale fermions are still an excellent target:

probing scattering at these masses corresponds to sensitivity to energy deposits of order

1 meV, which means that such experiments can also probe the absorption of bosonic DM

with masses down to this smaller scale. For bosons with masses far below 1 meV, very

different experimental approaches are required. Thus, for traditional direct detection,

the keV scale is a meaningful target.

To understand how to probe keV-scale DM, it is first important to understand

why the current generation of experiments does not. This can be understood in terms

of kinematics: consider an elastic collision between an incoming DM particle, χ, with a

stationary target, T . The maximum fraction of the kinetic energy of the DM particle

that can be transferred to the target is given by 4mχmT /(mχ + mT )2. In the limit
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mχ � mT , this becomes ∼4mχ/mT � 1, and the kinetic energy of the DM also scales

with mχ. This means that the maximum amount of energy deposited in a detector

decreases rapidly when the DM mass becomes lower than the mass of the target particle.

In typical direct detection experiments, the target particle is an atomic nucleus with

an atomic number of O(10–100), so the maximum deposit shrinks quickly as the DM

mass goes below ∼10 GeV. For mχ . 1 GeV, the maximum deposit is smaller than the

threshold energy in typical experiments, and all sensitivity is lost.

As this situation illustrates, sensitivity to light DM is a matter of two indepen-

dent considerations. The first is kinematic matching between the DM and the target.

The DM must be able to transfer a large fraction of its kinetic energy to the detector.

The second consideration is the threshold of the detector itself—it makes no difference

how much kinetic energy is transferred if depositing all of the kinetic energy of the DM

still would not trigger a count in the detector. Thus, we need a system that is well

kinematically matched to light DM while allowing for a very low detection threshold.

A convenient way to configure a system with a low threshold is to use a system

with a small gap in its excitation spectrum. The system can be cooled to a temper-

ature well below the gap, such that thermal excitations are exponentially suppressed,

and then excitations above the gap can be attributed to DM interactions. Kinematic

matching is a trickier issue: detectors with macroscopic volumes are ultimately built

out of atoms, and nuclei have GeV-scale masses. But the electrons in such detectors

offer a complementary set of opportunities to probe DM interactions with electrons at

low masses, with a target mass at the MeV scale. In the eleven years since this was

first pointed out by Ref. [367], experiments based on electron recoils have successfully
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probed DM interactions at masses as low as 1 MeV.

Electronic systems also offer a convenient set of gapped spectra for direct

detection experiments. For example, the current generation of experiments uses atomic

ionization as the target process: here the gap is an ionization energy of order 1 eV. In

recent years, it has become technologically feasible to register single ionization events, so

the thresholds of these experiments are now limited by the physical process itself, i.e., by

the size of the gap. Constructing experiments with sensitivity to meV deposits requires

a system with a much smaller gap, but there are numerous experimental proposals to

achieve this target. In particular, we will discuss superconducting detectors in some

detail. Here the gap is the binding energy of Cooper pairs, which is O(meV) for typical

superconductors. Thus, such systems can in principle probe DM scattering all the way

to the keV scale.

The future for electron recoil experiments seems bright. Does poor kinematic

matching doom efforts to probe nuclear couplings? Not necessarily: for small deposits,

the nuclei, being bound in a lattice, can no longer be treated as free particles. Instead

of prompting the recoil of a single nucleus, a DM scattering event can excite a collective

mode amongst the nuclei in the lattice, i.e., a phonon. The kinematics of phonons are

entirely different from those of free nuclei, and may enable sensitivity to interactions of

nuclei with keV-scale DM if single-phonon excitations can be reliably read out. Adapting

superconducting detectors for this purpose is one goal of my ongoing work.

However, the collective modes that may be a blessing for DM–nucleon scatter-

ing have also been the bane of DM–electron scattering. Collective modes are inherently

complicated: their properties are determined by condensed matter physics, and are dif-
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ficult to predict a priori. That is the problem that will occupy us at the beginning

of this part: how can one predict the scattering rate of DM with electrons when the

electrons are not free particles, but bound in a condensed matter system, with highly

nontrivial wavefunctions?

The answer, in Chapter 8, will turn out to be remarkably simple, and will

provide substantial intuition for behavior of electron recoil experiments, with important

implications for experimental design. In Chapter 9, we will go yet further with these

collective excitations, and demonstrate how quasiparticle excitations in superconduc-

tors can be used to design detectors with directional sensitivity, a key feature for DM

discovery. Finally, in Chapter 10, we will take a step back to the concrete, and we will

give real new limits on DM interactions in otherwise unconstrained parameter space

using a prototype superconducting detector. This detector is the first step towards re-

alizing extremely low thresholds for light DM detection, and we will detail the roadmap

towards achieving the goalposts we set for the future of direct detection.
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Chapter 8

Dark matter–electron scattering and the

dielectric function

Dark matter (DM)–electron scattering was first proposed for sub-GeV DM

detection less than a decade ago [367], and there has been enormous theoretical [368–

370, 372, 375, 376, 378–380, 421–447] and experimental [381–384, 448–457] progress

since then. Since electrons are not free particles, but are bound in atoms or delocalized

across solids, they have favorable kinematics for light DM scattering. However, the rich

complexity of condensed matter systems complicates the calculation of scattering rates.

Not only do bound electrons have different wavefunctions than their free-particle coun-

terparts [458], many condensed matter systems exhibit collective electronic modes such

as plasmons [459]. A formalism describing DM scattering with a single electronic state

[368, 436] can potentially miss important electron interaction and correlation effects,

and must carefully account for ‘screening’ where the electron density rearranges itself

to partially cancel out DM-induced perturbations [370].
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In this chapter, we propose to bypass the single-particle formulation entirely,

and frame the problem of DM–electron scattering in terms of matrix elements of the

many-body electron density operator. This perspective is inspired by a classic paper on

collective energy loss in solids [460], and since it does not rely on a particular choice of

eigenstates, it is equally applicable to all systems: atoms, molecules, metals, insulators,

or more exotic materials. Moreover, it intrinsically accounts for all electron interactions

and correlations in the target by relating the scattering rate to an experimentally-

measurable quantity, the complex dielectric function ε(q, ω). Crucially, since ε(q, ω) is

defined as a linear response function, the response of the target to a momentum transfer

q and energy deposit ω is determined by density matrix elements which are the same

whether measured by DM–electron scattering or by an electromagnetic probe [461, 462].

The assumption of linear response applies as long as DM interactions are weaker than

electromagnetism.

The key result of this chapter is that the total scattering rate for DM with

mass mχ and velocity vχ in an arbitrary target is given by

Γ(vχ) =

∫
d3q

(2π)3
|V (q)|2

[
2
q2

e2
Im

(
− 1

ε(q, ωq)

)]
, (8.1)

where ωq = q·vχ− q2

2mχ
, q = |q|, e is the electron charge, and V (q) is the non-relativistic

DM-electron potential. The full derivation can be found in Appendix D, and follows

mainly from the arguments made in Ref. [460]. The target-dependent object which

appears in the integrand,

W(q, ω) ≡ Im

(
− 1

ε(q, ω)

)
=

Im[ε(q, ω)]

|ε(q, ω)|2 , (8.2)

is known as the loss function. The only assumptions we have made about the DM
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interactions in deriving Eq. (8.1) are (i) that the non-relativistic Hamiltonian coupling

DM to electrons takes the form Ĥint =
∑

i V (r̂χ − r̂i), depending only on the electron

position operators r̂i and no other operators such as spin or momentum, and (ii) that

Ĥint can be treated perturbatively.

The consequences of Eq. (8.1) are of immediate importance for DM–electron

scattering. Spin-independent Hamiltonians arise in many common benchmark models,

including those for scattering through scalar and vector mediators. The presence of W

implies that all of these interactions are screened. The importance of screening was first

noted for a kinetically-mixed dark photon mediator in a solid-state target [370], and later

for a scalar mediator [445]. Our results show that a scalar force which couples equally

and oppositely to electrons and protons, whether short- or long-ranged, is screened

exactly like a kinetically-mixed dark photon. Furthermore, as long as ion contributions

to the loss function are negligible (as in semiconductors well above the gap), forces

that couple differently to nucleons and electrons are still screened identically. All such

screening effects are invisible in a single-particle picture.

SinceW(q, ω) is directly measurable through electromagnetic scattering, DM–

electron scattering experiments can be calibrated experimentally, exactly as was done for

DM absorption [371, 373, 463] using the measured real conductivity σ1(ω) = (ω/4π)|ε(0, ω)|2W(0, ω).

The advantage of our approach is that the loss function can also be modeled semi-

analytically in certain relevant energy and momentum regimes, and such models can

be compared directly to data. This enables rapid assessment of candidate experimen-

tal targets, and potentially bypasses the need for numerical electron wavefunctions to

determine the reach of novel detector materials.
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In the following sections, we show that in a material with free carriers, the

loss function scales as W(q, ω) ∝ q at small ω, which can be interpreted as the famil-

iar screening which partially suppresses the 1/q4 enhancement characteristic of a light

mediator. We then show that if W(0, ω) is nonvanishing, a rate enhancement at small

q remains whenever ω is kinematically accessible. This behavior of the loss function

can arise in two qualitatively different ways: interband transitions in insulators, and

long-range plasmons which are generically present in all materials. As we will show,

the low-energy plasmon tail may improve the sensitivity of superconducting detectors

to light DM by several orders of magnitude, and materials with Fermi velocities slower

than vχ may allow DM to access the bulk of the loss function rather than the tail. We

illustrate these kinematic regimes in Fig. 8.1.

In this chapter, we adopt a generic form for the potential, V (q) = V (q) =

gχge
q2+m2

φ,V
which is valid for DM coupling through a scalar mediator φ or vector V . We

compute scattering rates by integrating Eq. (8.1) over the DM velocity distribution,

for which we take the Standard Halo Model (see Appendix D for details). We frame

our results in terms of a reference cross section σe = (µ2
eχ/π)|V (q0)|2 where µeχ is the

electron–DM reduced mass and q0 = αme ' 3.7 keV is a reference momentum. We

show results for a light mediator m2
φ,V � q2, with heavy mediator results given in

Appendix D (Fig. D.6).
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8.1 Conventional superconductors

Ref. [369] first proposed using superconducting metals such as aluminum (Al)

as targets for DM–electron scattering. Ref. [370] soon pointed out that long-range

Coulomb forces among electrons would screen DM interactions if mediated by a kinetically-

mixed dark photon. This effect was incorporated by multiplying the free-particle matrix

element by 1/|εRPA(q, ω)|2, where εRPA is the dielectric function of a free electron gas

(FEG) in the random phase approximation (RPA) at zero temperature.

Even within RPA, our formalism identifies two important corrections to the

DM interaction rate from Ref. [370]. First, all interactions coupling to electron density

are screened, including a light scalar mediator and a non-kinetically-mixed vector medi-

ator. This unifies the reach for all models considered in Ref. [370]. Second, the analytic

structure of the loss function imposed by causality implies a particular choice of branch

cut in εRPA differing from that used in Ref. [370] (see Appendix D for details).

The latter correction improves the projected sensitivity of conventional super-

conductor detectors to DM scattering through a light mediator by several orders of

magnitude at low masses. We can understand this by examining εRPA in the kinematic

regime q � kF , ω � qvF relevant for sub-MeV DM scattering near the Fermi surface,

where kF is the Fermi momentum and vF is the Fermi velocity, respectively 3.5 keV and

6.8× 10−3 in Al. The result is [468]

εRPA(q, ω) ≈ λ2
TF

2q2
+ i

3πω2
pω

2q3v3
F

, (8.3)

where λTF ' 3.8 keV is the Thomas-Fermi screening length and ωp ' 15 eV is the plasma

frequency. The imaginary part is typically smaller than the real part, so W(q, ω) scales
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as ω/q3

1/q4
∼ ωq, a much softer screening than the q4 implied from 1/|ε|2.

Moving beyond RPA, we use the results of Ref. [464], which fits to data a

model containing both a 1-loop ‘local field’ correction to the electron vertex and a q-

dependent plasmon width Γp/ωp ' 0.1–0.3. The fit implies that the contribution from

the ion polarizability in Al is small, justifying our approximation that only electrons

contribute to the loss function. The projected reach for a 1 meV threshold is shown in

Fig. 8.2 for a light mediator, with comparisons to previous results given in Fig. D.5 of

Appendix D. The orange band reflects theoretical uncertainty in the proper form of the

loss function in the energy range of interest (see Appendix D).

In most materials, the loss function features a plasmon with a Lorentzian

lineshape peaked at ωp [459, 461] and a low-energy tail (see Fig. 8.1 and Appendix D).

In the parametrization of Ref. [464], W(q = 0, ω) scales linearly with ω for ω � ωp, and

the plasmon tail dominates over the RPA contribution. Our results suggest that a kg-yr

exposure of an Al target with a 1 meV threshold is sufficient to cover the entire freeze-

in thermal relic target [350, 367, 466, 467] above 10 keV. However, this depends on

the extrapolation of the plasmon tail to meV energies, and existing measurements only

characterize the loss function at ω & 100 meV [469]. Thus, additional measurements of

W are crucial to accurately determine the sensitivity. There may also be contributions

to W from coherent scattering with the Cooper pair condensate for energies ω ' 2∆,

as well as finite-temperature effects. We leave investigation of these effects for future

work [470].
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8.2 Semiconductors

In a typical semiconductor like silicon (Si) with a gap Eg ∼ eV, an energy

deposit ω ' Eg requires a momentum deposit q ≥ Eg/vχ ∼ keV for vχ ∼ 10−3, in-

dependent of the DM mass, as shown in Fig. 8.1. The size of the first Brillouin zone

(BZ) in Si is 2π/a ' 2 keV, where a is the lattice constant. Thus, for ω & 2 eV, DM is

probing interatomic distances rather than delocalized electrons, and the electrons may

be modeled as an FEG with an effective kF ' 2π/a set by the total valence electron den-

sity. This approximation is an excellent match to both density functional theory (DFT)

calculations [471] and data [472] for q ' 5 keV and ω � Eg in Si [473]; for sufficiently

large q (∼ 15 keV, see Appendix D), the bound electron orbitals give large-momentum

tails not captured by the FEG.

Equation (8.1) and Fig. 8.1 show that at fixed ω, the rate receives contributions

from W(q, ω) over many orders of magnitude in q for mχ & 10 MeV, so the FEG

approximation is best for a light mediator, where V (q) ∝ q−4 weights the integrand most

towards small q. Our formalism thus suggests a generic explanation for the behavior

of the DM–electron spectrum in the 5–15 eV range (2–4 electron–hole pairs in Si [368])

from light mediator exchange in any conventional semiconductor. The projected reach

in Si under the FEG approximation with a 2e− threshold is shown in Fig. 8.2 for a light

mediator.

The differences among various targets become most apparent when ω ' Eg,

where the band structure describing delocalized electrons with q . 2π/a becomes im-

portant. In addition to band structure effects, there is also an irreducible contribution
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from the plasmon [474], where the tail extends into the kinematically allowed region for

DM. This has important implications for rate predictions in currently-operating semi-

conductor detectors [455–457]. DFT calculations predict a rate which peaks in the 1- or

2-electron bin, corresponding to ω . 8.3 eV, for all DM masses for which these energies

are kinematically accessible [368]. Currently available measurements of W suggest the

true rate in these few-electron bins may be somewhat larger. Near-gap effects are quite

difficult to model [473], but in our formalism, they can be accounted for by making

more precise measurements at ω ' Eg and q ' Eg/vχ.

On the other hand, for near-gap scattering in a narrow-gap semiconductor

(Eg ∼ 10 meV), we have qmin ' 10 eV � 2π/a, so the delocalized electrons in the

uppermost valence band dominate the behavior of the scattering rate as q → 0. We

may understand the absence of screening in these systems through the Lindhard form of

the dielectric function [468], which shows that ε(q, ω) has a finite limit as q→ 0, with

the imaginary part proportional to the interband transition matrix element. The lack

of mobile charge carriers inhibits the screening present in metals. In the next section,

we discuss an example of such a narrow-gap semiconductor: a Dirac material.

8.3 Novel Materials

Our formalism suggests that optimal materials for sub-GeV DM detection will

have a loss function with large support for ω < vχq (Fig. 8.1). For an ordinary metal

with an electron effective mass m∗ = me, the loss function is maximized at large q when

ω = qvF , where vF = kF /m
∗ ' 10vχ. This is outside of the kinematically-allowed region
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for DM scattering. For small q, collective modes such as the plasmon will dominate, but

the plasmon is damped at momenta q > qc ' ωp/vF [468] due to decay into the particle-

hole continuum. Therefore, DM can only excite the undamped plasmon if vχ > vF [442].

Here we explore two qualitatively different ways to achieve vF < vχ: Dirac materials, in

which vF is not tied directly to free-electron properties, and heavy-fermion materials,

where strongly-correlated electrons can create a Fermi surface with a large m∗.

Dirac materials, characterized by linear electronic dispersion ω(k) = vFk with

widely-varying vF across materials [475], are promising targets for DM detection [375,

431, 438, 439]. Consider a gapless isotropic Dirac material with a single Dirac cone and

effective background dielectric constant κ ≡ Re[ε(0, 0)]. In typical materials, Re(ε) �

Im(ε) over the relevant q and ω [438], and we may write the loss function as

WDirac(q, ω) =
e2

12πκ2vF
Θ(ω − vF q)Θ(ωmax − ω). (8.4)

The loss function with a gap 2∆ is given in Appendix D; WDirac(q, ω) is constant as

q → 0 for all ω > 2∆, as anticipated. The loss function immediately displays two key

features of scattering in Dirac materials [375]: small vF increases the rate, and scattering

is forbidden if vχ < vF for ω = ωq. In Fig. 8.2, we show the sensitivity of an isotropic

Dirac material for a light mediator.

This analysis neglects many-body effects, including the plasmon contribution

to the loss function. Dirac materials are expected to exhibit two tuneable plasmon modes

distinct from the ordinary valence plasmon: a temperature-dependent mode which could

lie in the O(meV) range [476–478], and a zero-temperature mode tuneable with chemical

potential [479]. Therefore, measurements of the loss function in real materials are
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crucial to accurately estimate the scattering rate, since the plasmon contribution may

dominate [480] as was the case for superconductors.

Another way to lower vF is to find materials with ordinary quadratic dispersion

but large effective masses. As an example, a number of materials containing f -electrons

are known as heavy-fermion systems because they display a Fermi surface with m∗ ∼

(10–100)me [481–483]. These materials are expected to have a plasmon at energy ω∗p '

T ∗, the Fermi temperature of the heavy electrons [484]. One such material is URu2Si2,

a heavy-fermion superconductor with T ∗ = 75 K = 6.5 meV and m∗ ' 6me [485], from

which one may estimate vF ' 6.5 × 10−5, ω∗p ' T ∗ = 6.5 meV, and qc ' ω∗p/vF '

100 eV. In reality, the measured loss function in URu2Si2 [465] shows considerable

anisotropy with Lorentzian peaks at either 4 meV or 6 meV depending on the direction

of q, as well as a broad peak around 18 meV, which can also be interpreted as a heavy-

fermion plasmon (see Appendix D). Despite the extremely rich electron dynamics in

this material, in our formalism we may compute the DM rate unambiguously once W

is measured in the relevant kinematic regime.

The measured data (see Appendix D, Fig. D.1) show thatW(ω) ∝ ω above the

heavy-fermion plasmon peaks, consistent with the tail of the ordinary valence electron

plasmon. However, in contrast to spectra from conventional superconductors or semi-

conductors, the measured loss function in URu2Si2 shows rich structure which could

be used to separate signals from backgrounds not due to fast-particle scattering. Inte-

grating over ω from a threshold of 1 meV up to ωmax = 74 meV, the maximum value

where data exists, we obtain the projected reach in Fig. 8.2. The band spans measure-

ments of W(q, ω) as q → 0 along two different crystal axes. We leave a full analysis
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of the anistropic response to future work [470]. As expected, the reach in URu2Si2 can

surpass Al in the mass range 5–40 keV, where the DM kinetic energy is comparable

to the heavy-fermion plasmon energies. Our reach estimates motivate further study of

URu2Si2 and similar materials as targets for light DM scattering.

8.4 Implications for experiments

The advantage of our formulation of the DM scattering rate is that no theoret-

ical input from e.g. DFT is required to compute the scattering rate; the DM energy loss

spectrum from spin-independent electron scattering may be precisely predicted from a

measurement with an electromagnetic probe in the appropriate kinematic regime. For

MeV–GeV DM, X-ray scattering covers the regime q ∼ keV and ω ∼ eV [462], while

for keV–MeV DM, momentum-resolved electron energy loss spectroscopy (EELS) can

cover q ∼ eV and ω ∼ meV [461, 486]. These techniques are standard in condensed

matter physics, and a rich literature on measurements of dielectric and loss functions

already exists for a number of systems of interest.

The downside of this formalism is that it does not directly predict how many

electron–hole pairs are created in the material per unit deposited energy, or how the

energy is down-converted from plasmon excitations to charge and phonons. However, if

individual quasiparticle contributions to W(q, ω) can be modeled, this information can

be reconstructed. Moreover, the quasiparticle contributions may be determined empiri-

cally by correlating scattering events using an electromagnetic probe with the partition

of excitations read out by the detector, as has been done for nuclear recoil calibrations
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at higher energy. We argue that these measurements should be considered the primary

calibration mechanisms for DM–electron scattering, analogous to photoabsorption for

bosonic DM absorption [371, 373, 463].

Finally, our work may be applied to unify the electronic and phonon descrip-

tions of DM scattering with other sub-gap loss mechanisms that have not yet been

explored, such as dielectric heating in insulators or coherent scattering off the super-

conducting condensate. Dielectric skin depth in the long-wavelength limit q → 0 is

proportional to
√

Re[ε(ω)]/(ω Im[ε(ω)]), and thus materials with a small skin depth

for THz photons and calorimetric readout should respond efficiently to DM–electron

scattering, even for meV-scale energy deposits below the eV-scale electronic band gaps.

Many materials have THz absorption features, so high-resolution THz or infrared trans-

mission spectra are likely fertile ground for exploring new materials for keV-scale DM

scattering.
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Figure 8.1: Schematic depiction of the relevant kinematics for sub-GeV DM. The shaded
purple parabolas represent the kinematically-allowed region of q and ω for the labeled
DM masses, for a fixed DM speed vχ = 10−3, with upper boundary ω = qvχ independent
of mχ. The blue and orange shaded regions represent the support of the plasmon part of
the loss function. The tail extends into the DM region for conventional materials such
as Al and Si, and for heavy-fermion materials such as URu2Si2, the plasmon peak lies
in the DM region. The range of support for the free electron gas (FEG) loss function is
shown in shaded grey, and can be used to approximate the rate in both superconductors
and semiconductors over a limited range of ω. The dot-dashed vertical line indicates the
size of the Brillouin zone (q ≈ 2.3 keV) of Si, while the horizontal dashed line indicates
the band gap above which electron scattering can produce ionization.
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Figure 8.2: The projected 3-event reach of a 1 kg-yr exposure target of Al (orange),
Si (purple), and URu2Si2 (green), computed for a light scalar or vector mediator using
Eq. (8.1). For Al, the solid line uses W from Ref. [464], and the top of the shaded
region uses the FEG model, both with ω ∈ [1 meV, 1 eV]. The URu2Si2 loss function
is taken from Ref. [465] with ω ∈ [1 meV, 74 meV], and the shaded region spans W
measured along two crystal axes. Si is treated as a FEG with a 2e− threshold, using
the ionization model of Ref. [368]. We also show the reach for a Dirac material with
density 10 g/cm3, gap 2∆ = 20 meV, Fermi velocity vF = 4× 10−4, background dielec-
tric constant κ = 40, and Dirac band cutoff ωmax = 0.5 eV (red); existing constraints
from SENSEI [455], SuperCDMS HVeV [457], DAMIC [384], Xenon10 [380], DarkSide-
50 [381], and Xenon1T [454] (shaded gray); and the theory target of a freeze-in model
when the mediator is a kinetically-mixed dark photon [350, 367, 466, 467] (dashed blue).
The corresponding plot for a heavy mediator is shown in Appendix D as Fig. D.6.
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Chapter 9

Superconducting detectors and

directional sensitivity

The identity of dark matter (DM) remains one of the most pressing open ques-

tions in particle physics and cosmology. Contrary to decades of theoretical expectations,

numerous experimental probes have found no conclusive evidence of DM at the weak

scale, leading to renewed interest in models of DM at much lower scales. Many new

ideas have recently been proposed to search for such light DM in the laboratory [367–

370, 372, 375, 376, 378–380, 421–447, 487], and several of these novel direct detection

exeperiments have already begun to probe significant parameter space [381–384, 448–

457]. Among the new ideas, superconducting targets stand out with the lowest possible

thresholds, giving them sensitivity to the lowest DM masses through DM–electron in-

teractions [369, 370, 435, 488]. With superconducting energy gaps of O(meV), such

detectors may eventually probe DM with mass as low as the keV scale, where cosmo-

logical constraints become significant [364, 489, 490].
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Despite the impressive potential reach of superconducting targets, current pro-

jections assume that the detectors are insensitive to the direction of incoming DM.

Directional detection has long been recognized as a powerful tool in DM experiments,

including those in the keV–GeV regime [438, 487]: due to the halo wind, the local DM

distribution is not isotropic in the laboratory frame, leading to a characteristic modu-

lation of the signal that can be used to reject backgrounds and confirm a discovery. If

superconducting detectors can be made sensitive to the direction of the incoming DM,

then such targets will offer exceptional promise for future experiments. Such a detector

would be capable of making a definitive discovery of DM as light as a keV.

In this chapter, we show that even isotropic superconductors are capable of

directional detection via the angular distribution of the excitations produced by DM

scattering. For such a measurement to be viable, two key features are required. Firstly,

the direction of the initial excitations produced by the DM interaction should be cor-

related with that of the incoming DM particle. Secondly, the secondary excitations

produced by the initial excitations as they down-convert in the material should exhibit

directionality correlated with that of the initial excitations. As we will show, both fea-

tures indeed occur in superconducting targets, paving the way for directional detection

of keV-scale DM.

This chapter is organized as follows. We begin by considering the initial scat-

tering of DM with electronic states of a superconductor into excited quasiparticles.

Next we consider the down-conversion of these initial excitations in the material into

secondary quasiparticles and phonons, treating the general case with a new numeri-

cal code. We then present our results for directionality, and end with a discussion of
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experimental prospects.

Throughout this chapter, we use the following notation: for a 3-vector q, we

write q = |q|. We use angles with two subscripts to denote the relative angle between the

two axes specified by those subscripts. All other angles are defined relative to the DM

wind axis. The Fermi energy and momentum are denoted by EF and pF, respectively.

We set ~ = c = 1.

9.1 Dark matter scattering

We first demonstrate the directionality of the initial excitations produced in a

DM scattering event in a superconducting target. This requires reformulating the de-

scription of the scattering process in terms of the appropriate degrees of freedom in the

BCS vacuum of the superconductor [491]. The DM scattering rate in superconductors

was originally computed by Ref. [370] considering only large energy deposits compared

to the superconducting gap, and so the DM–detector interaction was described in terms

of the DM, χ, scattering with individual electrons, |χ〉 |e−〉 −→ |χ′〉 |e−〉. This is not

suitable for studying the kinematics at small deposits. Here, the appropriate degrees of

freedom are Bogoliubov quasiparticles (QPs) [492], which are electron–hole superposi-

tions.

In this description, the DM excites the BCS vacuum by pair-producing QPs, as

|χ〉 |0BCS〉 −→ |χ′〉 |QP1,QP2〉. The total momentum of these two QPs is the momentum

transfer q imparted by the DM scatter. The wave functions of the electrons in the BCS

vacuum automatically account for Pauli blocking through a coherence factor, which has
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significant support only when one of the QPs is below the Fermi momentum and the

other is above. In Appendix F, we show that for energy deposits much larger than the

superconducting gap energy, the scattering rate becomes identical to that for scattering

with individual electrons. We use the labels 1 and 2 to refer to the two initial QPs

produced in the scattering process. QPs 1 and 2 are interchangeable, so we use the

label i for statements that apply to either label.

The QPs have a dispersion relation of the form

EQP(p) =
√
E2
p + ∆2 , (9.1)

where Ep = p2/(2me)−EF is the Bloch energy relative to the Fermi surface and ∆ is half

of the superconducting gap energy. Counterintuitively, the energy of a QP is minimized

for p = pF. The free-electron dispersion relation is recovered in the limit pQP � pF,

whereas the limit pQP � pF gives the energy of a hole far below the Fermi surface. This

nontrivial dispersion relation modifies the kinematics of DM scattering near the gap, and

thus significantly influences directional correlations and down-conversion. For energy

deposits ω . keV, the momenta p1 and p2 will be well inside the first Brillouin zone

(BZ). For deposits ω & keV, we expect Eq. (9.1) to receive band structure corrections

near the edge of a BZ of order tens of eV or less, small compared to this keV scale, so

Eq. (9.1) is a valid approximation for all the energy scales considered in this chapter.

The overall DM scattering rate is given by [488]

Γ(vχ) =

∫
d3q

(2π)3
|V (q)|2 2q2

e2
Im

[
− 1

εBCS(q, ωq)

]
, (9.2)

where vχ = |vχ| is the magnitude of the DM velocity; q is the momentum transfer;

ωq = q · vχ − q2/2mχ is the deposited energy; and εBCS is the dielectric function of
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a superconductor in the BCS vacuum. In this chapter, we make the approximation

Im (−1/εBCS) ≡ Im (εBCS) / |εBCS|2 ' Im (εBCS) /|εL|2. Here εL is the Lindhard form

of the dielectric function for a normal metal [468], which accounts for the effects of in-

medium screening and collective modes in the normal metal phase [488]. We compute

Im (εBCS) in terms of the QP dispersion relation Eq. (9.1) and the BCS coherence

factor, which accounts for near-gap effects [493] and for Pauli blocking. Our approach

interpolates between the approximate superconducting dielectric response near the gap

and the normal-metal response far from the gap. A more complete treatment explicitly

computing the dielectric function in the BCS vacuum will be pursued elsewhere [494].

We take |V (q)|2 = (gegχ)2
(
q2+m2

φ

)−2, where ge and gχ are the couplings of the mediator

to the electron and the DM, respectively. This is appropriate for any spin-independent

interaction. Further details on DM interactions and the computation of Im (εBCS) are

given in Appendix F.

At fixed DM velocity, the parameter distribution of the initial QPs prior to

down-conversion is proportional to the differential rate, which we determine by differ-

entiating Eq. (9.2) with respect to kinematical variables. In our numerical results, we

draw samples from the joint distribution fQP(cos θ1, cos θ2, E1, E2), marginalized over

the DM distribution, where θi is the angle between the QP momentum and the DM

wind axis. In certain regimes, the angular distribution of excitations can be understood

analytically by virtue of kinematical constraints. Conservation of energy yields a closed-

form expression for cos θqi, the cosine of the angle between QP i and the momentum

transfer q, in terms of q and pi. Now consider small DM masses and light mediators,

where small deposits are favored. In the limit of small deposits, to leading order in
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Figure 9.1: Angular distributions of QPs produced by DM scattering in Al. The angles
shown are defined with respect to the axis of the DM wind. The distribution of DM
orientations in the Standard Halo Model is included. The left and right column show
the distributions in the light- and heavy-mediator limits, respectively. In each panel,
the colors correspond to different DM masses, and a dashed horizontal line at cos θi = 1

2
indicates the isotropic distribution. Thick lines interpolate between histogram values
(thin lines) for ease of visualization. The top and bottom rows show distributions of
QPs before and after down-conversion, respectively. In the bottom-right panel, several
solid curves overlap near the isotropic distribution. The dashed curves show angular
distributions obtained by restricting to events with total deposit ω < 20∆, for which
the effects of down-conversion are less significant.
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ω − 2∆, we have pi ' pF. Then conservation of momentum requires

cos θqi '
mχvχ −

√
2mχ

(
1
2mχv2

χ − 2∆
)

2mevF
, (9.3)

where vχ = |vχ|, which implies 0 . cos θqi . 2∆/(vχpF). For aluminum (Al), with

∆ = 0.3 meV and EF = 11.7 eV, this leads to the condition 0 . cos θqi . 10−4, so

excitations produced near the gap are nearly orthogonal to the momentum transfer q.

In turn, the direction of q is correlated with that of vχ, so the distribution of cos θχi is

peaked at zero.

On the other hand, consider DM interacting via a heavy mediator, for which

large deposits are favored. In particular, for pχ ∼ pF, momentum transfers of order

pF are possible, corresponding to cos θqi ∼ 1. For example, for pχ = 2pF, if the DM

is fully stopped and its energy shared equally between the two QPs, then cos θqi is

given uniquely by cos θqi =
√
vF/(vF + vχ). For typical materials, vχ � vF, so indeed

cos θqi ≈ 1. In Al, this solution corresponds to cos θqi ≈ 0.93. Further, fully stopping

the DM implies that cos θχq = 1, so cos θχi = cos θqi. Thus, when pχ ∼ pF and large q

is favored, the angular distribution can peak in the direction of the DM wind.

The marginal distribution of cos θi is shown by the solid curves in the top

panels of Fig. 9.1 for several DM masses in Al. We assume the Standard Halo Model

with the parameters of Ref. [418]. For light DM or a light mediator, small energy

transfers are favored, leading to a peak in the distribution orthogonal to the DM wind

axis. For heavier DM and mediators, larger energy transfers lead to a forward-peaked

distribution.
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9.2 Quasiparticle relaxation

We have shown how the directions of the initial quasiparticles are related to

the direction of the incoming DM. The second requirement for directional detection is

that this directionality must be preserved after the initial excitations relax. Thus, we

now study the down-conversion of the initial QP excitations.

Following Refs. [495–497], we model down-conversion as a repeating sequence

of two distinct processes: first, energetic QPs relax by emission of phonons, and second,

energetic phonons decay into QP pairs. Quasiparticle pair production eventually stops

once all remaining phonons have energy below 2∆. We treat such phonons as ballistic,

including them as part of the final state that is eventually read out by the detector. As

shown in Appendix G, phonon emission is kinematically forbidden for very low-energy

QPs, so the QPs eventually become ballistic as well. The down-conversion process is

finished when all particles are ballistic. For other approaches to the relaxation of highly

energetic QPs, see Refs. [498, 499].

We study the impact of down-conversion on directionality by explicit simula-

tion, implemented in a public code based on this chapter.1 We begin with an ensemble

of initial excitations sampled from the distribution fQP, and then iterate the relaxation

processes described above until all QPs and phonons are ballistic. Computing the mo-

mentum of the outgoing excitations after each relaxation process requires knowledge of

the differential rate of these processes with respect to the kinematical parameters of the

final state. We take the differential rates for phonon emission and QP pair production

from Eqs. (16) and (27) of Ref. [500]. In each case, imposing conservation of energy and

1http://github.com/benvlehmann/scdc
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momentum using the dispersion relation of Eq. (9.1) gives the distribution of final-state

angles. The differential rate of QP pair production by a phonon of energy ωph is given

by

dΓ

dEi
∝ Ei(ωph − Ei) + ∆2

√[
E2

i −∆2
][

(ωph − Ei)2 −∆2
] , (9.4)

where Ei is the energy of one QP and ωph−Ei is the energy of the other. This distribution

is sharply peaked at Ei ∼ ∆ and Ei ∼ ωph −∆, corresponding to the case in which one

of the two QPs receives most of the phonon’s energy. Here, the dispersion relation of

Eq. (9.1) implies that the QPs are produced nearly orthogonal to the axis of the initial

phonon. Thus, for small deposits, the angular distributions of QPs and phonons in the

final state will peak in orthogonal directions.

We sample initial excitations and simulate the down-conversion process for

several DM masses in Al. The angular distributions of the resulting QPs are shown as the

solid curves in the bottom panels of Fig. 9.1. Directionality of the phonons is weaker (see

Appendix G). For light mediators, the initial QPs have excellent directionality, which is

well-preserved after down-conversion. For a heavy mediator, despite the directionality of

the initial QPs, the down-converted distribution is much closer to isotropic, particularly

for heavier DM. This is simply because heavy mediators and heavy DM favor larger

deposits, which lead to a larger number of relaxation events. For this reason, the dashed

curves in the bottom-right panel of Fig. 9.1 show the angular distribution including only

events with total deposits ω < 20∆. These dashed curves retain directionality associated

with the low-energy part of the initial angular distribution.
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9.3 Results

Figure 9.2 shows the estimated sensitivity for the detection of the directional

DM wind, with impressive reach. Existing direct detection constraints are shown in gray.

(Complementary model-dependent probes may also apply [501–503].) Critically, since

the target is isotropic, there is no modulation in the overall rate, unlike many directional

detection schemes. Instead, the reach must be defined in terms of the anisotropy in the

distribution of the final-state excitations. The dashed lines in Fig. 9.2 show the projected

reach for a detector which counts final-state quasiparticles in each of two angular bins:

the “on-axis” bin, with |cos θ| > 1
2 , and the “off-axis” bin, with |cos θ| < 1

2 . Establishing

that the signal is not isotropic requires a certain number of events, which translates to a

minimal cross section for a fixed experimental exposure. Note that for a heavy mediator,

we impose a cut to include only small deposits, which reduces the overall rate, but lessens

the impact of down-conversion.

The two-bin configuration is the minimal experimental configuration for direc-

tional detection, and represents the most conservative projection. For heavy mediators,

a more ambitious projection is obtained by assuming precise resolution of cos θ. In this

case, the detailed shape of the angular distribution can be compared with the distribu-

tion under the null hypothesis of an isotropic background. This again translates to a

minimal number of events to detect directionality, and a corresponding minimal cross

section, shown by the dotted line in Fig. 9.2. Further details are given in Appendix H.

For light mediators, since directionality is manifest, this procedure gives almost exactly

the same result as the two-bin configuration, so the corresponding line is not shown.
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Figure 9.2: Directional detection discovery reach for DM scattering in an Al supercon-
ductor via a light (left panel) or heavy (right panel) mediator. Solid lines: 3-event reach
for a kilogram-year exposure, not including directionality. Dashed lines: estimated dis-
covery reach for directionality at 95% C.L. using only two angular bins. Dotted line:
estimated discovery reach for directionality in an experiment with high-precision mea-
surement of cos θ. Blue dot-dashed lines show cross sections for example DM models
[378]. Shaded gray regions indicate existing constraints from SENSEI [455], SuperCDMS
HVeV [457], DAMIC [384], Xenon10 [380], DarkSide-50 [381], and Xenon1T [454].
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The dashed and dotted curves in Fig. 9.2 are representative of the directional

sensitivity of an experiment in the simplest and most sophisticated configurations. A

kilogram-year exposure of such an experiment would be capable of detecting direction-

ality for DM masses keV . mχ . GeV. Both configurations discussed here would be

directionally sensitive at cross sections covering important cosmological targets that are

not currently probed by any direct detection experiments.

9.4 Discussion

In this chapter, we have shown that superconductors [369, 370, 488] can probe

DM directionally, even in the case of an isotropic medium. This has important implica-

tions for the design of directional superconducting detectors. Directionality will require

detectors to push resolutions lower, with thresholds close to the superconducting gap.

Detectors that can trap primary QPs are preferred as they will be able to take advan-

tage of the directional correlations in the DM signal. This is in contrast to the weak

directionality in the phonon system.

In order to scale detectors to kilogram-year exposures while retaining direc-

tional sensitivity, a massive multiplexing scheme will likely be required: typical detector

volumes will be of order 1 cm3 or smaller in order to attain high collection efficiencies

[370]. Intrinsic QP lifetimes do diverge for very low temperatures and QP occupancy,

even in the “dirty” limit [500].

For realistic applications of bulk superconducting targets, characterization of

mean QP diffusion length in real samples will determine which materials are best suited
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for directional DM detection. Such work has been done for large niobium (Nb) crystals

[504], but has largely been put aside over the last few decades. These programs will

need to be restarted in order to characterize samples with the appropriate properties

to detect small energy deposits in the regime relevant to directional DM detection. For

materials with a known diffusion length, this directionality can be converted to a rate

modulation by making a detector in which one path length to the sensor is much shorter

than this diffusion length, and the orthogonal path length is much longer. Chemical

Vapor Deposition–grown superconducting crystals of Nb or Al instrumented on their

large surface, with cross-sections of a few mm2 and thickness of around 100 microns,

would achieve this behavior for typical diffusion lengths of a few hundred microns.

Our results demonstrate directional detection of DM in a target that is oth-

erwise isotropic, in contrast to most directional studies. Here, directionality is inferred

from the geometric properties of the excitations themselves, rather than from a rate

variation. Our results strongly suggest that for a gapless material with typical acoustic

phonon modes, no directional correlation is preserved between the initial DM scatter

and the outgoing excitations, as phonons can always be emitted in the limit ∆→ 0. In

an anisotropic material, some correlations may still persist further above the gap due to

an increased number of forbidden transitions. As an example, indirect-gap materials, if

such superconductors exist, would be much more likely to preserve directionality even

in the limit of a small gap if large energies are required for inter-valley transitions. We

leave the exploration of such scenarios for future work [470].
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Chapter 10

New constraints from superconducting

nanowires

As highlighted in the preceding chapters, after decades of theoretical and ex-

perimental focus on DM at the electroweak scale, attention has recently shifted to

lighter masses, with sub-GeV DM capturing the limelight from both the theoretical [367–

370, 372, 375, 376, 378–380, 421–447] and experimental [381–384, 448–457] perspectives.

Direct detection of sub-GeV DM requires detectors with much lower thresholds than

traditional experiments, and this has motivated the development of many novel detec-

tion techniques. Among the proposed detectors, superconductors [369, 370, 435] stand

out: due to their exceptionally small band gaps of O(meV) and correspondingly small

detection thresholds, these materials are capable of detecting light sub-MeV DM. In

principle, they are sensitive to the scattering (absorption) of DM with mass as light as

∼1 keV (∼1 meV).

Realizing the full potential of superconducting detectors for DM will require
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additional technological developments [505]. However, existing devices being used for

other applications can already play a meaningful role for dark matter detection. Super-

conducting nanowire single-photon detectors (SNSPDs) are one such established sensor

technology, with numerous applications from quantum sensing to telecommunications

(see e.g. Refs. [506–508]). These devices are sensitive to the deposit of extremely small

amounts of energy, with proven sub-eV thresholds and low dark count rates [435, 509–

511, 511–515] and potential to measure the spectrum of energy deposits [516]. Under

certain conditions, they may even be sensitive to the direction of the deposited momen-

tum [517]. In Ref. [435], we proposed to apply this mature technology for the first time

to the DM hunt by using the SNSPDs simultaneously as the target and for readout: i.e.,

the SNSPD is both the material with which DM interacts and the sensor that registers

the deposited energy and momentum.

In this chapter we report on a 180-hour measurement performed with a pro-

totype SNSPD device that we use to place new bounds on DM, including the strongest

terrestrial constraints to date on dark matter with sub-MeV (or sub-eV) masses that

scatters with (or is absorbed by) electrons. For the first time, we evaluate bounds using

a novel theoretical framework that accounts for the many-body physics of the detector

and includes an enhancement due to the thin-layer geometry. Our results represent

novel constraints on DM interactions from a superconducting detector system, realizing

prospects envisioned nearly a decade ago and providing a new driver for the develop-

ment of quantum sensing technology. We present a roadmap for the development of

future experiments and demonstrate the prospects for SNSPDs to lead exploration of

the light DM parameter space. Throughout this chapter we use natural units, where
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100 μm
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Figure 10.1: SEM images of the prototype WSi SNSPD device taken at different mag-
nifications. Left: the entire device with two contact pads and active area of 400 µm
by 400 µm. Top right: View of the detector area in the center. Bottom right: Several
individual nanowires.

c = ~ = 1.

10.1 Experimental setup

SNSPDs operate by maintaining a bias current in a superconducting nanowire,

keeping the device in the superconducting phase very near the edge of the supercon-

ducting transition. Under these conditions, any deposited energy above threshold can

cause a portion of the device to undergo a transition to the normal metal phase, lo-

cally increasing the resistance of the wire. This results in a brief but significant voltage

pulse that can be amplified and then read out. Typical events produce pulses with an

amplitude of order 1 mV lasting for several nanoseconds for absorbed energy ranging

from 0.1 meV to 10 eV. Further information on energy thresholds and calibration can

be found in Ref. [518].

Scanning electron microscope (SEM) images of our prototype device are shown
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Figure 10.2: Schematic cross section of a single nanowire. Layers are not drawn to scale.

in Fig. 10.1. The device is a square array of nanowires measuring 400 µm on a side,

with two contact pads for the readout electronics. Each nanowire in the array measures

140 nm in width, and the spacing between each wire and the next is 200 nm, corre-

sponding to a pitch of 340 nm. Each nanowire consists of several layers, illustrated in

Fig. 10.2. The thin tungsten silicide (WSi) layer is the active detector layer, but the

other layers still modify the detector response to deposited energy and momentum, as

we discuss below. The device was fabricated from a 7 nm-thick WSi film which was

sputtered on a 150 nm-thick thermal silicon oxide film on a silicon substrate at room

temperature with RF co-sputtering. Additionally, a thin 2 nm Si layer was deposited

on top of the WSi film in-situ to prevent oxidation of the superconductor. A layer of

ZEP520A, a high performance positive tone electron beam resist, was spin-coated onto

the chip at 5000 rpm, which ensured a thickness of 335 nm. The ZEP520A pattern was

then transferred to the WSi by reactive ion etching in CF4 at 50 W. The ZEP520A
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Figure 10.3: Sketch of the experimental setup. The prototype device was embedded in
a light-tight box and cooled to a temperature of 0.3 K. The high-frequency signal was
carried out of the cryostat though a low-noise cryogenic amplifier to the read-out, while
the DC path was connected to a low-noise voltage source. A low-temperature bias tee
decoupled the high-frequency path from the DC bias path at the 3 K stage.

thickness is estimated to be 250 nm after etching and is left on the top surface. The

prototype device is contained inside a light-tight box at 0.3 K as shown in Fig. 10.3.

The signal was amplified at the 3 K stage by cryogenic low-noise amplifiers with a total

gain of 56 dB and then sent to a pulse counter. To minimize the effect of blackbody

illumination, the optical path was disconnected. The cryostat also has several layers of

shielding at the 3 K and 40 K stages. For the science run, the bias current was fixed to

4.5 µA, and the device was exposed for 180 hours, with four dark counts observed. The

device threshold is at most 0.73 eV. The observed dark counts may be due to cosmic

ray muons, Cherenkov photons generated in the optical setup, or high-energy particles

excited by radioactive decay events. The data is further described in Ref. [519], which

studies DM absorption in a haloscope configuration.

We use this data to set world-leading bounds on DM–electron interactions, as

explained below.
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Figure 10.4: New constraints and updated expected reach for DM–electron scattering in
SNSPDs via a light mediator at 95% C.L. as a function of DM mass. The shaded blue
region indicates the new bound placed by our prototype device with 4.3 ng exposed for
180 hours with four dark counts observed. The dot-dashed blue curve indicates results
from our previous run [435] with an exposure of 10 000 seconds, now updated to include
in-medium effects. Other curves show the projected reach for WSi, NbN, or Al targets
with the indicated exposures and thresholds, assuming that sources of dark counts
are eliminated. Solid curves conservatively neglect thin-layer enhancements. Dashed
curves include these enhancements following Ref. [520]. Dotted curves conservatively
include estimated effects of dissipation in neighboring layers (see text). The 177 µg
exposure corresponds to a 10 cm× 10 cm area of NbN at 4 nm thickness and a 50% fill
factor, and 248 (124) meV threshold corresponds to a 5 (10) µm wavelength. In shaded
gray we show the existing constraints from SENSEI [455], SuperCDMS HVeV [457],
DAMIC [384], Xenon10 [380], DarkSide-50 [381], and Xenon1T [454].
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Figure 10.5: New constraints and updated expected reach for DM–electron scattering in
SNSPDs via a heavy mediator at 95% C.L. as a function of DM mass. The shaded blue
region indicates the new bound placed by our prototype device with 4.3 ng exposed for
180 hours with four dark counts observed. The dot-dashed blue curve indicates results
from our previous run [435] with an exposure of 10 000 seconds, now updated to include
in-medium effects. Other curves show the projected reach for WSi, NbN, or Al targets
with the indicated exposures and thresholds, assuming that sources of dark counts
are eliminated. Solid curves conservatively neglect thin-layer enhancements. Dashed
curves include these enhancements following Ref. [520]. Dotted curves conservatively
include estimated effects of dissipation in neighboring layers (see text). The 177 µg
exposure corresponds to a 10 cm× 10 cm area of NbN at 4 nm thickness and a 50% fill
factor, and 248 (124) meV threshold corresponds to a 5 (10) µm wavelength. In shaded
gray we show the existing constraints from SENSEI [455], SuperCDMS HVeV [457],
DAMIC [384], Xenon10 [380], DarkSide-50 [381], and Xenon1T [454].
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10.2 DM interaction rate

The concept of our experiment is that local DM particles may interact with the

electrons in an SNSPD. In this case, a DM particle may occasionally exchange sufficient

energy with these electrons to overcome the threshold of the detector, producing a count

in the device when no other sources are present. In order to translate rate measurements

of an SNSPD device to bounds on the DM–electron interactions, for both scattering

and absorption processes, it is necessary to compute the rates of these processes in the

detector.

10.2.1 Bulk interaction rate

For small energy and momentum transfers, electrons in the detector cannot be

considered free particles, and the many-body physics of the target material becomes im-

portant. We compute the DM interaction rates using a new theoretical method recently

developed by Ref. [488] (see also Ref. [521]). This technique is based on the dielectric

response of the target material as characterized by its loss function, and naturally in-

corporates the many-body physics of the detector, eliminating substantial uncertainties

associated with first-principles approaches. The key input quantity, the dielectric func-

tion, can be either measured experimentally or computed theoretically using established

models from condensed matter physics.

The loss function (or, equivalently, the dielectric function) is readily measured

by X-ray or electron scattering in the relevant regime of energy and momentum transfers.

However, to our knowledge, no data is yet available for the loss function in WSi at the
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relevant values of q and ω. Therefore, in this chapter, we compute the loss function

using the well established Lindhard model [468]. In the Lindhard model, also known as

the random phase approximation or the free electron gas model, the dielectric function

can be written in closed form in the low-temperature limit as

εL(q, ω) = 1+
3ω2

p

q2v2
F

{
1

2
+
kF

4q

(
1−Q2

−
)

Log

(
Q− + 1

Q− − 1

)
+
kF

4q

(
1−Q2

+

)
Log

(
Q+ + 1

Q+ − 1

)}
,

(10.1)

where ωp = (4παne/me)
1/2 is the plasma frequency, for ne the number density of elec-

trons; kF is the Fermi momentum; vF = kF/me is the Fermi velocity; and Q± =

q/(2kF)±ω/(qvF). The Lindhard dielectric function exhibits a resonance at the plasma

frequency ωp. In the form above, this resonance is present but infinitely narrow. A non-

zero width is obtained under the replacement ω → ω+ i/τ , where the excitation lifetime

τ can be fitted to experimental data. Such a width may enhance the loss function at

deposits very far from the peak of the resonance [488]. In this chapter, we estimate

1/τ = 1
10ωp, a typical width for a metal.

We consider both DM scattering and absorption processes. For DM scattering,

we place limits on the DM–electron scattering cross section. These hold for any spin-

independent interaction that couples the DM to the electron density [488], including

both scalar and vector mediators. For absorption, we consider a fiducial theory of a

dark photon A′µ, with field strength F ′µν ≡ ∂µA
′
ν − ∂νA′µ, kinetically mixed with the

Standard Model photon. That is, we assume a Lagrangian of the form

L ⊃ −1
2κFµνF

′µν . (10.2)
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The absorption rate per unit volume can then be written as

ΓA = κ2mχW(pχ,mχ) , (10.3)

where mχ is the DM mass and pχ is the momentum of the incoming DM particle.

The kinetic mixing parameter κ is the quantity that we bound in our experiment (see

Fig. 10.6).

10.2.2 Interaction rate in a thin layer

Each unit of our prototype detector is composed of a stack of thin layers of

different materials, as illustrated in Fig. 10.2. For a low-dimensional target system, or for

heterogeneous systems with interfaces, the dielectric response of the detector is different

from that of a bulk sample of material, and these differences should be accounted for

in the rate. These effects are newly explored in Ref. [520], which derives the DM

interaction rate in a thin layer. In particular, if the layer width is small compared to

the inverse momentum transfer in the interaction, the response of the layer itself is

significantly modified, and features a new resonance for small energy deposits. Thus,

the DM scattering rate per unit volume for a thin layer can be enhanced significantly

with respect to a bulk detector.

Preliminary estimates suggest that the absorption rate is subject to even larger

enhancements, but the approach of Ref. [520] cannot be directly applied in this kinematic

regime, where the deposited momentum is much smaller than the deposited energy. We

do not quantify this enhancement in this chapter, but leave this as a task for future

experimental characterization.
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The thin-layer interaction rate derived by Ref. [520] assumes that the detector

layer is the only dissipative component of the system, such that energy deposited in any

other layer is eventually dissipated there. However, experimental characterization of

our prototype detector suggests that dissipation in the other layers is in fact significant:

only large deposits far above the threshold in the other layers produce measurable events

in the WSi layer. Thus, in what follows, we also show a conservative result that includes

dissipation in all layers, and neglects deposits outside the detector layer. Further details

are given in Appendix E. Our treatment yields a conservative bound on DM–electron

interactions compared to what could be achieved with more complete knowledge of

the prototype device response. Future study of the prototype nanowire to accurately

characterize sensitivity to energy deposits outside the WSi layer, as a function of their

magnitude and location, will allow for even stronger DM limits.

Each nanowire contains layers of Si and SiO2 in addition to WSi. The dielectric

function of Si can be approximated using the Lindhard model with EF = 18.9 eV,

which originates from a phenomenological fit [488]. For SiO2, we use the fit provided

by Ref. [522]. We model the ZEP520A top layer with a constant and real dielectric

function, taking the (real) index of refraction to be ∼1.5.

10.3 Results

Our new constraints are summarized in Figs. 10.4 and 10.5 for DM–electron

scattering with light and heavy mediators (left and right panels, respectively), and

in Fig. 10.6 for DM absorption. Existing terrestrial constraints are shown in shaded
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Figure 10.6: New constraints and updated expected reach for DM absorption in SNSPDs
as a function of DM mass, for a relic kinetically mixed dark photon. As in Figs. 10.4
and 10.5, the shaded blue region indicates the new bound at 95% C.L., and other solid
curves indicate projections for future experiments, neglecting possible geometric effects.
The shaded gray region shows existing terrestrial constraints from Xenon data [523],
SuperCDMS [382], DAMIC [384], EDELWEISS [456], FUNK [524] and SENSEI [455],
while the yellow region indicates model-dependent stellar bounds [523, 525, 526].
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gray, and model-dependent stellar constraints are shown in yellow. (Other model-

dependent cosmological constraints may also apply; see e.g. Refs. [527–529].) Our

previous nanowire bounds [435], updated to incorporate in-medium effects via the di-

electric formalism, are indicated by dot-dashed blue curves. Notably, our prototype

detector already provides the strongest constraints to date on the electronic interac-

tions of sub-MeV (sub-eV) DM via scattering (absorption) processes, with an exposure

of only 4.3 ng × 180 h or equivalently 8.8× 10−14 kg yr. We also show projections for

future SNSPD experiments with larger exposures in NbN and Al detectors. All bounds

and projections are given at 95% confidence level (C.L.) for one-sided Poisson statistics

and computed using the Lindhard model for the dielectric function [468], which agrees

well with available measurements at zero momentum transfer.

Scattering results are shown in terms of a reference scattering cross section

σ̄e = 1
πµ

2
eχg

2
eg

2
χ

[
(αEMme)

2 +m2
φ

]−2
, where µeχ is the reduced mass of the DM–electron

system; ge and gχ are the couplings of the mediator to the electron and DM, respectively;

and αEM ≈ 1/137 is the fine structure constant. Absorption results are shown in terms

of the size of the kinetic mixing κ of a dark photon—essentially its coupling to the

electromagnetic current. We take the Fermi energy EF to be 7 eV in both WSi and

NbN, and we take the densities to be 9.3 g/cm3 and 8.4 g/cm3, respectively. The Fermi

energy and density of Al are taken to be 11.7 eV and 2.7 g/cm3, respectively. We assume

a local DM density of 0.3 GeV/cm3 with velocities distributed according to the Standard

Halo Model, i.e., with probability density fχ(v) ∝ Θ(vesc − |v|) exp
[
−(v + vE)2/v2

0

]
.

We take v0 = 220 km/s, vE = 232 km/s, and vesc = 550 km/s.

The impressive reach for scattering and absorption at the smallest masses is
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due to the low device threshold of 0.73 eV, assisted by its low dark count rate. Future

realizations of this experiment may be able to achieve substantially lower thresholds,

sensitive to much lower masses. The projections for the reach of future NbN detectors

assume thresholds of 248 and 124 meV, which would extend the experimental reach to

DM masses of order 50–100 keV. Indeed, sensitivity at the 10 µm-wavelength scale—

corresponding to a 124 meV threshold—has already been demonstrated in SNSPDs [509].

We also show the projected reach for a superconducting Al detector with a 10 meV

threshold. Such a detector would be capable of detecting DM with mass of order ∼keV,

below which structure formation considerations rule out fermionic DM [364, 489, 490].

Solid curves are computed neglecting thin-layer effects, i.e., treating the detec-

tor as a bulk volume. Dashed and dotted curves show the projections including these

effects: dashed curves neglect dissipation in the other layers, following Ref. [520], while

dotted lines incorporate this dissipation in the most conservative form. (See Appendix E

for details.) Geometric effects do not significantly affect the reach of the constraints for

the current experimental configuration, but these effects are an important consideration

for future experimental design: thin-layer effects were not exploited in the original de-

sign of the prototype, and have arisen incidentally from the necessarily low-dimensional

structure of SNSPDs. Sensitivity of the WSi detector layer to deposits in other layers of

the device may allow for enhanced reach even at high DM masses, effectively increasing

the detector volume. Such sensitivity may be possible for deposits far above threshold,

and could be quantified experimentally. Deliberate optimization of the target geometry

may enable even more significant enhancements, particularly in the absorption rate.

The geometric effects included in this chapter are estimated in a simplified
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framework. We do not quantify the geometric effects on the absorption rate here, and

in the case of scattering, additional corrections may arise from the lower layers of the

geometry in Fig. 10.2 or from local-field corrections [530, 531]. The accurate impact of

the geometry of the device on the DM interaction rate can be quantified experimentally

in a robust manner, and is expected to further improve the reach.

10.4 Discussion

We have reported on a new search for DM–electron scattering and absorption

in a prototype SNSPD detector. Our results place the strongest terrestrial constraints

to date on DM–electron interactions for sub-MeV (sub-eV) masses for scattering (ab-

sorption) processes. This is the first time that superconducting detectors have been used

to probe unconstrained parameter space for DM scattering, a crucial milestone in the

program of light DM searches that heralds significant collaboration between the DM and

quantum-sensing communities. The constraints presented in this chapter are computed

using the dielectric function formalism, accounting for the many-body physics of the de-

tector material, and we have also accounted for geometric effects that can significantly

enhance the predicted DM interaction rate.

Our small-scale prototype is able to exceed previous experimental constraints

thanks to the remarkably low 0.73 eV threshold of the SNSPD detector, along with its

extremely low dark count rate. Future iterations of this experiment promise to reach

even lower thresholds with even lower dark count rates. At present, we place constraints

on DM interactions assuming that the dark counts are due to backgrounds. In the future,
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experimental improvements will allow the use of rate modulation [532, 533] and possibly

even spectroscopic measurements [516] to differentiate between backgrounds and a DM

signal. The SNSPD platform is being heavily developed for numerous applications in

quantum sensing and precision metrology, and given the rapid pace of development,

Figs. 10.4 to 10.6 can be treated as a realistic indication of the reach of future experi-

ments. The Al projections, with their 10 meV thresholds, represent an ambitious target:

achieving such thresholds will require considerable technological development, but there

is no fundamental obstacle to constructing such a device.

An additional important challenge is to scale the prototype device to a large-

scale experiment. Thus far, SNSPD devices are small: our nanogram-scale prototype is

typical. Sensitivity to cross sections as small as those probed by experiments at higher

DM masses will require significantly larger detectors at the gram scale and beyond.

While the electron lithography techniques used to fabricate our prototype do not scale

easily to larger devices, it is possible that optical lithography or other technologies would

enable the production of a larger detector.

Finally, future experiments will be in a position to leverage geometric enhance-

ments to the interaction rate. Our prototype detector was designed to demonstrate the

capabilities of SNSPDs for DM detection with existing technology and fabrication tech-

niques, and such geometric enhancements were not a design consideration. However, the

theoretical methods introduced by Refs. [488, 520, 521] make it possible to accurately

compute these geometric effects when designing future detectors. The phenomenology

of thin layers and interfaces has been studied thoroughly in the condensed matter liter-

ature, and this should allow for the fabrication of designer materials or heterostructures
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with highly customized dielectric responses. Such materials could feature even larger

geometric enhancements to the DM interaction rate, allowing near-future experiments

to delve deep into uncharted parameter space.
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Closing remarks
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The bright future of dark matter science

I began this thesis by laying out the perilous position of dark matter phe-

nomenology: the field has spent decades preparing for a future that may never be

realized. The viability of the WIMP paradigm continues to dwindle, and we must now

confront the vast space of alternative models. If nature has been unkind, it is en-

tirely possible that the identity of the DM species will be experimentally inaccessible

to us for centuries. Amidst this context, I hope to close this thesis by justifying my

sense of tremendous optimism for the future study of DM, cosmology, and associated

new physics. Notice that I have reverted to the first-person singular: these remarks

are strictly my opinion, and my poor predictions of the future should not tarnish my

collaborators.

First, to set the record straight, any pessimism over the future of particle

physics is extremely premature. After all, the crisis that we face now is less than ten

years old. There are numerous reasonable scenarios in which significant discoveries really

do lie around the corner. I point to history: physics has been apparently stagnant for

long periods in the past, but nonetheless, we have rarely gone more than a few decades

without revolutionary progress.

However, in taking lessons from history, we should be attentive to the typical
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modes of progress after impasse. One lesson is widely acknowledged both in and out of

the field, almost to the point of cliché: that scientific progress is not smooth, but follows

a series of punctuated equilibria, with tensions slowly becoming crises that explode into

Kuhnian revolutions. This has become such a strong expectation for the resolution of

long-standing scientific mysteries that DM phenomenology has become a frequent target

of armchair philosophers of science. If I had a nickel for every time I explained to a

skeptical layperson that particle DM is still the best hypothesis, I would have earned a

sum comparable to the UC Santa Cruz stipend after the average student’s rent.

A less trumpeted conclusion from recent history is that the progress of science

tracks the development of tools more closely than the development of ideas. Most

scientific revolutions can be traced to some new discovery, often a completely unexpected

finding, that was enabled by new instrumentation rather than brilliant theory. For

example, thermodynamics arose as a science in parallel with the development of practical

heat engines in the 18th and 19th centuries. Relativity and quantum mechanics were

each formulated within years of the key experimental inputs. The Standard Model of

particle physics was incrementally constructed as colliders reached higher and higher

scales. Even Newton’s development of classical mechanics quickly followed and built on

advances by Kepler and Galileo, whose work was in turn enabled by the newly-invented

telescope.

This is understandably an uncomfortable notion: it suggests that there are

severe limits on what we can accomplish with sheer cleverness in the absence of exper-

imental methods. More subtly, it stands in opposition to the “great man” theory of

scientific history, since it asserts that the accomplishments of these great men had more
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to do with their time and place than with their unique individual characters. To be clear,

there were certainly rare geniuses who played instrumental roles in scientific history—I

would not dispute that. But it should be clear that if any of these rare geniuses had

never lived, scientific progress would not have been long delayed. (For instance, if any-

one would claim that Newton was irreplaceable in scientific history, Messrs. Hooke and

Leibniz would famously beg to differ.)

What does this have to do with the future of DM science? To me, it suggests

that the most pragmatic path forward is to bring new tools to bear on the problem,

and to rapidly explore wide swathes of parameter space, looking for a surprise of any

kind. Formal theory and phenomenology for its own sake is extremely important, but

we should recognize that our field has vast reservoirs of creativity that are more than

adequate to the task of positing explanations for the phenomena that we already ob-

serve. Indeed, this underlies what some consider to be a distressing overproduction of

theoretical results in particle physics. The challenge for the future of DM, and particle

physics more generally, is to connect particle physics model space with a broad new set

of experimental and observational tools.

This is a fundamentally different exercise from the bread and butter of the

last four decades. In the past, the field had a very strong prior for the nature of DM,

and a very clear idea of what would constitute the next step in its characterization:

the detection of DM particles in an laboratory experiment, perhaps, or a clear collider

signature. There was a straight and narrow path towards writing down the Lagrangian

of the dark sector. Even at my most optimistic, I admit that we may still be many

years away from accomplishing that feat. But such a detailed characterization of DM
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microphysics does not need to be our immediate goal. Generic constraints are still

extremely powerful, and ultimately shape our concept of DM.

However, such a broad goal presents significant challenges for the design and

implementation of experiments. What can we use to build our prior for “reasonable”

DM models? After all, broadening the search does not mean discarding all scruples.

Simple, concretely realizable models are still the best motivated. The laziness of nature

is our best guiding principle, even if scientific history does not adhere to it as a rule.

But parsimony does not substantially distinguish many classes of “miraculous” models

that lie across the viable DM mass range, and that is precisely why the next generation

of experiments must search for a broad variety of representative models across the

spectrum.

(Here it is worth remembering that parsimony provides one of the strongest

pieces of motivation to search for DM in the first place. Consider that we already know

a tremendous amount about the DM species from astrophysics and cosmology. Why

bother pursuing its mass, spin, and couplings, other than for academic reasons? The

most direct answer is that we would be extremely surprised to find that the nature of

DM has nothing to do with any of the other open problems in particle physics and

cosmology. That, too, is parsimony in action.)

With these grand principles in mind, what I have attempted to do in this thesis

is to advance the connective tissue between new tools and new physics. I have argued

in the foregoing chapters that new astronomical observables, new gravitational wave

probes, and new quantum sensing capabilities open up powerful opportunities to probe

DM models across the spectrum. Ultimately, I hope that one of these new observables
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will find something surprising—perhaps something not even connected directly to DM,

but nonetheless something that spurs a new set of questions.

Looking at recent history, I would be astonished if no grand surprise appeared

on the timescale of my career—and that is what underlies my optimism. I do not know

if I will live to know the mass, spin, and couplings of the DM particle. But I do expect

to see new positive qualitative statements about the nature of DM, and I do expect to

see the field reorganize around new and promising lines of inquiry.

And now, I must emphasize that one such grand surprise might be the revival

of the SUSY WIMP. Despite general pessimism in the field, the parameter space is

extremely broad, extremely complicated, and far from exhausted. SUSY remains an

remarkably well-motivated paradigm, both in general and at the weak scale specifically.

My personal focus on broadening the search for DM is not blind to this possibility.

Indeed, if WIMPs are discovered, that will be the start of an exciting era, and by no

means the end of a broad search. The WIMP theory space is sufficiently complicated

that broad tools will still serve an important role even if these waning ideas turn out to

be substantially correct. Such a development would put us back in the shoes of particle

physicists from the 1970s and 1980s, in exciting times when our tools turned out to be

so much more capable than we had a right to hope.

Finally, I stress that the tools discussed in this thesis are only a small subset

of the new tools that may be available to us in the near future. Since methods devel-

opment is driven by adancements in parallel fields, it is interesting to consider the DM

applications of areas that are advancing rapidly today. Notably, the coming decades

should see extraordinary advances in both quantum information science and machine
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learning, and these are already quietly revolutionizing many areas of physics. Methods

from quantum information science have already made their way into direct detection

techniques, and machine learning undergirds many analysis methods in collider exper-

iments and astronomical surveys. It is a sure bet that we have yet to realize the full

power of these and other nascent tools in the DM community.

So, despite the viability of nightmare scenarios, I remain extremely optimistic.

DM physics is undergoing a kind of phase transition: in the coming years and decades,

a vast range of uncharted territory will be probed by new kinds of experiments, and new

methodological ideas will transform our search. I cannot predict what these new tools

will discover, and I hardly dare to hope that they will serve us the DM Lagrangian on a

platter. But I do hope and believe with reasonable confidence that interesting surprises

are not far down the road.
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T. Barclay, J. R. Campbell, W. J. Chaplin, D. Charbonneau, J. Christensen-
Dalsgaard, J. L. Dotson, L. Doyle, E. W. Dunham, A. K. Dupree, E. B. Ford, J. C.
Geary, F. R. Girouard, H. Isaacson, H. Kjeldsen, E. V. Quintana, D. Ragozzine,

380

https://doi.org/10.1103/PhysRevD.87.123524
https://arxiv.org/abs/1301.4984
https://doi.org/10.1103/PhysRevLett.121.141101
https://arxiv.org/abs/1712.02240
https://doi.org/10.1016/j.dark.2018.04.005
https://arxiv.org/abs/1712.06574
https://doi.org/10.1142/S2010194511000171
https://doi.org/10.1103/PhysRevD.60.083512
https://arxiv.org/abs/astro-ph/9809395
https://doi.org/10.1016/j.dark.2017.10.001
https://arxiv.org/abs/1610.08479
https://arxiv.org/abs/1610.08479
https://doi.org/10.3847/1538-4357/aad6e2
https://arxiv.org/abs/1801.10327
https://arxiv.org/abs/1801.10327
https://arxiv.org/abs/1307.4050
http://stacks.iop.org/0264-9381/32/i=1/a=015014
http://stacks.iop.org/0264-9381/32/i=1/a=015014
https://doi.org/10.1146/annurev.astro.45.051806.110529
https://doi.org/10.1051/0004-6361/201116713
https://doi.org/10.1051/0004-6361/201116713
https://arxiv.org/abs/1106.0586
https://doi.org/10.1086/659427
https://doi.org/10.1086/659427
https://arxiv.org/abs/1012.5676
https://doi.org/10.1038/nature10684
https://arxiv.org/abs/1202.0903
https://doi.org/10.1086/672273
https://arxiv.org/abs/1307.2944
https://arxiv.org/abs/1307.2944


M. Shabram, A. Shporer, V. Silva Aguirre, J. H. Steffen, M. Still, P. Tenenbaum,
W. F. Welsh, A. Wolfgang, K. A. Zamudio, D. G. Koch, and W. J. Borucki, ApJS
235, 38 (2018), arXiv:1710.06758 [astro-ph.EP] .

[63] R. K. Leane and J. Smirnov, Phys. Rev. Lett. 126, 161101 (2021),
arXiv:2010.00015 [hep-ph] .

[64] Y.-D. Tsai, Y. Wu, S. Vagnozzi, and L. Visinelli, (2021), arXiv:2107.04038 [hep-
ph] .

[65] L. Wyrzykowski et al., Mon. Not. Roy. Astron. Soc. 416, 2949 (2011),
arXiv:1106.2925 [astro-ph.GA] .

[66] H. Niikura, M. Takada, S. Yokoyama, T. Sumi, and S. Masaki, Phys. Rev. D 99,
083503 (2019), arXiv:1901.07120 [astro-ph.CO] .

[67] B. Abbott et al. (LIGO Scientific), Phys. Rev. D72, 082002 (2005), arXiv:gr-
qc/0505042 [gr-qc] .

[68] R. Magee, A.-S. Deutsch, P. McClincy, C. Hanna, C. Horst, D. Meacher, C. Mes-
sick, S. Shandera, and M. Wade, Phys. Rev. D98, 103024 (2018), arXiv:1808.04772
[astro-ph.IM] .

[69] B. Abbott et al. (LIGO Scientific, Virgo), Phys. Rev. Lett. 123, 161102 (2019),
arXiv:1904.08976 [astro-ph.CO] .

[70] H. Davoudiasl and P. P. Giardino, Phys. Lett. B 768, 198 (2017), arXiv:1609.00907
[gr-qc] .

[71] Y. Génolini, P. Serpico, and P. Tinyakov, Phys. Rev. D 102, 083004 (2020),
arXiv:2006.16975 [astro-ph.HE] .
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[468] M. Dressel, G. Gruner, and G. Grüner, Electrodynamics of Solids: Optical Prop-
erties of Electrons in Matter (Cambridge University Press, 2002).

[469] Y. Sun, H. Xu, B. Da, S.-f. Mao, and Z.-j. Ding, Chinese Journal of Chemical
Physics 29, 663 (2016).

[470] J. A. Dror, B. V. Lehmann, P. H. Hiren, and S. Profumo, to appear .

[471] S. Knapen, J. Kozaczuk, and T. Lin, (2020), arXiv:2011.09496 [hep-ph] .

[472] H.-C. Weissker, J. Serrano, S. Huotari, E. Luppi, M. Cazzaniga, F. Bruneval,
F. Sottile, G. Monaco, V. Olevano, and L. Reining, Physical Review B 81, 085104
(2010).

[473] J. P. Walter and M. L. Cohen, Physical Review B 5, 3101 (1972).

[474] M. K. Kundmann, Study of semiconductor valence plasmon line shapes via elec-
tron energy-loss spectroscopy in the transmission electron microscope, Tech. Rep.
(Lawrence Berkeley Lab., CA (USA), 1988).

402

https://doi.org/10.1103/PhysRevD.102.091101
https://arxiv.org/abs/2005.14067
https://doi.org/10.1103/RevModPhys.28.184
https://books.google.com/books?id=EXwSDAAAQBAJ
https://doi.org/10.1007/JHEP06(2017)087
https://arxiv.org/abs/1608.02123
https://doi.org/10.1088/1475-7516/2012/05/034
https://arxiv.org/abs/1112.0493
https://doi.org/10.1103/PhysRevD.99.115009
https://arxiv.org/abs/1902.08623
https://books.google.com/books?id=Wv-wrtRdWT0C
https://books.google.com/books?id=Wv-wrtRdWT0C
https://arxiv.org/abs/2011.09496


[475] T. O. Wehling, A. M. Black-Schaffer, and A. V. Balatsky, Adv. Phys. 63, 1 (2014),
arXiv:1405.5774 [cond-mat.mtrl-sci] .

[476] D. E. Kharzeev, R. D. Pisarski, and H.-U. Yee, Physical review letters 115, 236402
(2015).

[477] J. Hofmann and S. D. Sarma, Physical Review B 91, 241108 (2015).

[478] G. S. Jenkins, C. Lane, B. Barbiellini, A. B. Sushkov, R. L. Carey, F. Liu, J. W.
Krizan, S. K. Kushwaha, Q. Gibson, T.-R. Chang, and et al., Physical Review B
94, 10.1103/physrevb.94.085121 (2016).

[479] A. Thakur, R. Sachdeva, and A. Agarwal, Journal of Physics: Condensed Matter
29, 105701 (2017).

[480] V. Kozii and L. Fu, Physical Review B 98, 041109 (2018).

[481] G. R. Stewart, Rev. Mod. Phys. 56, 755 (1984).

[482] P. S. Riseborough, Advances in Physics 49, 257 (2000).

[483] P. Coleman (2015) arXiv:1509.05769 [cond-mat.str-el] .

[484] A. Millis, M. Lavagna, and P. Lee, Physical Review B 36, 864 (1987).

[485] C. Bareille, F. Boariu, H. Schwab, P. Lejay, F. Reinert, and A. Santander-Syro,
Nature Communications 5, 1 (2014).

[486] O. Krivanek, N. Dellby, J. Hachtel, J.-C. Idrobo, M. Hotz, B. Plotkin-Swing,
N. Bacon, A. Bleloch, G. Corbin, M. Hoffman, C. Meyer, and T. Lovejoy, Ultra-
microscopy 203, 60 (2019), 75th Birthday of Christian Colliex, 85th Birthday of
Archie Howie, and 75th Birthday of Hannes Lichte / PICO 2019 - Fifth Conference
on Frontiers of Aberration Corrected Electron Microscopy.

[487] C. Blanco, Y. Kahn, B. Lillard, and S. D. McDermott, (2021), arXiv:2103.08601
[hep-ph] .

[488] Y. Hochberg, Y. Kahn, N. Kurinsky, B. V. Lehmann, T. C. Yu, and K. K.
Berggren, (2021), arXiv:2101.08263 [hep-ph] .

[489] S. Tremaine and J. E. Gunn, Phys. Rev. Lett. 42, 407 (1979).

[490] A. Boyarsky, J. Lesgourgues, O. Ruchayskiy, and M. Viel, JCAP 05, 012,
arXiv:0812.0010 [astro-ph] .

[491] J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev. 108, 1175 (1957).

[492] N. N. Bogolyubov, Sov. Phys. JETP 7, 41 (1958).

[493] M. Tinkham, Introduction to Superconductivity , 2nd ed. (Dover Publications,
2004).

403

https://doi.org/10.1080/00018732.2014.927109
https://arxiv.org/abs/1405.5774
https://doi.org/10.1103/physrevb.94.085121
https://doi.org/10.1103/RevModPhys.56.755
https://arxiv.org/abs/1509.05769
https://doi.org/https://doi.org/10.1016/j.ultramic.2018.12.006
https://doi.org/https://doi.org/10.1016/j.ultramic.2018.12.006
https://arxiv.org/abs/2103.08601
https://arxiv.org/abs/2103.08601
https://arxiv.org/abs/2101.08263
https://doi.org/10.1103/PhysRevLett.42.407
https://doi.org/10.1088/1475-7516/2009/05/012
https://arxiv.org/abs/0812.0010
https://doi.org/10.1103/PhysRev.108.1175
http://www.worldcat.org/isbn/0486435032


[494] Y. Hochberg, E. D. Kramer, N. Kurinsky, and B. V. Lehmann, to appear (2021).

[495] W. D. Gregory, Phys. Rev. Lett. 20, 53 (1968).

[496] J.-J. Chang and D. J. Scalapino, Phys. Rev. B 15, 2651 (1977).

[497] J. Bardeen, G. Rickayzen, and L. Tewordt, Phys. Rev. 113, 982 (1959).

[498] A. G. Kozorezov, A. F. Volkov, J. K. Wigmore, A. Peacock, A. Poelaert, and
R. den Hartog, Phys. Rev. B 61, 11807 (2000).

[499] Y. N. Ovchinnikov and V. Z. Kresin, Phys. Rev. B 58, 12416 (1998).

[500] S. Kaplan, C. Chi, D. Langenberg, J. Chang, S. Jafarey, and D. Scalapino, Phys.
Rev. B 14, 4854 (1976).

[501] H. An, M. Pospelov, J. Pradler, and A. Ritz, Phys. Rev. Lett. 120, 141801 (2018),
[Erratum: Phys.Rev.Lett. 121, 259903 (2018)], arXiv:1708.03642 [hep-ph] .

[502] J. B. Dent, B. Dutta, J. L. Newstead, I. M. Shoemaker, and N. T. Arellano, Phys.
Rev. D 103, 095015 (2021), arXiv:2010.09749 [hep-ph] .

[503] H. An, H. Nie, M. Pospelov, J. Pradler, and A. Ritz, (2021), arXiv:2108.10332
[hep-ph] .

[504] R. J. Gaitskell, Non-equilibrium superconductivity in niobium and its application
to particle detection, Ph.D. thesis, University of Oxford (1993).

[505] I. Esmaeil Zadeh, J. Chang, J. W. N. Los, S. Gyger, A. W. Elshaari, S. Steinhauer,
S. N. Dorenbos, and V. Zwiller, Applied Physics Letters 118, 190502 (2021),
https://doi.org/10.1063/5.0045990 .

[506] M. E. Grein, O. Shatrovoy, D. V. Murphy, B. S. Robinson, and D. Boroson,
Conference on Lasers and Electro-Optics (CLEO 2014) , SM4J.4 (2014).

[507] Y. P. Korneeva, D. Y. Vodolazov, A. V. Semenov, I. N. Florya, N. Simonov,
E. Baeva, A. A. Korneev, G. N. Goltsman, and T. M. Klapwijk, Conference on
Lasers and Electro-Optics (CLEO 2014) , SM4J.5 (2014).
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Appendix A

Numerical validation of PBH abundance

optimization

Given a set of constraints, it is also possible to use numerical methods to find a

mass function which maximizes the PBH density. There are significant caveats to such

an approach. Most importantly, a maximization algorithm may converge to a local

optimum rather than a global optimum. Additionally, computational costs may render

numerical approaches impractical unless the functions involved are discretized sparsely.

Even so, numerical optimization can be used to validate our analytical results: if the

same set of masses is used for discretization, then the numerical result should never

reach a greater normalized mass (cf. Eq. (1.19)) than that of our corresponding semi-

analytical result. Numerical methods can also be used to check that our semi-analytical

optimum is a stationary point of the normalized mass functional.
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A.1 Direct validation

We implement these validation steps using a simple Monte Carlo algorithm, as

follows: we begin with an initial mass function of the form ψ0(M) ∝M−1, which assigns

equal PBH density to each log-spaced mass bin. We then perturb the value of ψ0 in a

random bin k by a value selected from a Gaussian distribution with mean 0 and variance

σ2ψ0(Mk)
2, where σ is a parameter of the maximization. We denote the resulting mass

function by ψ1(M). If ψ1(Mk) ≥ 0 and M[ψ1] > M[ψ0], we accept the step, replace

ψ0 by ψ1, and repeat. For simplicity, we do not accept any steps which reduce the

normalized mass. This is not necessary in order to test whether our semi-analytical

optimum mass function is a stationary point. We also reject steps which increase the

normalized mass by less than 10−10 to avoid exceeding the numerical precision of the

semi-analytical result.

In order to make the problem numerically tractable, we use only 102 log-spaced

mass bins. This discretization is different from the one used in Table 1.1, and it does

not capture sharp features of the constraints. Consequently, in order to compare the

numerical results with semi-analytical results, we regenerate the semi-analytical mass

function with the same discretization. Note that this affects both the form of the optimal

mass function and the calculated fmax,all.

We implement the numerical optimization with σ = 10−2. In what follows, we

denote the numerical mass function by ψN, and the semi-analytical optimum by ψSA.

The left-hand side of Fig. A.1 shows fPBH for the numerical mass function at each step

as a fraction of the semi-analytical fmax,all. The numerical fPBH converges to fmax,all
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and immediately stabilizes, and in particular, in no step does fPBH exceed fmax,all.

In principle, ψN need not converge to ψSA even given that fPBH converges

to fmax,all, since the mass function with maximal density is not necessarily unique.

However, in the top-right panel of Fig. A.1, we show that ψN tends to ψSA in the

L2 norm. To compute this distance consistently, we treat the Dirac deltas of ψSA as

constant functions in their respective bins. As an additional test of convergence, we

compute the acceptance rate, i.e., the fraction of steps which are accepted, during each

window of 104 iterations. The acceptance rate vanishes as ψN approaches ψSA, which

further demonstrates that ψSA is a stationary point of the normalized mass.

The numerical and semi-analytical mass functions are shown in Fig. A.2. In

order to compare Dirac deltas with the smooth mass function ψN, the figure shows the

integral of the mass function in each bin rather than ψN and ψSA themselves. It is clear

that in this case, the numerical algorithm converges to the semi-analytical optimum.

We have established via analytical arguments that this is not simply a local optimum,

but indeed the global maximum of the normalized mass.

A.2 Sensitivity to the constraint prescription

Our analytical work is based on the prescription of [39] for evaluating con-

straints on extended mass functions. Since other prescriptions have been considered in

the literature, it is important to determine the robustness of our results to variations on

the constraint prescription. Assessing this analytically is intractable, as it requires the

development of independent analytical frameworks for even slight modifications. How-
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Figure A.1: Left: fPBH attained in each step during numerical maximization, shown as
a fraction of the semi-analytical fmax,all. The dashed red line indicates fPBH = fmax,all.
Right top: L2 norm of the difference between ψN (numerical) and ψSA (semi-analytical)
mass functions for each step, shown as a fraction of ‖ψSA‖. In computing the norm,
ψSA is treated as a step function on the mass bins. Right bottom: acceptance rate in
bins of 104 steps.
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ever, numerical methods allow for a comparison of the bounds we obtain analytically

with those that would result from any other specified prescription. We thus perform

numerical optimization under the prescriptions of [40] and [29], and compare these with

our semi-analytical results.

The situation is particularly simple for the constraint prescription of [40]: the

major difference is that a mass function is allowed if it is allowed according to each

individual constraint, rather than according to their statistical combination. Thus, the

normalized mass M[ψ] is replaced by

M̂[ψ] ≡
∫

dM ψ(M)

maxj=1,...,N Cj [ψ]
. (A.1)

It is straightforward to implement numerical optimization with respect to M̂[ψ] in place

of M[ψ]. For the case shown in Fig. A.2, these two numerical maxima agree to within

1%.
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We also implement the constraint procedure of [29], for which the constraints

are treated as step functions on a set of mass bins. There is no universal prescription

for the size of the bins across all constraints, but they should be chosen small enough

that the minimum of each constraint function is not very different from its maximum

within any single bin. Altogether, the procedure is as follows:

1. The mass range is divided into bins I1, . . . , In.

2. In each bin, the dominant constraint is identified. If a bin captures the transition

between two dominant constraints, the bin is subdivided at the transition point.

3. We evaluate the constraint of Eq. (1.2), considering only the dominant constraint

in each bin. We treat ψ as a smooth function, using a more refined set of bins for

its numerical representation.

As in Appendix A.1, we take a relatively coarse binning of the mass range for numerical

testing purposes. We have evaluated the maxima attained for a range of different

constraint bin counts, and we find that our determination of fmax,all is robust to changes

in binning at the 10% level.

We note as well that prescriptions of this kind have been criticized in the liter-

ature for the fact that it is not trivial to determine the range of validity of the individual

constraints, and hence to determine the limits of integration for each constraint curve

in Eq. (1.17). This is indeed a concern when individual constraints are considered, and

it introduces significant potential uncertainty in cases where there are masses for which

all constraints are at the edge of their range of validity. In these scenarios—for instance,

with the constraints of set A—there are effectively “windows” in the constraints that
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make any upper bound on the density of PBH quite uncertain. However, in the other

cases that we consider, the dominating constraints in a given mass range generally in-

tersect well within their respective ranges of validity. Thus, modifying the limits of

integration does not substantially impact our results.
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Appendix B

Distribution of SMBH binaries

The prediction of the SGWB spectrum relies on the statistical properties of

the sources, which must be extracted from astronomical observations. This enters into

the calculation of Eq. (5.2) via the quantity

dns

dz dX
=

dns

dz dM1 dM2
, (B.1)

where ns is the comoving number density of SMBH binaries. The parameter distri-

butions of such binaries are not measured directly. Instead, observations measure the

population statistics of galaxies and the rate at which these galaxies merge. Following

Ref. [276], we combine these data with observational relations between galaxies and

SMBHs to infer the properties of the SMBH binary population.

This process can be carried out in many different ways, using different astro-

nomical datasets and SMBH–host relations. We now detail the method we use to predict

the observed SGWB. As detailed in Ref. [276], the various prescriptions introduce an

order-of-magnitude uncertainty in the amplitude of the SGWB. The amplitude is rela-

tively unimportant for the present study since we are most interested in modifications
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to the spectral shape. However, note that the spectral shape is in principle sensitive

to the redshift distribution of sources, so uncertainties in the relative populations of

sources at each redshift propagate to (small) uncertainties in the shape.

We infer the distribution of SMBH binary mergers from the distribution of

galaxy mergers, under the assumption that each galaxy hosts an SMBH with mass

related to the galaxy mass. Given an SMBH mass Mi, we will denote the host galaxy

mass by MG
i . To better conform with the astronomy literature, we let M1 denote the

mass of the heavier SMBH, and we use the mass ratio q ≡MG
2 /M

G
1 < 1 instead of MG

2

directly. We write the differential merger rate of galaxies per unit comoving volume as

dnG

dz dMG
1 dq

=
φ(MG

1 , z)

MG
1 log 10

1

τ(z,MG
1 , q)

dF (z,MG
1 , q)

dq

dt

dz
. (B.2)

Here dt/dz converts the rate with respect to time into a rate with respect to redshift;

φ(MG) = dnG/d log10MG is the observed galaxy mass function as reported in the

astronomy literature; τ(z,MG
1 , q) is the merger timescale of a given galactic pair; and

F (z,MG, q) is the differential pair fraction, i.e., the fraction of galaxies of mass MG in

binaries with mass ratio q at redshift z. We take the pair fraction directly from Ref. [287].

We take the galaxy mass function for z > 0.2 from Ref. [284], and we interpolate from

z = 0.2 to the z = 0 mass function of Ref. [285]. We take the merger timescale τ from

Eq. (10) of Ref. [534], and following Ref. [276], we include an additional factor of 1
2q
−0.3.

We assume that the resulting SMBH binary merges instantaneously, so that Eq. (B.1)

and Eq. (B.2) are equivalent up to the change of variable (M1,M2) 7→ (MG
1 , q). In other

words, we compute the characteristic strain as

h2
c(f) =

∫
dz dMG

1 dq
dnG

dz dMG
1 dq

fs

1 + z

dEGW

dfs

∣∣∣∣
MG

1 ,q

3H2
0

2π2ρcf2
. (B.3)
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Figure B.1: Differential contribution to the squared amplitude of the SGWB as a func-
tion of M1 and z in the gravity-only case. Here M1 denotes the more massive component
of the binary.

To relate the galaxy mass to the SMBH mass, there are two steps: first, we

estimate the stellar mass of the galactic bulge, Mbulge. Second, we use the scaling

relation of Ref. [286] to determine the SMBH mass from the bulge mass. We approximate

the bulge fraction fbulge ≡ Mbulge/MG as a function of MG, following Ref. [276]: the

bulge fraction should be ∼0.9 for galaxy masses above 1011 M�, and ∼0.25 for galaxy

masses below 1010 M�. We smoothly interpolate between these two bulge fractions as

fbulge(MG) = 0.55− 0.22 tan−1(4− 1.3× 10−10MG/M�).

This approach is useful for making a simple estimate with appropriate redshift

and mass ratio dependence. However, certain choices must be made to arrive at a

single prediction of the SGWB amplitude: Ref. [276] computes many projected strains
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based on different observed mass functions, pair fractions, and scaling relations. These

estimates span more than a decade in AGW, but the values are slightly lower than other

estimates, and are used as a “pessimistic” projection by the NANOGrav Collaboration

[255]. Therefore, when following the calculation of Ref. [276], we make an optimistic set

of choices to bring the normalization of the SGWB into line with the scenario considered

to be “moderate” by the NANOGrav Collaboration. In particular, as discussed in that

work, we add the uncertainties to the fitted mass function parameters and further add

0.1 dex (i.e., multiply by 100.1) to account for systematics. We likewise add the scatter

in the SMBH–host scaling relations to the fitted parameter values. We determine the

masses of the SMBHs from the properties of the merged galaxy using the “double

accretion” prescription of Ref. [535].

Figure B.1 shows the differential contribution to the squared amplitude A2
GW

of the SGWB as a function of M1 and z in the gravity-only case, i.e., the integrand of

Eq. (B.3) evaluated at f = 1 yr−1. This indicates the relative contribution of different

masses and redshifts to the SGWB signal given the observational data and scaling

prescriptions used in this chapter. In particular, Fig. B.1 demonstrates that the signal

is dominated by binaries with primary masses between 108 M� and 109 M� and redshifts

z . 0.3.

419



Appendix C

KOTO simulation

In this appendix, we provide details of our calculation of the quantity R intro-

duced in Eq. (6.23). R is the acceptance of the KL → SP → π0PP signal relative to

the SM KL → π0νν̄ acceptance at KOTO. Our calculation is based on a Monte Carlo

simulation following steps similar to the ones described in [321, 332].

The layout of the KOTO beamline and the KOTO detector is described e.g.

in [536]. We start by generating KL momenta, pKL , and KL decay vertex locations,

zKL , based on the distribution

f(pKL , zKL) ∝ g(pKL)× exp

(
−(zKL − zexit)mKL

τKLpKL

)
, (C.1)

where zexit = 20 m is the distance of the beam exit from the target and g(pKL) is the

measured KL momentum distribution at the beam exit from [536]. We include a small

transverse component of the KL momentum such that the beam profile at the beam

exit is constant within an 8.5 cm× 8.5 cm square and zero outside [536].

In the case of the SM decay, we generate pion momenta using the K → π

form factor from [537]. In the case of the KL → SP → π0PP decay, we first generate
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momenta for S, based on the fixed energy of S in the KL rest frame, ES = (m2
KL

+m2
S−

m2
P )/(2mKL). We then decay S with a decay length distribution that is determined by

the S → π0P and S → 3P partial widths. The pion momentum is generated based on

the known pion energy in the S rest frame, Eπ0 = (m2
S +m2

π0 −m2
P )/(2mS).

Both in the SM case and the NP case, we let the pion decay promptly into

two photons, each with energy Eγ = mπ0/2 in the pion rest frame. We reject events

with photons produced less than 2.5 m after the front face of the front barrel (which

starts 1.507 m after the beam exit), as they would be rejected by photon veto collar

counters. All other photons are propagated to the calorimeter located 6.148 m after the

front face of the front barrel [536]. The energy and location of the detected photons in

the calorimeter is smeared using the parameters given in [538].

Based on the smeared energy and smeared location of the photons in the

calorimeter, the transverse momentum and decay vertex location of the pion is inferred

following the procedure described in [536]. If there is more than one solution for the ver-

tex location in the decay volume, we pick the location further away from the calorimeter.

We then perform the event selection as in [319], taking into account all cuts but timing

and shape related cuts and the trigger related cut on the center of energy deposition.

We use the updated signal region in the plane of the inferred pion transverse momentum

and the pion decay vertex location from [320].

The results for R in our benchmark scenarios are shown in Fig. 6.3 as function

of the S lifetime.
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Appendix D

Derivations and details in the dielectric

formalism

In this appendix, we provide a number of derivations and further details to

support the results in chapter Chapter 8. Appendix D.1 derives our main result for

the DM scattering rate in terms of the loss function. Appendix D.2 outlines a number

of simple analytic models for dielectric functions in various materials, and compares

them to measured data for Al (representative of an ordinary superconductor), Si (a

typical semiconductor), and URu2Si2 (an example of a heavy-fermion superconductor

with meV-scale plasmons). We compare the free-electron gas (FEG) model for Si to

the spectrum computed using crystal form factors generated by the publicly-available

QEdark code [368], and show good qualitative agreement in the range 5–15 eV. Ap-

pendix D.3 is devoted to a detailed comparison of our results for superconductors with

other results in the literature, justifying our claim of a stronger reach by several orders

of magnitude compared to previous estimates, and gives the projected reach for heavy
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mediators.

D.1 Scattering rate in terms of the loss function

Here we derive Eq. (8.1) and show how the scattering rate for all spin-independent

DM-electron interactions is governed by the loss function. Suppose DM couples to elec-

trons through a low-energy Hamiltonian of the form

Ĥint =
∑

i

V (r̂χ − r̂i), (D.1)

where the sum runs over all electrons in the target. Fourier transforming the potential,

V (r̂χ − r̂i) =

∫
d3q

(2π)3
eiq·(r̂χ−r̂i)V (q), (D.2)

we can write the interaction Hamiltonian as

Ĥint =

∫
d3q

(2π)3
eiq·r̂χV (q)ρ̂(q), (D.3)

where the momentum-space electron density operator is defined as

ρ̂(q) =

∫
d3x

∑

i

δ(x− r̂i)e
−iq·x =

∑

i

e−iq·r̂i . (D.4)

By Fermi’s Golden Rule (equivalently, the Born approximation), we can compute the

transition rate Γ(vχ) from the ground state |0〉 for a given incoming DM velocity vχ,

treating the incoming and outgoing DM as plane waves with energy and momentum

(Eχ,pχ) and (E′χ,p
′
χ) respectively. We take the ground state to have zero energy
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without loss of generality. The transition rate is given by [436]

Γ(vχ) =
∑

f

∣∣〈f ; p′χ|Ĥint|0; pχ〉
∣∣22πδ(ωf + E′χ − Eχ)

=

∫
d3q

(2π)3
|V (q)|2

∑

f

∣∣〈f |ρ̂(q)|0〉
∣∣22πδ(ωf − ωq), (D.5)

where |f〉 is a final state with energy ωf and the sum runs over all possible final states

of the system, and we recall that

ωq = q · vχ −
q2

2mχ
. (D.6)

Note that the only assumption that was made here was that Ĥint is sufficiently weak

compared to the unperturbed Hamiltonian Ĥ0 of the target system; this is the case

in Ref. [460] for ordinary electron-electron scattering, so it must be the case for DM-

electron scattering where the couplings are much weaker. Note this implies one cannot

directly apply our result to regions of parameter space where DM and electrons are

strongly coupled, as would be relevant for regions in parameter space where DM may

not reach underground detectors due to multiple scattering [424–426, 429, 434].

The insight of Ref. [460] is to relate the density matrix element |〈f |ρ̂(q)|0〉|2

to an experimentally measurable quantity, the dielectric function ε(q, ω). The dielectric

function is defined as the linear response of the target to the longitudinal electric field of

a test charge. For simplicity and to elucidate the formalism, in this chapter we consider

the case of an isotropic material where the dielectric function is a scalar rather than

a tensor, and relegate the treatment of the anisotropic case to upcoming work [470].

Since a test charge will also perturb the electron density of the target, it can be shown

that this is equivalent to defining the dielectric function as a density-density correlation
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function [539]. Of course, the electrons will also couple to ions, and strictly speaking

the ion density operator should also appear in the measured loss function. In what fol-

lows, we will assume that these contributions are negligible, which is the approximation

always made in the condensed matter literature. This assumption makes our formalism

independent of the DM coupling to protons or neutrons, and even if ion contributions

are significant, the measured loss function will give exactly the correct rate for a dark

photon mediator.

Because the dielectric function is defined as the linear response of the sys-

tem, the same assumptions are implicit in the setup of [460] (with an electromagnetic

probe) as are present in the DM scattering setup: the test charge interactions are weak

compared to the internal interactions Ĥ0. Therefore the Coulomb potential of the test

charge may be factored out in Fourier space, separating the (weak) perturbation due to

the probe and the (possibly strong) response of the system to such a probe. The result

is [460, 539]

Im

(
− 1

ε(q, ω)

)
=
πe2

q2

∑

f

∣∣〈f |ρ̂(q)|0〉
∣∣2δ(ωf − ω). (D.7)

Here we are using Heaviside-Lorenz conventions for the electron charge e as is common

in high-energy physics, which differs from the Gaussian unit definition common in con-

densed matter physics by a factor of
√

4π. (Note also that Eq. (9) of [460] is missing a

factor of π.) Plugging Eq. (D.7) into Eq. (D.5), we obtain our main result, Eq. (8.1).

For reference, the sum over final states on the right-hand side of Eq. (D.7) is (up to

factors of π) conventionally defined in the condensed matter literature as the dynamic

structure factor.

Notice that we have made no assumptions whatsoever about the character of
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the final state |f〉. It is an exact eigenstate of the (in general very complicated) many-

body condensed matter Hamiltonian, and the only requirement is that it represents some

rearrangement of the electrons in the target so that it has a nonzero matrix element with

the electron density operator with respect to the ground state. In this sense our treat-

ment is distinct from Ref. [436], which defines a general dynamic structure factor (with

slightly different normalization compared to the condensed matter conventions) very

similar to the sum in Eq. (D.5), but one which is excitation-specific and requires quan-

tization in terms of single-quasiparticle states in the case of electron scattering. When

all many-body states are included, the structure factor defined in Ref. [436] for electron

scattering is identical to the loss function defined through the complex dielectric func-

tion, is directly measurable without the need to compute single-particle wavefunctions,

and automatically includes all in-medium effects. (Our formalism is philosophically

similar to Ref. [540], which parameterizes non-relativistic potentials using only general

principles such as the Källén-Lehmann spectral representation, without relying on the

assumption of the perturbative exchange of a single mediator.) On the other hand,

the formalism of Ref. [436] is useful when DM couples differently to electrons, protons,

and neutrons than the photon, in an energy regime where density perturbations to

both electrons and ions are relevant, as might be the case for sub-gap single-phonon

excitations.

Finally, we note that other UV Lagrangians considered in Ref. [446] also gen-

erate non-relativistic potentials which couple to the electron density, but are often ac-

companied by other spin- or momentum-dependent operators which may complicate our

arguments, so we focus on the case of spin-independent scattering. In particular, if DM
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is a Dirac fermion χ which couples to a scalar φ of mass mφ through the scalar current

L ⊃ gχφχ̄χ, or to a vector Vµ of mass mV through the vector current L ⊃ gχVµχ̄γ
µχ,

and if the mediator couples to electrons in an analogous fashion but with coupling ge,

the resulting potential is the same in both cases [446]:

V (q) = V (q) =
gχge

q2 +m2
φ,V

. (D.8)

Similar formulas apply when DM is a complex scalar. Note that in contrast with

Ref. [446], we leave the DM-electron coupling as its ‘bare’ value and place all in-medium

corrections to this coupling entirely within the loss function. In the case where ge ∝ e,

as would be the case for a kinetically-mixed dark photon mediator or when the DM is

millicharged, the factors of 1/e2 cancel in Eq. (8.1) because the DM-induced pertur-

bation to the electron density is exactly proportional to an ordinary electromagnetic

probe.

For completeness, we give the expression for the energy spectrum from DM-

electron scattering,

dR

dω
=

ρχ
2π2e2ρTmχ

∫
dq q3|V (q)|2W(q, ω)η

(
vmin(q, ω)

)
, (D.9)

where ρT is the mass density of the target, η(vmin) is the mean inverse DM speed

∫
vmin

d3vχf(vχ)/vχ, and vmin = ω
q + q

2mχ
is the minimum DM speed required to produce

an excitation with momentum q and energy ω for DM of mass mχ. To compare with the

literature, we take f(vχ) to be the standard halo model with dispersion v0 = 220 km/s,

escape velocity vesc = 550 km/s, and Earth velocity vE = 232 km/s in the galactic frame.

Integrating Eq. (D.9) over ω within the dynamic range of a given experiment gives the

total scattering rate.
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D.2 Models and measurements of the loss function

In our formalism, the detector response and its influence on the scattering rate

are entirely captured by the complex dielectric function ε(q, ω) via the loss function

W of Eq. (D.7) and Eq. (8.2). In principle, this quantity is directly measurable with

electromagnetic probes in a given material. However, most measurements presently

available in the literature are made at values of (q, ω) different than those of interest for

the detection of light DM (see Fig. 8.1). Thus, for a first estimate of the scattering rate,

we employ analytical approximations to the dielectric function. Important consistency

checks can be implemented based on the fact that ε−1 is defined as a causal correlation

function, and thus must have certain analytic properties. In particular, the following

two ‘sum rule’ relations are satisfied exactly by W(q, ω) in the limit of an isotropic

system [541]:

∫ ∞

0
dω ωW(q, ω) =

π

2
ω2
p, (D.10)

lim
q→0

∫ ∞

0
dω
W(q, ω)

ω
=
π

2
. (D.11)

Equation (D.10) is effectively a manifestation of charge conservation, which explains

the appearance of the plasma frequency

ω2
p =

4παne
me

, (D.12)

which is proportional to the total electron density ne in the FEG limit, while Eq. (D.11)

follows from causality. Causality also implies that W(q,−ω) = −W(q, ω) [541], which

has important consequences for the projected reach in superconductors, as we will see

below.
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D.2.1 RPA dielectric function for a homogeneous electron gas

An analytic form for the dielectric function of a homogeneous electron gas can

be derived from first principles under the random phase approximation (RPA). Here a

word about terminology is in order: screening effects arise from Coulomb interactions

between electrons, but in RPA these are embodied in the total scalar potential for the

system which is solved for self-consistently [541]. Thus RPA captures only a certain

subset of electron interactions without including electron-electron interactions directly

in the Hamiltonian; in QFT language, it sums the series of ladder diagrams constructed

from the 1-loop vacuum polarization to obtain the resummed photon propagator, but

does not include higher-loop diagrams involving additional electron lines. This is the

sense in which the electrons are treated as ‘free’ and εRPA is sometimes referred to as

the dielectric function for the free electron gas (FEG). Below we will consider further

improvements to this approximation.

The resulting dielectric function at zero temperature is given by Eq. (5.4.21)

of Ref. [468] as

εRPA(q, ω) = 1 +
3ω2

p

q2v2
F

{
1

2
+
kF
4q

(
1−

(
q

2kF
− ω + Γp

qvF

)2
)

Log

(
q

2kF
− ω+iΓp

qvF
+ 1

q
2kF
− ω+iΓp

qvF
− 1

)

+
kF
4q

(
1−

(
q

2kF
+
ω + Γp
qvF

)2
)

Log

(
q

2kF
+

ω+iΓp
qvF

+ 1

q
2kF

+
ω+iΓp
qvF

− 1

)}
. (D.13)

Here Log denotes the principal value of the natural logarithm, kF and vF are the Fermi

momentum and Fermi velocity respectively, and Γp is a free parameter controlling the

width of the plasmon which can also be interpreted as a quasiparticle lifetime. The
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plasma frequency can also be written in the form

ωp =
λTFvF√

3
=
vF√

3

[ e
π

(
2EFm

3
e

)1/4]
, (D.14)

where λTF is the Thomas–Fermi screening length. We expect the zero-temperature RPA

result to be an excellent approximation for ω � 2∆, where 2∆ is the superconducting

gap. As mentioned in the main text, this approximation ignores possible enhancements

to the loss function from scattering off of the condensate at energies near or below the

gap, which will be considered in future work [470]. In the literature, Eq. (D.13) is known

as the Lindhard dielectric function, though Lindhard’s formalism may also be applied

to semiconductors as well as metals; in what follows, we will use the terms ‘Lindhard,’

‘RPA,’ and ‘FEG’ interchangeably to refer to Eq. (D.13).

Observe that the arguments of the logarithms in Eq. (D.13) are in general

complex. For some values of q and ω, these arguments lie along the negative real

axis in the narrow-width limit Γp → 0, and the imaginary part of ε then depends

crucially on the choice of branch. The branch choice is fixed by the causality condition

W(q,−ω) = −W(q, ω), which is automatic for positive real values of Γp, but the Γp → 0
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limit is non-trivial. The causal result is given by Eq. (5.4.22b) of Ref. [468] as

Re εRPA(q, ω) ' 1 +
λ2

TF

q2

(
1

2
+
kF
4q

(
1−Q2

−
)

log

∣∣∣∣
Q− + 1

Q− − 1

∣∣∣∣+
kF
4q

(
1−Q2

+

)
log

∣∣∣∣
Q+ + 1

Q+ − 1

∣∣∣∣
)
,

(D.15)

Im εRPA(q, ω) '
πω2

p

q3v2
F





2ω/vF Q+ < 1

3kF
(
1−Q2

−
)
/4 |Q−| < 1 < Q+

0 |Q−| > 1.

(D.16)

where Q± = q
2kF
± ω

qvF
. The acausal branch prescription was employed in Ref. [370],

which as we will see in Appendix D.3 below, artificially suppresses the scattering rate

for low DM masses.

The imaginary part of the Lindhard dielectric function naturally contains the

plasmon as a Lorentzian peak at ω = ωp of width Γp. For the purposes of light DM

detection, kinematics favor energy deposits ω � ωp. The plasmon has then typically

been neglected in the literature in the computation of the scattering rate, i.e., the rate

is computed in the limit Γp → 0. However, for realistic values of Γp, the tail of the

plasmon peak may significantly contribute to or even dominate the loss function at the

relevant values of ω.

For DM–electron scattering in semiconductors, if the deposited energy isO(5 eV)

or greater, the minimum momentum transfer is q & 5 keV independent of the DM mass

(see Fig. 8.1 in the main text). Since kF ' 2π/a ' 5 keV for typical interatomic spac-

ings a, this means that the behavior of this part of the spectrum will be determined
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by the loss function in the region q & kF . For these values of q, the DM is probing

length scales smaller than the distance between lattice sites, so we might expect that

the inhomogeneities due to the lattice become unimportant and the response is simi-

lar to a FEG. For q > 2kF the loss function peaks when Q− ≈ 0, corresponding to

ω = q2vF
2kF

= q2

2me
, which is elastic scattering from free electrons at rest. For a given q,

the loss function is nonzero over a range ∆ω ' 2qvF around the peak, reflecting the

fact that electrons at the Fermi surface have a nonzero velocity. Note however that

the loss function vanishes when |Q−| > 1, which can happen for sufficiently small ω at

sufficiently large q. This is an artificial feature of the FEG which is not present in semi-

conductors, where the valence (and core) electron wavefunctions have a tight-binding

character with a momentum-space tail that extends to arbitrarily large values. This

regime corresponds to q & Zeff/a0 ' 15 keV where a0 is the Bohr radius and Zeff ≈ 4 is

the effective nuclear charge felt by the valence electrons in Group 14 elements (carbon,

silicon, and germanium). The large-q behavior is especially apparent in some materials

like germanium, where the 3d shell may become energetically accessible for ω exceeding

the binding energy. A corresponding feature is seen in the spectrum in models using

tight-binding wavefunctions [421] as well as those using density functional theory (DFT)

techniques [368].

D.2.2 Plasmon pole approximation and local field corrections

In the limit that the plasmon dominates, the dielectric function may be derived

by modeling the atomic response as a damped harmonic oscillator. This is known as
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the Fröhlich model [542], and the result is

εF(q, ω) = εc +
ω2
p

(ω2
g − ω2)− iωΓp

. (D.17)

Here εc denotes the contribution from core electrons, which is assumed to be independent

of q and ω, and ωg is an average band gap which can be set to zero for metals. The

corresponding loss function features a Breit–Wigner-like peak, with the form

WF(q, ω) =
ω2
pωΓp

ε2c
(
ω2
g + ω2

p/ε
2
c − ω2

)2
+ ω2Γ2

p

. (D.18)

This function satisfies the sum rules of Eqs. (D.10) and (D.11) with εc = 1 and ωg = 0.

Note that this form of the loss function is linear in ω for ω � ωp.

The low-energy loss function is also subject to effects which are not included in

the Lindhard dielectric function. Ref. [464] (hereafter denoted ‘GSRF’) fits the plasmon

in aluminum including a local-field correction and accounting for the polarizability of

atomic cores χcore, resulting in a dielectric function of the form

εG(q, ω) = 1 + [ω + iΓp(q)] [εRPA(q, ω)− 1 + 4πχcore]÷
[
ω (1−G(q) [εRPA(q, ω)− 1]) + iΓp(q) (1−G(q) [εRPA(q, 0)− 1])

εRPA(q, ω)− 1 + 4πχcore

εRPA(q, 0)− 1 + 4πχcore

]
,

(D.19)

where G(q) is known as the exchange parameter and arises in the microscopic theory

from 1-loop corrections to the electron-photon vertex [541]. Ref. [464] provides fits to

G and Γp as functions of q. Complex values of G produce damping, which influences

the form of the loss function at small values of ω. However, ImG(q) 6= 0 can lead

to unphysical negative values of the loss function at the smallest values of ω, thereby

violating the positivity requirements imposed by the sum rules, and moreover G as
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computed in various microscopic theories tends to be real [541]. Following Ref. [464],

we divide our treatment into two cases, one with complex-valued G (‘damped’) and one

with real-valued G (‘undamped’).

D.2.3 Dielectric function for Dirac materials

Dirac materials are characterized by electrons with the approximately linear

dispersion characteristic of relativistic Dirac fermions, rather than the usual quadratic

dispersion expected at a band minimum. In real materials, there are typically two

such bands, one below and one above the Fermi energy, with dispersions E±(k) =

±
√
v2
Fk2 + ∆2. Here, ∆ plays the role of the fermion mass and the Fermi velocity vF

is the analogue of the speed of light; the gap at the Dirac point with k = 0 is 2∆.

The band structure may be anisotropic, with different Fermi velocities along different

lattice directions, but for pedagogical purposes we will focus here on isotropic materials;

see Refs. [438, 439] for a detailed investigation of anisotropic Dirac materials for DM

detection.

In the approximation that only two nondegenerate bands contribute to the

Dirac electron spectrum, the dielectric function may be computed using Lindhard’s

formalism in the Bloch wave basis [468]. At zero temperature, with the valence (−)

band full and the conduction (+) band empty, this reads

εDirac(q, ω) = 1+lim
η→0

1

V

e2

q2

∫

BZ

Vucd
3k

(2π)3

2

E+(k + q)− E−(k)− ω − iη
∣∣〈k + q; +|eiq·r|k;−〉

∣∣2 ,

(D.20)

where |k;±〉 represents a Bloch wavefunction with crystal momentum k in the band − or

+, V is the crystal volume, the factor of 2 is for spin degeneracy, and the integral is taken
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over the first Brillouin zone (BZ) in the continuum limit using the unit cell volume to

regularize the momentum sum,
∑

k →
∫
Vuc d3k/(2π)3. There are some complications

with this procedure in the case of anisotropic materials [438], but it yields an accurate

estimate for the imaginary part in isotropic materials, which is dominated by the small-

est gaps and hence the bands other than the Dirac bands may be neglected. However,

as noted in Ref. [438], Re[ε(0, 0)] acts as a background dielectric constant receiving con-

tributions from the entire BZ and thus cannot be reliably calculated analytically. We

may therefore estimate the real part as simply Re(εDirac) = κ� 1 independent of q and

ω over the relevant kinematic range.

To obtain the imaginary part, we may use the identity Im(limη→0
1

x−iη ) =

πδ(x) and perform the integral using spinor wavefunctions with the matrix element given

in Ref. [375]. Note that this is precisely analogous to performing the phase space integral

over the valence and conduction bands in the single-particle formalism for determining

the scattering rate; the dielectric function allows us to express the results of Ref. [375]

in a more convenient and generalizable formalism. Equivalently, we may recognize that

with the replacements ∆ → me and vF → c, the imaginary part is identical to that of

the 1-loop vacuum polarization in relativistic quantum electrodynamics (QED), which

is proportional to the cross section for γ∗ → e+e− by the optical theorem [543]. The

result is

Im εDirac(q, ω) =
e2

12πvF

√
1− 4∆2

ω2 − v2
F q

2

(
1 +

2∆2

ω2 − v2
F q

2

)
Θ(ω2−v2

F q
2−4∆2), (D.21)

where the coefficient e2/(12π) is (up to a factor of π) the familiar 1-loop beta function

coefficient of QED. Indeed, the physics of the dielectric function is the same in Dirac
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materials as it is in the true QED vacuum; the screening of bare charges due to Im(ε)

at q ' 2me is known as the Uehling potential.

As long as vF is not too small, Im(ε) . 1. (Otherwise perturbation theory

would break down, as noted in Ref. [375].) Then if κ � 1, we may approximate

Im(−1/ε) ≈ Im(ε)/κ2 and thus

WDirac(q, ω) =
e2

12κ2πvF

√
1− 4∆2

ω2 − v2
F q

2

(
1 +

2∆2

ω2 − v2
F q

2

)
Θ(ω2−v2

F q
2−4∆2)Θ(ωmax−ω)

(D.22)

Setting ∆ = 0 gives Eq. (8.4) in the main text. The last factor may be explained as

follows. In real materials, the Dirac band structure does not extend throughout the

entire BZ, but deviates from linearity at some point. In Ref. [375] this was expressed

as a momentum cutoff Λ, which is required to regularize the real part of εDirac. Here,

since we are dealing with model functions rather than real materials, we instead impose

a cutoff ωmax on the depth of the Dirac band, which has typical values of ωmax '

0.5 eV in e.g. ZrTe5 [375]. Finally, note that WDirac violates the causality requirement

WDirac(q,−ω) = −WDirac(q, ω). This indicates that WDirac as computed here does not

represent the entire loss function, and in particular (as noted in the main text) it is

missing plasmon contributions.

D.2.4 Measurements of the loss function in various materials

Measurements of the loss function in the vicinity of the plasmon peak are avail-

able in the literature for certain materials, so it is already possible to fit the Fröhlich

model directly to data and to assess the significance of the plasmon tail at ω � ωp.

Figure D.1 (left) shows such a fit to measurements in Al. While the fit is excellent in
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Figure D.1: Measurements of the loss function W(q, ω) = Im(−1/ε(q, ω)) in Al, Si,
and URu2Si2 along with model fits when appropriate. Left: loss function for Al at
q = 0 in the vicinity of the plasmon peak from Ref. [464], fit with the Fröhlich model
of Eq. (D.18). The best-fit parameters are (ωp, Γp) = (14.9 eV, 0.863 eV). Error bars
indicate the accuracy with which the data points could be transcribed from Ref. [464].
Center: loss function for Si at large momenta q > 2π/a, measured from X-ray scattering
in Ref. [472]. Dashed lines show the Lindhard RPA loss function with Γp = 0, kF =
mevF , and ωp = 16.67 eV [474]. The Fermi velocity is treated as a free parameter and
is fixed here to the best-fit value of vF = 2.59× 108 cm/s = 8.6× 10−3 in natural units,
which is comparable to Fermi velocities of metals with similar densities. Right: loss
function in URu2Si2 at q = 0 measured along two different crystal axes a and c at
T = 9 K [465] (solid), along with a linear fit to both datasets (dashed). If interpreted as
the tail of a valence electron plasmon, the slope should be Γp/ω

2
p. The fit gives a slope

of Γp/ω
2
p ' 14 (9) × 10−3 eV−1 along the a (c) axis which implies Γp/ωp ' 0.21 (0.13)

for ωp ' 15 eV, values which are typical for other metals.
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the vicinity of the plasmon peak, the behavior at ω � ωp should be viewed only as a

benchmark: other physical effects contribute at these energies, notably those encapsu-

lated by the Lindhard dielectric function which incorporates electron screening effects.

See Fig. D.4 and Appendix D.3 below for further details.

High-precision measurements of the loss function at nonzero q have also been

performed for Si using X-ray scattering [472]. The plasmon is clearly visible at small q,

but here we focus on the behavior at large q. Figure D.1 (center) shows the measured

loss function along the [100] crystal direction (solid lines), compared to the RPA loss

function for the homogeneous electron gas taking ωp = 16.67 eV for the measured plas-

mon frequency [474]. While semiconductors and insulators do not, strictly speaking,

have a Fermi velocity at zero temperature where there are no free carriers, we may

regard vF as a tuneable parameter which governs the behavior of the loss function at

small ω. With vF = 8.6 × 10−3, on the same scale as vF for typical metals, the fit is

quite good, especially for ω < 25 eV. On the other hand, at q = 10 keV, the RPA loss

function vanishes identically for ω < 12 eV, which is likely unphysical given that atomic

tight-binding wavefunctions have support in this kinematic range. The purpose of this

comparison is not to advocate for using this extremely simplified model—indeed, data

should be used to compute DM rates whenever possible—but rather to demonstrate

how in the absence of data a simple model may provide an accurate estimate for the

light-mediator spectrum for ω ∈ [5 eV, 10 eV], where the rate integral is dominated by

q ∈ [5 keV, 10 keV]. Indeed, the success of the RPA model suggests that this part of the

spectrum from scattering in any semiconductor or insulator with eV-scale bandgaps is

nearly universal, determined only by the valence electron density and an effective Fermi
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velocity. This model may be seen as an extension, accounting for screening, of earlier

simplified models for scattering in semiconductors using atomic orbitals or tight-binding

wavefunctions [379, 421].

To complete our survey of sample loss functions, we show in Fig. D.1 (right)

the measured loss function at q = 0 for URu2Si2 along the a and c crystal axes, mea-

sured with Fourier transform infrared spectrometry [465]. URu2Si2 has been extensively

studied for decades [544] due to its unusual ‘hidden order’ below 17.5 K, and thus has

been synthesized as ultra-pure single crystals. Below Tc = 1.5 K it behaves as a conven-

tional superconductor [545]. A number of features are present below 20 meV which may

be interpreted as heavy-fermion plasmons, as we discuss in the main text. Based on

this interpretation, to perform our rate estimates in the main text, we extrapolate the

loss function as independent of q out to q = qc ' 100 eV. Indeed, this is the standard

approximation made in scattering experiments near the plasmon pole [474]. Then, we

see from Eq. (D.9) that the spectrum is largely determined by the shape of the zero-

momentum loss function W(ω), with the inverse mean speed η only serving to enforce

the kinematic condition q > ω/vχ. All of the approximations we have made may easily

be dropped once momentum-resolved data on W(q, ω) within the DM regions shown in

Fig. 8.1 is available.

It is also interesting to note that at larger ω, the loss function is linear to an

excellent approximation, in the c direction above 20 meV and in the a direction above

50 meV. In Fig. D.1 we show a linear fit to both loss functions with zero offset. In

the Fröhlich model Eq. (D.18), the plasmon tail gives a loss function WF (q = 0, ω) ≈

ω × (Γp/ω
2
p) at small ω. The slope of the linear fit is consistent with Γp/ωp ' 0.1− 0.2
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and ωp ' 15 eV, which would be reasonable parameters for the ordinary valence electron

plasmon in a generic metal. This data therefore provides some preliminary indication

that the linear tail of the plasmon in ordinary superconductors like Al may extend

down to the meV scale. We emphasize again that dedicated measurements are needed

to confirm this.

D.2.5 Semiconductor spectrum in the free-electron gas approximation

In order to relate the energy loss function to the crystal form factor [368, 436],

we compare

Γ(vχ) =

∫
d3q

(2π)3
|V (q)|2 S(q, ω) (D.23)

to Eq. (8.1), which gives the relation between the dynamic structure factor S(q, ω)

defined in Ref. [436] and the loss function via

S(q, ω) =
2q2

e2
W(q, ω). (D.24)

On the other hand, the dynamic structure factor in a semiconductor, computed

in the basis of single-particle states, can be related to the crystal form factors |fii′kk′G|2

via [368, 436]

S(q, ω) = 2
∑

i,i′,G

∫

BZ

d3k

(2π)3

d3k′

(2π)3
2πδ(Ei′k′ − Eik − ω)2πδ(|k′ − k + G| − q)|fii′kk′G|2,

(D.25)

where the momentum integral is taken over the first BZ, G runs over all reciprocal

440



0 5 10 15 20

ω (eV)

10−3

10−2

10−1

100

W

q = 1.0 keV

Lindhard

Si (QEDark)

Si exp.

0 5 10 15 20

ω (eV)

10−3

10−2

10−1

100

W

q = 2.0 keV

Lindhard

Si (QEDark)

Si exp.

0 5 10 15 20

ω (eV)

10−3

10−2

10−1

100

W

q = 3.0 keV

Lindhard

Si (QEDark)

Si exp.

0 5 10 15 20

ω (eV)

10−3

10−2

10−1

W

q = 4.9 keV

Lindhard

Si (QEDark)

Si exp.

0 5 10 15 20

ω (eV)

10−3

10−2

10−1

W

q = 5.3 keV

Lindhard

Si (QEDark)

Si exp.

0 5 10 15 20

ω (eV)

10−3

10−2

10−1

W

q = 5.9 keV

Lindhard

Si (QEDark)

Si exp.

Figure D.2: Loss function comparisons in Si for various q, as a function of ω. Error bars
indicate the accuracy with which the data points could be transcribed from Ref. [472].
The shaded purple region represents the kinematically-allowed region for vχ = 10−3.
The measured loss function agrees fairly well with both the loss function computed
from the single-particle basis from QEdark [368] and the Lindhard FEG approximation
in the range 5–10 eV for ω, but there are large differences at both small ω near the gap,
and near the plasmon energy ωp ' 17 eV for small q.
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Figure D.3: Recoil spectra in Si at fixed σe = 10−37 cm2, for light and heavy mediators
(scalar or vector). Solid curves are computed with QEdark [368]. Dashed curves are
computed from Eq. (8.1) with the Lindhard RPA loss function, Eq. (D.13) with vF =
8.6× 10−3, kF = mevF , and ωp = 16.67 eV.

lattice vectors, and i and i′ run over all valence and conduction bands, respectively.

Thus we can compute an equivalent loss function from QEdark [368] crystal form factors

by

W(q, ω) =
e2

q2

∑

i,i′,G

∫

BZ

d3k

(2π)3

d3k′

(2π)3
2πδ(Ei′k′ − Eik − ω)2πδ(|k′ − k + G| − q)|fii′kk′G|2

(D.26)

Using Eq. (D.26), we can compare the measured loss function to the loss func-

tion computed in the single-particle basis by QEdark, as well as the Lindhard dielectric

function for the FEG with the best-fit vF in Fig. D.1. The results are shown in Fig. D.2.

Note that for a given q, the range of ω which is accessible is ω < qvχ, which only com-

prises a small piece of the total support of W(q, ω). Regardless, we see that QEdark

tends to slightly underpredict the measured loss in the kinematically-allowed region.
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Furthermore, QEdark accurately reproduces the measured loss in the near-gap region

ω ∈ [1 eV, 5 eV] where Lindhard fails to do so, as expected. On the other hand, QEdark

fails to capture the plasmon which is seen in the measured loss function because the

single-particle band structure states do not account for collective effects.

Overall, though, the nearly-linear shape of the measured loss function in the

range ω ∈ [5 eV, 15 eV] is reproduced fairly well by the Lindhard model, and matches

that of QEdark. We therefore expect that the spectral shape (though perhaps not the

normalization) will be captured in this energy range by the simple Lindhard model

for the loss function. Moreover, since the Lindhard model loss function goes to zero

at sufficiently large q for small ω, and since the rate recieves contributions from all

q > ω/vχ, we expect the Lindhard approximation to be best for a light mediator which

weights the rate integrand by |V (q)|2 ∝ 1/q4. The results are shown in Fig. D.3.

Indeed, the Lindhard FEG model matches the spectrum fairly well for the light mediator,

roughly independent of the DM mass as long as the DM kinetic energy is well above the

gap. The spectrum for a heavy mediator is a poorer match, especially at large ω where

the kinematic mismatch between the FEG and the bound atomic wavefunctions becomes

more important. We emphasize once again that these simple arguments are not meant

to replace a measurement of W in the relevant kinematic range, which would predict

the spectrum unambiguously. However, they do highlight a qualitative understanding

of the spectrum in a limited energy range based on simple material properties like the

effective vF , which may be useful for identifying other detector materials suitable for

DM-electron scattering. Furthermore, the part of the spectrum where the FEG model

performs best corresponds to the 2-electron bin in Si, which is of considerable practical
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importance to experiments: the 1-electron bin is typically dominated by backgrounds

such as leakage current and Cherenkov radiation [447], while the rates in the bins with

3 or more electrons drop precipitously, at least based on estimates from the single-

particle loss function. Integrating the FEG spectra from a threshold of ω = 4.7 eV,

corresponding to a 2e− threshold in the model of Ref. [368], we obtain the reach curve

shown in Fig. 8.2 in the main text.

D.3 Updated reach projections for superconductors

In Ref. [369], the scattering rate in a superconductor is first computed treating

the electrons as free particles, with screening included afterwards in Ref. [370] via a

correction to the matrix element. We now show that the result of Ref. [370] at T = 0 is

exactly reproduced by our Eq. (8.1) when ε(q, ω) is taken to be the Lindhard dielectric

function in the limit of vanishing plasmon width.

In a relativistic formalism for single-particle scattering, the superconductor

scattering rate is given by

Γ(vχ) =

∫
d3p′χ
(2π)3

〈
|M|2

〉

16EχE′χEeE′e

S(q, ω)

|ε(q, ω)|2
, (D.27)

where q ≡ pχ−p′χ denotes the 3-momentum transfer, p′χ denotes the momentum of the

scattered dark matter particle in the final state, and S(q, ω) (not to be confused with

the dynamic structure factor defined in Eq. (D.24) above) characterizes the available

phase space, to be defined shortly. The presence of |ε|2 in the denominator of Eq. (D.27)

accounts for screening and was treated in Ref. [370] as an in-medium modification to

the dark photon propagator. In the non-relativistic limit, any interaction of the class
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considered in Eq. (D.8) gives rise to a matrix element of the form

〈
|M|2

〉

16EχE′χEeE′e
'
(

gχge
q2 +m2

φ,V

)2

= |V (q)|2 , (D.28)

where q = |q|. Equation (D.27) is trivially transformed to an integral over q, and the

rate becomes

Γ(vχ) =

∫
d3q

(2π)3
|V (q)|2 S(q, ω)

|ε(q, ω)|2
. (D.29)

Thus, to agree with Eq. (8.1), it is sufficient to have

S(q, ω) =
2q2

e2
Im ε(q, ω). (D.30)

Equation (D.30) holds exactly in the low-temperature limit for the form of S

used in Refs. [369, 370], where the superconductor is treated as a free electron gas. In

this case, S is given by

S(q, ω) = 2

∫
d3pe
(2π)3

d3p′e
(2π)3

(2π)4δ4(Pχ + Pe − P ′χ − P ′e)fFD(Ee)
[
1− fFD(E′e)

]
, (D.31)

where fFD is the Fermi–Dirac distribution and the Pi denote 4-momenta. We reserve pi

for the magnitudes of 3-momenta. The integration over p′e is readily performed using

the 3-momentum delta function. Writing the pe integral in spherical coordinates and

performing the trivial integral over the azimuthal angle produces

S(q, ω) = 2

∫
p2
e dpe d(cos θ)

(2π)2
δ

(
ω − q2 + 2peq cos θ

2me

)
fFD(Ee)

[
1− fFD(E′e)

]
, (D.32)

where θ denotes the angle between pe and q. The remaining delta function can be used

to evaluate the integral over cos θ, but here care must be taken to enforce | cos θ| ≤ 1.

With the appropriate Heaviside function, the final integral becomes

S(q, ω) =

∫
dpe

mepe
πq

[
1− fFD(E′e)

]
Θ

(
1−

∣∣∣∣
2meω − q2

2peq

∣∣∣∣
)
. (D.33)
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Now the zero-temperature Fermi–Dirac distribution can be inserted and the integral

can be performed analytically. The result is

S(q, ω) =
m2
e

πq





ω 0 < ω < |E−|

EF − (Eq−ω)2

4Eq
|E−| < ω < E+

0 otherwise,

(D.34)

where Eq ≡ q2/2me and E± = Eq ± qvF . The conditions in Eq. (D.34) are equivalent

to those in Eq. (D.16), i.e., the imaginary part of the Lindhard dielectric function in

the limit that the plasmon is infinitely long-lived. Equation (D.30) follows by direct

comparison.

Given this agreement between the single-particle and dielectric-function for-

malisms, Eq. (8.1) can reproduce prior calculations of the scattering rate in super-

conductors; essentially, the final-state phase space integral is pre-computed in Im(ε).

However, Eq. (8.1) is more flexible than the traditional calculation in that we are not

limited to the narrow-plasmon limit of the Lindhard dielectric function. Any model or

measurement of the loss function can be inserted directly in Eq. (8.1).

To evaluate the event rate in a superconducting detector, we take the velocity

of the DM in the galactic frame to have a modified Maxwell–Boltzmann distribution,

f(vχ) ∝ exp
(
−v2

χ/v
2
0

)
Θ
(
vesc − |vχ|

)
. (D.35)

For our reach projections, we take v0 = 220 km/s and vesc = 550 km/s, and we take Earth

to have a velocity vE = 232 km/s in the galactic frame. This matches the conventions of

Ref. [375]. In order to facilitate comparison with other results in the literature, we also

show some results with vE = 0 and vesc = 500 km/s, matching the conventions of e.g.
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Figure D.4: Left: loss function for each of several models for Al, for q = 10 eV. The
curve labeled ‘Acausal’ shows the loss function used in [370], which involves an unphysi-
cal choice of branch cut in the complex logarithm. The Fröhlich model fit is the same as
that shown in Fig. D.1, for which measured data are only available within the red band.
The Lindhard model is the RPA dielectric function Eq. (D.13) with Γp = 0, and the
GSRF models use fit parameters for Eq. (D.19) from Ref. [464], with ‘undamped’ cor-
responding to ImG = 0 and ‘damped’ corresponding to ImG 6= 0. The damped curve
becomes negative at small ω, which is an unphysical consequence of the GSRF model.
The curve labeled ‘Data’ shows the fit to q = 0 measurements provided by Ref. [469].
We use dashes to indicate the continuation of the fit beyond the range of measured data.
The gray band shows the reference range of 1 meV–1 eV deposits. Right: recoil spectra
corresponding to each of these loss functions, assuming (mχ, mφ,V ) = (10 keV, 1 µeV)
and σe = 10−39 cm2.
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Figure D.5: Projected reach for an aluminum superconductor target for several forms
of the loss function for scalar or vector mediators. The dotted curve is computed with
the simple halo model (vE = 0, vesc = 500 km/s), and all others assume the standard
halo model. The dashed line (‘unscreened’) is computed in the single-particle formalism
with no correction for screening, i.e., without the factor of |ε|2 in the denominator of
Eq. (D.27); this is unphysical for any spin-independent DM-electron interaction.

Refs. [369, 370]. We refer to this as the ‘simple halo’ scenario. Finally, for illustrative

purposes, we show selected results for a hypothetical halo with v0 = vesc = 104 km/s

and vE = 0. In this ‘fast DM’ scenario, the plasmon peak is kinematically accessible,

and this is directly visible as a feature in the recoil spectrum.

The various models for the loss functions in Al are shown in Fig. D.4, together

with the corresponding DM recoil spectra for a kg-yr exposure. The undamped GSRF

model and the Lindhard model with Γp = 0 correspond to the boundaries of the shaded

region in Fig. 8.2. We also show the result obtained by choosing the acausal branch

in the Lindhard dielectric function. It is clear from Fig. D.4 that at low energies, a

naive extrapolation of the plasmon tail dominates over the Lindhard loss function with

its infinitely long-lived plasmon. Moreover, the energy range of interest for light DM
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Figure D.6: Top left: recoil spectra in an Al superconductor for (mχ, mφ) =
(1 GeV, 1 MeV) and σe = 10−42 cm2 assuming the GSRF loss function without damp-
ing for several DM velocity distributions. See text for details. The fast halo scenario is
unrealistic and is shown for illustrative purposes only: in this case, the plasmon peak
is kinematically accessible, and the recoil spectrum exhibits a corresponding kink at
ω = ωp. The shaded areas indicate two fiducial experimental configurations, one sen-
sitive to deposits 1 meV–1 eV (orange), and the other sensitive to deposits 1 eV–1 keV
(green). Bottom left: projected reach in an Al superconductor for a 1 kg-yr exposure
assuming a heavy mediator. Orange curves show the reach for the low-threshold sce-
nario, and green curves show the reach for the high-threshold scenario. Projections for
the standard halo, simple halo, and fast halo scenarios are shown by the solid, dotted,
and dot-dashed curves, respectively. Right: projected reach for a 1 kg-yr exposure of
a Dirac material, Si, and the two Al superconductor configurations assuming a heavy
scalar or vector mediator. The parameters of the Dirac material are taken as in Fig. 8.2,
with gap 2∆ = 20 meV, Fermi velocity vF = 4 × 10−4, background dielectric constant
κ = 40, and Dirac band cutoff ωmax = 0.5 eV. The projected reach for Si assumes a
two-electron ionization threshold. The projected reach of URu2Si2 lies above the top
edge of the plot. All curves assume the standard halo model. For the Al target, the
shaded regions indicate the range of variation in different models of the loss function.
The solid lines are computed using the GSRF loss function without damping, and the
top of each shaded band is computed using the Lindhard loss function. An example of
the target parameter space for thermal freeze-out through a heavy dark photon media-
tor [378] is shown in dashed blue.
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detection is precisely where the effects of damping in the GSRF loss function become

important. While the loss functions given here are valuable benchmarks, the true loss

function likely falls somewhere between the Lindhard result and the plasmon tail. This is

also suggested by fitting the measurements of Ref. [469], which go down to ω = 100 meV

and lie somewhat below the plasmon tail. (See the purple line in Fig. D.4.) To accurately

predict the DM scattering rate, it is both essential and feasible to measure the loss

function in the entire relevant regime of 1 meV < ω < 1 eV.

Figure D.5 shows updated reach curves for an aluminum superconductor target

alongside the results of Refs. [369, 370]. The reach curves are specified with respect to

a reference cross section defined by

σe =
16πµ2

eχαeαχ(
(αEMme)2 +m2

φ

)2 , (D.36)

where µχe denotes the reduced mass of the electron–DM system, mφ is the mediator

mass, and αe,χ = g2
e,χ/(4π) in terms of the couplings which define the potential in

Eq. (D.8). In Fig. D.5, ‘light mediator’ means mφ � αEMme (defined with respect to the

ordinary electromagnetic fine-structure constant αEM ' 1/137) and ‘heavy mediator’

means mφ � αEMme. All reach projections are computed in the zero-temperature limit

and assume that the detector is sensitive to deposits between 1 meV and 1 eV. We

show reach curves for a high-threshold experiment sensitive to deposits 1 eV–1 keV for

a heavy mediator in Fig. D.6, along with recoil spectra for selected model points. We

also illustrate the appearance of a feature in the recoil spectrum at ωp in the fast halo

model, where the plasmon peak is kinematically accessible. To facilitate comparison

with the literature, we show reach curves corresponding to an event rate of 3 kg−1 yr−1,
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which corresponds roughly to a 95% C.L. constraint.

Figure D.5 in particular underscores the importance of properly treating the

material response. For any interaction of the kind we consider in this chapter, screening

is significant at low DM mass or for a light mediator. However, the implementation of

screening in Ref. [370] overestimated the size of the effect for a vector mediator: at the

lowest DM masses, the causal branch choice in the logarithms of Eq. (D.13) yields a rate

as much as seven orders of magnitude greater than that produced by the acausal choice.

Furthermore, accounting for the non-zero width of the plasmon peak further enhances

the rate by an order of magnitude or more. The lingering uncertainty in analytical

predictions of the loss function can be easily resolved by directly measuring the loss

function in promising target materials.
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Appendix E

Geometric enhancement to the DM

interaction rate

The rate of Eq. (8.1) is written in a form appropriate for the scattering rate

in a bulk volume. However, for thin layers, the dielectric response of the detector is

different from that of a bulk sample of material. In particular, the relationship between

the scattering rate and the dielectric function is modified: W[ε] is replaced by a new

response function V[ε]. This can significantly influence the DM interaction rate. This

thin-layer response function can still be measured experimentally, but in the absence

of experimental data, it is also possible to predict V[ε] given a model for the dielectric

function ε.

These effects are newly explored in Ref. [520]. Ref. [520] derives a function

R[ε] such that V = 1
d Re(R), where d is the thickness of the detector layer (WSi in

our prototype), and shows that the scattering rate per unit volume is exactly as given

in Eq. (8.1) with the replacement W → V. The response function V is determined
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by solving the Poisson equation subject to the appropriate boundary conditions for a

perturbing source with charge density ρ = ρ0e
i(q·x−ωt) and evaluating the time-averaged

power deposited in each layer. Schematically, one makes the ansatz φ = ψ(z)ei(q·x−ωt),

where z is the coordinate normal to the layers. Then the Poisson equation reduces to

an equation for ψ(z), with the form

−q2ψ(z) + 2iqzψ
′(z) + ψ′′(z) = −ρ0/ε(z). (E.1)

After imposing the appropriate boundary conditions and solving for ψ, the thin-layer

loss function can be written as

V =
q2

d
Re

[
−i1
ρ

∫
dz

(
iψ(z) +

qz
q2
ψ′(z)

)]
. (E.2)

Note that the integral in Eq. (E.2) is taken over all space, and the integrand has support

outside the detector layer.

For a layer of thickness d � q, the resonance at the plasma frequency is

suppressed compared to the bulk loss function. However, the thin-layer loss function

exhibits a second resonance at smaller deposits, at ω ∼ (qd/2)1/2ωp, in the most im-

portant kinematic regime for light DM scattering. Thus, the DM scattering rate per

unit volume for a thin layer can be enhanced significantly with respect to a bulk detec-

tor. Like the loss function W, the thin-layer response function V is measurable for a

particular target system.

One can make a first estimate of the geometric enhancements to absorption

by assuming that the relationship between absorption and scattering is preserved, i.e.,

that the bulk response function W in Eq. (10.3) can also be replaced with the thin-

layer response function V. An estimate carried out in this manner suggests that the
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absorption rate can be enhanced by one or two orders of magnitude in some regimes.

However, Eq. (E.2) is derived under the assumption that the momentum transfer q is

much larger than the deposited energy ω, which is not the case for absorption. Thus,

we do not show thin-layer curves in Fig. 10.6, and leave a quantitative treatment to

future work.

In the absence of experimental data, we use the calculation of Ref. [520] to

assess the relevance of the detector geometry to the DM scattering rate, considering

only the WSi detector layer and the immediately adjacent SiO2 layers. This calculation

requires the dielectric function ε to be purely real outside the detector layer, meaning

that these layers are dissipationless. We enforce this condition by explicitly taking the

real part of ε outside the detector layer. This approximation is valuable to highlight a

unique effect that takes place when the detector layer is much more strongly dissipative

than the other layers: in this case, deposits in those other layers must be conducted to

the detector layer before they can dissipate. This means that the detector is sensitive

to deposits far from the detector layer, dramatically enhancing the effective volume of

the system. This is also the reason for the integral in Eq. (E.2) to be extended over all

space. Indeed, in the presence of dissipation in all space, this integral would diverge.

However, in our prototype, dissipation in the other layers is in fact non-

negligible. Preliminary experimental results suggest that a deposit in another layer must

be above the threshold by a factor of O(100) in order to reliably trigger the SNSPD,

and understanding the effective available detector volume as a function of the deposited

energy requires more detailed laboratory characterization. We thus show an additional

conservative benchmark (dotted curves in Figs. 10.4 and 10.5) in which the dielectric
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function is allowed to be complex everywhere, but only deposits within the WSi detector

layer are included, i.e. the domain of the integral in Eq. (E.2) is restricted. In addition

to the SiO2 layers, we include the ZEP520A layer, treating it as semi-infinite in extent.

This simplistic estimate demonstrates that when ε is allowed to be complex everywhere,

the scattering rate is enhanced even when deposits outside the detector layer are ne-

glected. Ultimately, direct experimental characterization can eliminate uncertainty in

our treatment of geometric effects for both scattering and absorption.
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Appendix F

Dark matter interactions in

superconductors

In this appendix, we detail our treatment of DM–electron interactions in the

language of QP pair production. In particular, we compute Im εBCS using the BCS

coherence factor FBCS(p1, p2), and we show that the free electron scattering picture

is recovered in the limit of large deposits. Throughout this section, q denotes the 4-

momentum transfer (ω,q).

Consider a DM–electron interaction mediated by a scalar particle ϕ, with in-

teraction Lagrangian

Lint = gχφχχ+ geφψψ , (F.1)

where χ is a spin-1/2 DM fermion and ψ is the electron. Using the projection operator

P = (1 + γ0)/2, we can project out the so-called “large part” [546] of the electron field

ψs, where s =↑, ↓ refers to the two different spin states. This gives, at lowest order, the
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interaction Hamiltonian for the electron–mediator interaction:

Hint ' −ge
∫

d3xφ(x)
(
ψ†↑(x)ψ↑(x) + ψ†↓(x)ψ↓(x)

)
. (F.2)

The DM–mediator interaction is governed by a Hamiltonian of the same form with the

replacement ψ → χ. Higher-order terms are discussed by Ref. [547]. (Similarly, as

shown in that reference, for a light vector mediator Aµ, we will have in the low-energy

limit Lint = gχA0χ
†χ + geA0ψ

†ψ. Higher-order terms and magnetic interactions will

be suppressed by factors of vχ/c in the low-energy limit. In the case of a heavy vector

mediator, the A0 interaction will again dominate, because the currents in the interaction

A·j will be suppressed by factors of vχ/c. Thus, light and heavy vector mediators should

also be described by interaction Eq. (F.2) in this limit.1) Defining the density operator

ρe(x) ≡∑s ψ
†
s(x)ψs(x), its Fourier transform is

ρe(q) =
∑

s

∫
d3p

(2π)3
c†p−q,scp,s, (F.3)

where cp,s annihilates an electron with momentum p and spin s. A similar expression

is obtained for ρχ. We can then write the interaction Hamiltonian as

Hint = −
∫

d3xϕ(x)
(
geρe(x) + gχρχ(x)

)
. (F.4)

1One might object that a propagating A0 should be suppressed in the non-relativistic limit,
by virtue of the constraint ∂µA

µ = 0. Indeed, one can compute the time-ordered propagator∫
dt d3x exp(iq0t− iq · x)〈0|T{Aµ(x, t), Aν(0, 0)}|0〉 in the interaction picture and verify that it is not

Lorentz-covariant, and that its 00 component is highly suppressed when |q| � mA. However, the ab-
sence of a kinetic term for A0 in the Lagrangian introduces an additional terms in the Hamiltonian to
precisely cancel this suppression. The effective propagator becomes the Lorentz-covariant propagator
−i/(q2−m2

A+ iε)(ηµν−qµqν/m2
A), which is unsuppressed for q0 � |q|, or when coupling to a conserved

current. This is equivalent to the statement that an off-shell vector can be polarized in any direction.
See Sec. 6.2 of Ref. [548] for further insight.
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At second order in perturbation theory, the S-matrix will therefore contain a term

Ŝ(2) ⊃ −gegχ
∫

d4x d4x′ χ(x)χ(x)∆(x− x′)ψ(x′)ψ(x′)

= −gegχ
∫

d4q

(2π)4
i
ρ†χ(q) ρe(q)

q2 −m2
φ + iε

, (F.5)

where

ρe(q) ≡ ρe(q, ω) =

∫
dt eiωtρe(q, t) =

∫
dt eiωteiH0tρe(q) e−iH0t , (F.6)

with H0 the free Hamiltonian. In the presence of the lattice potential, an effective

electron-electron potential is induced through a phonon loop [549]. The energy eigen-

states in the presence of this effective potential are now given by the Bogoliubov QPs,

with creation/annihilation operators γ†, γ respectively [492]. To implement the unitary

transformation to the QP basis, we simply replace

cp↑ = upγp↑ + vpγ
†
−p,↓, c†−p,↓ = −vpγp↑ + upγ

†
−p↓, (F.7)

where the coefficients up and vp satisfy

|up|2 =
1

2

(
1 +

Ep
EQP(p)

)
, |vp|2 =

1

2

(
1− Ep

EQP(p)

)
, (F.8)

with E and EQP defined as in Eq. (9.1). We can then isolate the term in ρe that creates

two quasiparticles (breaks a Cooper-pair):

ρe(q) ⊃
∫

d3p

(2π)3
(u∗p+qvp + upv

∗
p+q)γ†−p−q↑γ

†
p↓ (F.9)

giving, according to Eq. (F.6),

ρe(q, ω) =

∫
d3p

(2π)3
(u∗p+qvp + upv

∗
p+q)γ†−p−q↑γ

†
p↓(2π)δ

(
ω − EQP(p)− EQP(p + q)

)
.

(F.10)
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Figure F.1: The BCS coherence factor, FBCS(p1,p2), for several fixed values of |p1|.
Note that FBCS(p1,p2) = FBCS(p2,p1). When both momenta are far from the Fermi
surface, the coherence factor reduces to the Pauli blocking factor. Pauli blocking only
permits the creation of an electron–hole pair if the electron is above the Fermi surface
and the hole is below. Accordingly, if both of p1 and p2 are on the same side of the
Fermi surface, the coherence factor vanishes rapidly. Otherwise, it quickly approaches
1. That FBCS(pF, pF) = 1 is a consequence of the sign in the coherence factor for the
interactions considered here. For interactions with the opposite sign, FBCS(pF, pF) = 0.
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Plugging this into the S-matrix of Eq. (F.5), and using the fact that the scat-

tering rate is given by Γ = d
dt

∑
f |〈f |Ŝ|i〉|2, we find that the lowest order Cooper-pair

breaking rate is then simply given by

Γ(vχ) = g2
eg

2
χ

∫
d3p1

(2π)3

d3p2

(2π)3
2πδ

(
ωp1+p2

−EQP(p1)−EQP(p2)
) ∣∣u∗p1

vp2
+ up2

v∗p1

∣∣2
∣∣(p1 + p2)2 +m2

φ − ω2
∣∣2 ,

(F.11)

where ωp1+p2
= (p1 + p2) ·vχ− (p1 + p2)2/2mχ is the energy deposited. The quantity

FBCS(p1,p2) ≡
∣∣u∗p1

vp2
+ up2

v∗p1

∣∣2 =
1

2

(
1− Ep1

Ep2
−∆2

EQP(p1)EQP(p2)

)
(F.12)

is the BCS coherence factor2 [493]. The Ep1
Ep2

term can be dropped if p1 or p2 (or

both) are integrated over, provided the remainder of the integrand is even in p1 and p2.

But if e.g. p2 is fixed to be q− p1, then this term must be kept when integrating over

p1.

It is straightforward to see that this matches onto the rate for free electron

scattering when p1 and p2 are away from the gap (|p2
i /2me −EF| � ∆). In this limit,

the matrix element for QP pair production becomes that for electron scattering, the

coherence factor becomes a Pauli blocking factor, and the two QPs become an electron–

hole pair. In particular, because of the functional form of the coherence factor, we

always have p1 <
√

2meEF and p2 >
√

2meEF (or vice versa), with FBCS(p1, p2) ' 1.

Then E(p1) ' EF − p2
1/2me and E(p2) ' p2

2/2me − EF, so the energy delta function

in the rate of Eq. (F.11) reduces to

δ (ω − E1 − E2) −→ δ

[
ω −

(
p2

2

2me
− p2

1

2me

)]
. (F.13)

2The signs of the various terms in the coherence factor depend on the type of interaction. See, e.g.
[491, 493].
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That is, the kinematical constraint reduces to that of ordinary non-relativistic scattering.

Meanwhile, the quantity

S(q, ω) =
∑

f

|〈f |ρe(q)|0〉|2δ(ω − Ef ) (F.14)

is known in the literature as the dynamic structure factor, in terms of which we have,

at lowest order in perturbation theory,

Im

( −1

ε(1)(q, ω)

)
=
πe2

q2
S(q, ω) . (F.15)

In our case, the structure factor is simply given by

S(q, ω) =

∫
d3p1

(2π)3

d3p2

(2π)3
FBCS(p1,p2)(2π)3δ(3)(q−p1−p2)δ

(
ω−EQP(p1)−EQP(p2)

)
,

(F.16)

allowing the loss function, Im(−1/εBCS), to be expressed in terms of the QP dispersion

relation and the BCS coherence factor. When higher order terms are included, we can

resum the series (at zero temperature) in the random phase approximation (RPA) [460,

541]:

Ŝ(2,RPA) ⊃ −gegχ
∫

d4q

(2π)4
i
ρ†χ(q) ρe(q)

q2 −m2
φ + iε

1

ε(RPA)(q)
, (F.17)

where ε(RPA)(q, ω) ≡ 1 +χ(q, ω), for 1−χ(q, ω) ≡ −1/ε(1)(q, ω). Importantly, we have

Im ε(RPA)(q, ω) = Im

( −1

ε(1)(q, ω)

)
= Imχ(q, ω) =

πe2

q2
S(q, ω) . (F.18)

Putting everything together, we have

Γ(RPA)(vχ) = g2
eg

2
χ

∫
d3p1

(2π)3

d3p2

(2π)3

∣∣u∗p1
vp2

+ up2
v∗p1

∣∣2
∣∣(p1 + p2)2 +m2

φ − ω2
∣∣2

1

|ε(RPA)(p1 + p2, ωp1+p2
)|2

× 2πδ
(
ωp1+p2

− EQP(p1)− EQP(p2)
)
, (F.19)
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and writing the coherence factor in terms of ε(1) gives

Γ(RPA)(vχ) =

∫
d3q

(2π)3

|V (q)|2
|ε(RPA)(q, ωq)|2

2q2

e2
Im

( −1

ε(1)(q, ωq)

)

=

∫
d3q

(2π)3

|V (q)|2
|ε(RPA)(q, ωq)|2

2q2

e2
Im
(
ε(RPA)(q, ωq)

)

=

∫
d3q

(2π)3
|V (q)|2 2q2

e2
Im

( −1

ε(RPA)(q, ωq)

)
. (F.20)

To the accuracy that ε(RPA) represents the true dielectric function ε, we have derived

Eq. (9.2).3 The full form of ε(RPA) in the BCS vacuum will be discussed in future work

[494]. In this chapter, we make the approximation

Im

( −1

ε(RPA)(q, ωq)

)
' Im ε

(RPA)
BCS (q, ωq)

|εL(q, ωq)|2 , (F.21)

where the Lindhard function [460, 468] εL ≡ ε
(RPA)
FEG is the RPA dielectric function

for a free electron gas (FEG), and accounts for screening and in-medium effects in a

normal metal. Fortunately, by Eq. (F.18), Im ε
(RPA)
BCS can be evaluated from the dynamic

structure function without knowing the full form of ε
(RPA)
BCS (q, ω):

Im
(
ε
(RPA)
BCS (q, ω)

)
=
πe2

q2
S(q, ω)

=
e2

2q2

∫
d3p1

(2π)3

d3p2

(2π)3
FBCS(p1,p2)× (F.22)

(2π)4δ(3)(q− p1 − p2)δ
(
ω − EQP(p1)− EQP(p2)

)
.

This is because the imaginary part depends only on the spectrum of the Hamiltonian

and on its relation to the operator ρe. It corresponds precisely to the sum over states

in the scattering rate.

3Note the subtle difference in our approach (following Ref. [460]) from Ref. [521]. We define S(q, ω)
to be given strictly by Eq. (F.14), while ε(RPA) has been resummed in perturbation theory. One may
optionally redefine S in terms of a resummed density operator ρ(RPA) following Ref. [460].
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Appendix G

Quasiparticle downconversion in

superconductors

We simulate QP down-conversion following a similar procedure to the calcu-

lations of Refs. [498, 500, 550, 551]. The principal difference is that we track the full

momentum vector for scattered particles to retain information about the scattering di-

rection relative to the momentum of the initial scattering event. Here we review the

relevant scattering rate calculations, and we derive the emission angles of QPs and

phonons in each relaxation process. We compare the final result to the well-established

normal metal case described in Refs. [552, 553]. Down-conversion in the limit of high-

energy initial QPs is also discussed by Refs. [498, 499].

G.1 Phonon Scattering at the Fermi Surface

We treat QP–phonon interactions following Ref. [500]. The simplified model

in this treatment contains a single acoustic phonon branch with the dispersion relation
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Figure G.1: Angular distributions of phonons produced by DM scattering in Al. The
angles shown are defined with respect to the axis of the DM wind. The distribution of
DM orientations in the Standard Halo Model is included. The left and right panel show
the distributions in the light- and heavy-mediator limits, respectively. In each panel,
the colors correspond to different DM masses, and a dashed horizontal line at cos θi = 1

2
indicates the isotropic distribution. Thick lines interpolate between histogram values
(thin lines) for ease of visualization. In the right panel, the curves include only events
with total deposit ω < 20∆, for which the effects of down-conversion are less significant.
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ωq = qcs, where q is the phonon momentum and cs is the sound speed in the material.

For the dynamics of the problem, scattering is contained to the first Brillouin zone

(q < 2π
a ), so we do not include an explicit upper limit in momentum in the rate integral.

As significant down-conversion already occurs at energies well below the optical phonon

modes in most superconductors, we do not explicitly include optical phonon emission

in our calculations. This is compatible with the conclusions of past down-conversion

codes (see e.g. Refs. [498, 550]).

For acoustic phonon emission, we first adopt the result of Ref. [500] for the

emission rate of an acoustic phonon of momentum q in the zero-temperature limit:

dΓ

dωq
(EQP) =

2π

Z0
α2F (q) Re

(
EQP − ωq√

(EQP − ωq)2 −∆2

)
×
[
1− ∆2

EQP(EQP − ωq)

]
(G.1)

where Z0 is the “renormalization parameter” defined in Ref. [500] (Typically Z0 ∼ 2).

We have also assumed that α2(q)F (q) ≈ b ω2
q , the Debye solution for this quantity [552].

The QP energy EQP is defined in Eq. (9.1).

G.2 Computing the Scattering Angle

Given the general scattering rate of Eq. (G.1), we also need to determine

the scattering angle for a phonon of energy ωq = qcs emitted by an QP of energy

EQP(k). We find this angle by first solving for k′ from the conservation of energy

relation, EQP(k′) = EQP(k) − qcs, where EQP(k) ≡ EQP(k) as defined in Eq. (9.1).

Solving, we get

k′2 = 2me

[
(EQP(k)− ωq)2 −∆2

]1/2
+ p2

F. (G.2)
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In a normal metal or a semiconductor, the pF dependence cancels. However, for a

superconductor with ∆ > 0, the pF dependence is retained.

We can now use momentum conservation to solve for scattering angle. Writing

k = k′+q, we have k′2 = k2+q2−2kq cos θq. Solving explicitly for k in the QP dispersion

relation gives

k =
[
2me

(
EF + s

√
E2

QP −∆2
)]1/2

, (G.3)

where s = ±1. An analogous sign s′ appears in the solution for k′. We then find

cos θq =
ω2
q + 4γ2∆

[
s
√

(E2
QP −∆2)− s′

√
(EQP − ωq)2 −∆2

]

4γωq

[
EF∆ + s∆

√
(E2

QP −∆2)
]1/2

, γ ≡

√
1
2mec2

s

∆
.

(G.4)

We now consider a few limiting cases to understand the angular spread in the

phonon spectrum. First, observe that for QPs far from the gap, with ∆� EQP � EF,

the scattering angle is unrestricted. In this limit, we have

cos θq '
1

4γ

ωq
∆

(
∆

EF

)1/2

+ s′γ
(

∆

EF

)1/2

+ (s− s′)γEQP

ωq

(
∆

EF

)1/2

. (G.5)

For typical materials, γ is O(1) and EF � ∆. Thus, if s 6= s′, the last term dominates in

the limit of small ωq, and | cos θq| = 1 is allowed. On the other hand, if s = s′, then the

last term vanishes. The first term can be made arbitrarily small in the small-ωq limit,

and can even be made to cancel with the second term, which is itself always small. In

this case, cos θq = 0 is allowed.

On the other hand, consider the near-gap regime, where k ∼ pF. Here we can

write EQP = (1 + δ)∆ with δ � 1, and since the final-state QP energy is at least ∆,

we must have ωq = aδ∆ with 0 < a < 1. Inserting these expressions into Eq. (G.4) and
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expanding for small δ gives

cos θq '
sδ − s′

√
1− a

(δ/2)1/2(a/γ)

(
∆

EF

)1/2

. (G.6)

However, the phonon emission process is kinematically forbidden if |cos θq| > 1, and

minimizing Eq. (G.6) over a gives

min
a∈(0,1)

cos θq ' γ
(
EF

∆

)−3/2
(
s
EF

∆

√
2

δ
− 1

)
. (G.7)

Thus, phonon emission is only kinematically allowed for sufficiently large δ, i.e., for

δ & δmin ≡
2γ2(EF/∆)2

[
(EF/∆)3/2 + γ

]2 . (G.8)

This result is self-consistent: in typical materials, γ is O(1), and EF � ∆, so δmin � 1.

This gives rise to a condition for phonon emission:

EQP & ∆ +
4c2
sE

2
Fme(

2E
3/2
F + ∆

√
2mec2

s

)2 ∆. (G.9)

QPs with energies below this threshold are ballistic: no phonon emission is allowed.

The angular distribution of final-state phonons is peaked oppositely to that of

final-state QPs, and is closer to the isotropic distribution. The distribution is shown

explicitly in Fig. G.1 for the same cases as in Fig. 9.1.

G.3 Relation to Normal Metal Scattering

It is instructive to compare Eq. (G.1) to the equivalent rate in the normal

metal case. In a normal metal, this emission rate becomes [552]

Γ(Ek) = 2π

∫
d3k′

(2π)3
|αq|2 δ(Ek − Ek′ − ωq)δ(3)(k− k′ − q), (G.10)
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where αq is the coupling for electron–phonon scattering. If we assume that scattering

is isotropic, we can make a change of variables such that
∫

dp′ ∝
∫

dωq d(cos θ), where

cos θ is the scattering angle between k and k′. For scattering near the Fermi energy in

the metal, conservation of momentum gives

q2 = k2 + k′2 − 2kk′ cos θ ≈ 2p2
F(1− cos θ) (G.11)

where pF =
√

2mEF is the Fermi momentum. This implies d(cos θ) = −q dq/p2
F, which

in turn allows us to write the differential scattering rate for ωq < EQP as

dΓn
dωq

(EQP) = 2πα2F (q) . (G.12)

Here the subscript n indicates the normal metal case; N0 is the normal metal density of

states at EF; and α2F (q) is the coupling-weighted phonon density of states, given by

α2F (q) =
N0

2p2
F

∫ qmax

0
dq′ q′|α2

q′ |δ(q′ − q) . (G.13)

For the scaling used earlier this gives the normal result that the acoustic scattering rate

goes as E3
QP when integrated over energy, and the differential spectrum goes as ω2

q .

When we derive the emission rate for superconductors, there are two important

modifications required to get from Eq. (G.10) to the final differential rate in emitted

phonon energy. First, we modify the dispersion relation to that of the QPs in the

superconductor. In the metal, we had Ek = Ek ≡ p2/(2me)− EF relative to the Fermi

surface, but in a superconductor, the gap energy modifies this to

EQP(k) =
√
Ek + ∆2 . (G.14)

In the normal metal phonon interaction, the total coupling has a density of states term

that is valid in the metal, but not in the superconductor, since there are no states at
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Ek < ∆. We can use the fact that the total number of states is the same to find the

modified density of states at a given energy, i.e., we have dENs(E) = dE Nn(E), where

the subscript s indicates the superconductor case. We thus find that

Ns(E) ≈ N0
dE
dE

= N0
E√

E2 −∆2
. (G.15)

Thus, to rescale α2F (q) for the superconducting case, we have to rescale by the ratio of

superconducting to normal states at a given energy. This gives us the first additional

factor in the superconducting rate equation. Ref. [493] points out that, in principle, the

gap function is complex-valued, hence the need to take only the real part.

The second correction factor is the coherence factor described in the previous

section. This is a purely BCS effect that arises from the collective nature of the super-

conducting states. This factor ensures that the divergence in the density of states does

not lead to a divergence in the phonon scattering rate. Taking the type I coherence

factor for phonon emission from Ref. [493], we find

FBCS(∆, EQP, ωq) ≈
1

Z0

(
1− ∆2

EQP(EQP − ωq)

)
, (G.16)

using the same normalization procedure as Ref. [500]. Combining this with the previous

correction factor and multiplying by the normal metal scattering rate produces the

scattering rate of Eq. (G.1). This heuristic argument elucidates the origin of Eq. (G.1)

in the low-temperature limit with a less formal approach than that in Ref. [500].

469



Appendix H

Directional reach estimation in

superconductors

In this appendix, we detail the methodology used to produce Fig. 9.2 in the

main text, and we demonstrate the impact of total-deposit cuts on the directionality

of the signal. As in the main text, we assume the Standard Halo Model (SHM), i.e.,

fχ(v) ∝ Θ(vesc−v)e−v
2/v20 in the galactic frame, taking v0 = 220 km/s, vesc = 550 km/s,

and Earth velocity vE = 230 km/s relative to the galactic frame [418].

H.1 Statistical methods

The directional reach in Fig. 9.2 is estimated in two distinct ways. The dashed

curves are based on measurement of an asymmetry in the counts of final-state QPs

between two bins of equal solid angle, and the dotted curve is based on comparison of

the full angular distribution against the null hypothesis.
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H.1.1 Two-bin reach

We first discuss the two-bin reach estimate. The premise of this test is that an

isotropic background gives rise to an isotropic distribution of final-state quasiparticles,

and, in particular, produces statistically-indistinguishable counts in any two bins of

equal solid angle. Since the DM wind is not isotropic, it is possible to statistically

distinguish the counts in the two bins given a sufficient number of events.

We make the simplifying assumption that the angles of the final-state QPs are

independent random variables. This is not strictly the case, since QPs that originate

from the same event have some angular correlation. However, given a large number of

events, such correlations are extremely sparse. Moreover, by simulating an ensemble

of isotropic DM scattering events, we have directly checked that such correlations are

irrelevant at the number of events needed to establish directionality. Having made this

assumption, the assignment of an angular bin to each QP can be treated as a Bernoulli

trial. We can then use the binomial test to determine whether to reject the isotropic

distribution given a particular set of QPs.

This procedure allows us to determine whether a particular sample of final-

state QPs is consistent with an isotropic signal. Next, we must translate this to a

minimum number of events needed to establish directionality. To that end, we randomly

draw samples of NQP = 2, 3, 4, . . . QPs and evaluate the binomial test for each sample,

repeating the process many times for each fixed N to obtain a median p-value. We

advance NQP until this median p-value drops below the threshold value of 0.05, and

we interpret the resulting value of N as the typical number of QPs needed in order to
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establish directionality. Finally, this number of QPs must be translated to a number

of scattering events. We estimate this number as Ne ≡ NQP/n̄, where n̄ is the average

number of final-state QPs produced by a scattering event. This Ne is indicated by the

dashed curves in Fig. 9.2.

For the heavy mediator case, we introduce an additional step. As we discuss

below, the distribution of final-state QPs produced by an event approaches the isotropic

distribution as the deposit becomes much larger than the superconducting gap 2∆.

Thus, it is advantageous to restrict attention to events with total deposit below some

cut, even at the cost of a reduced event rate below the cut. The dashed curve in the

right panel of Fig. 9.2 is a composite of two reach curves obtained with cuts ω < 10∆

and ω < 50∆. Due to the complicated relationship between the total deposit, the initial

directionality, and the effects of down-conversion, each of these cuts preserves overall

directionality for a different mass range, and the combination of the two gives directional

sensitivity over the entire mass range. Due to the large deposits favored in the heavy-

mediator case, a cut on the total deposit is essential to establish directionality for all

but the lowest masses.

This simplistic treatment produces a rough upper bound on the number of

events needed to detect directionality, and admits a very direct interpretation. Even at

the level of a two-bin experimental configuration, more sophisticated statistical treat-

ments may yield slightly stronger results. In particular, it is possible to extract direc-

tionality using the Skellam distribution, as in rate modulation experiments [487]. Here

one treats the count in each bin as a Poisson random variable, so that the difference in

the number of counts between the two bins is a Skellam-distributed random variable. It
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is then possible to test whether the two Poisson counts are produced with the same rate.

However, our case is simpler than a traditional rate modulation experiment in that the

target is isotropic, so the total rate is fixed. We have checked that using the Skellam

distribution offers a slight enhancement to the two-bin reach, but does not qualitatively

change the result.

H.1.2 Full angular distribution

Figure 9.2 also includes an estimate based on the full angular distribution of the

final-state QPs, assuming an experimental configuration with great angular precision.

For this estimate, we begin with an ensemble of simulated DM scattering events. Next,

a second “null” ensemble of DM scattering events is simulated with an isotropic distri-

bution of DM directions, using the same speed distribution as the Standard Halo Model.

For each simulated event, we compute the mean angle of the final-state QPs, 〈cos θi〉.

We thus obtain two sets of samples {〈cos θi〉}SHM and {〈cos θi〉}null for the two ensem-

bles. We then determine the average number of events needed to reject at 95% C.L. the

hypothesis that the “SHM” and “null” samples are drawn from the same distribution,

using the two-sample Kolmogorov–Smirnov test. Note that unlike the binomial test

of the previous case, the samples being compared in this case are truly independent:

since each mean angle corresponds to a single event, and vice versa, all of the values we

draw originate from different scattering events, and they are thus independent random

variates.

For light mediators, the two procedures give a nearly identical result, and

Fig. 9.2 shows only the simpler two-bin result. This is easily understood in light of the
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typical number of QPs produced in a scattering event: for a light mediator, a typical

final state consists of an O(1) number of QPs, and deviation of these QPs from the

isotropic distribution generally gives rise to a two-bin asymmetry. In fact, for large DM

masses, taking the mean angle in each event discards information to the point that the

distributional test slightly underperforms the two-bin test. For a heavy mediator, on

the other hand, a typical final state may consist of O(104) QPs for large DM masses.

The angular mean 〈cos θi〉 will typically be very close to zero, and distinguishing the

distribution of these means from the isotropic case becomes a problem of precision

measurement. The large number of QPs makes this a realistic possibility. However,

we estimate that achieving the high-resolution dotted curve in Fig. 9.2 would require a

measurement precision of O(10−2) in cos θi.

H.2 Energy dependence of directionality

In this section, we demonstrate the dependence of final-state directionality on

the deposited energy. As noted in the main text, larger deposits allow for a larger

number of relaxation events during the down-conversion process, which attenuates the

correlation between the directions of the final-state excitations and those of the initial

excitations produced by DM scattering. This is illustrated for particular realizations in

Fig. H.1. In the left panel, the relatively small number of relaxation events and the low

energies of the emitted phonons guarantee that the directions of the initial QPs are well-

preserved, and no additional QPs are produced. In the right panel, on the other hand,

the larger deposit allows for a larger number of relaxation events, with additional QP
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Figure H.1: Simulation of the QP down-conversion process for two initial energy de-
posits. The black line indicates the direction of the incoming DM. For visualization
purposes, each line terminates at an angular coordinate corresponding to its angle from
the incoming DM axis. Thus, the directions of the plotted excitations are represented
by their endpoints, not by their slopes. Left: since ω = 2.09∆, neither initial QP can
emit a phonon with energy above 2∆, so no phonons can produce QP pairs. Thus,
the only QPs in the final state are those produced in the DM scattering event, with
their directions barely altered. Right: now ω = 12.44∆ and the emission of above-gap
phonons is allowed. Thus, a chain of phonon emissions and decays erases much of the
initial directionality, although a preference for off-axis final states remains visible.
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pair production. While there remains a directional correlation between the final state

and the initial QPs, this correlation is partially erased by down-conversion. Directional

information is effectively lost for very large deposits.

The impact of down-conversion means that small deposits are favorable for

directionality even if the directionality of the initial QPs is smaller in this regime. We

can demonstrate this explicitly by evaluating the final-state asymmetry as a function of

the deposited energy. To facilitate quantitative discussion of directionality, we introduce

a quantitative “two-bin asymmetry” A2, defined as follows. As discussed above, we

divide the final-state QPs into two bins of equal solid angle: the “on-axis” bin, with

|cos θ| > 1
2 , and the “off-axis” bin, with |cos θ| < 1

2 . We denote the counts in these two

bins by non and noff , respectively, and then define

A2 ≡
∣∣∣∣2×

non

non + noff
− 1

∣∣∣∣ . (H.1)

In particular, the isotropic distribution gives A2 = 0, and a totally asymmetric distri-

bution gives A2 = 1.

The left panel of Fig. H.2 shows A2 for the final-state QPs produced by a single

QP injected at fixed energy ω with cos θ = 1. This serves as a proxy for the preservation

of directionality at fixed deposit. Directionality is almost perfectly preserved for very

low-energy QPs with ω < 3∆. Above this threshold, it becomes possible for the QP

to emit an above-gap phonon, with Eph > 2∆. Such a phonon subsequently decays to

another pair of QPs, which have only weak angular correlation with the original QP.

The nature of the 3∆ threshold is also clearly visible in the right panel of Fig. H.2,

which shows the fraction of the total energy that resides in the QP system after down-
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Figure H.2: Directionality of final-state QPs resulting from the down-conversion of a
single QP of energy ω oriented with cos θ = 1. Left: asymmetry A2 of final-state QPs
(blue) and phonons (orange). Directionality of the final excitations is quickly erased
for ω � ∆, and A2 approaches zero in the large-ω limit. Right: Fraction of the total
energy residing in the QP system after down-conversion. The gray band shows the range
of asymptotic results 0.57–0.60 obtained in the literature for bulk Al superconductors
[498, 550].

conversion. For EQP < 3∆, the QP relaxes almost all the way to the gap by emission

of sub-gap phonons, which cannot produce any additional QPs. Thus, the final state

consists of a single QP with EQP ≈ ∆, and a set of phonons with all the remaining energy

from the deposit. The fraction of the initial energy in the QP system is approximately

∆/ω. Upon reaching ω > 3∆, emission of above-gap phonons produces additional QPs

in the final state, sharply raising the fraction of the total energy in the QP system.

At large ω, this fraction asymptotically reaches ∼0.6. This is consistent with previous

studies of down-conversion in the high-energy limit, which find fractions between 0.57

and 0.60 [498, 550] (gray band in Fig. H.2).

Naively, Fig. H.2 suggests that the smallest deposits will yield the strongest

directionality. However, imposing an upper limit on the deposit also influences the
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Figure H.3: Top panels: total event rates as a function of initial deposit in the on-axis
(|cos θ| > 1

2 , solid) and off-axis (|cos θ| > 1
2 , dashed) bins for several DM masses, for light

(left panel) and heavy (right panel) mediators. Normalization of each pair of curves is
arbitrary and fixed for ease of visualization. Bottom panels: ratio of off-axis to on-axis
QP counts. The left and right panels assume a light and heavy mediator, respectively.
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directionality of the initial excitations, and, of course, the rate of events which fall

below the cut. To study the total directionality as a function of the deposited energy,

in Fig. H.3, we show the spectrum of final-state QPs in each of the two angular bins

(“on-axis” and “off-axis”) for several DM masses in the light- and heavy-mediator limits.

The bottom panels of Fig. H.3 show the ratios of these spectra, i.e., a signed and shifted

version of the two-bin asymmetry A2.

For light mediators, directionality is quickly lost for deposits well above the

gap, and the ratio approaches 1. Moreover, the ratio is generally above 1. For heavy

mediators, due to the directionality of the initial excitations, the ratio declines less

noticeably, but it is near 1 throughout the plot and asymptotically reaches 1. As

anticipated in Fig. 9.1, light mediators always enhance the off-axis rate, while heavy

mediators can enhance either the off-axis or on-axis rates, depending on the DM mass:

since scattering through a heavy mediator can produce a QP distribution peaked either

in the forward direction or off-axis, the ratio can be either below or above 1.
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