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Aerosol particles present in the atmosphere influence climate through their interactions 

with light and their effect on cloud formation, and negatively impact air quality with 

significant health implications. In the atmosphere, aerosol particles can undergo 

transformations through an array of processes, including evaporation and condensation of 

semi-volatile compounds, oxidation initiated by heterogeneous reactions, and 

photochemistry initiated by solar illumination. The evolution of particle composition 

influences its physical and optical properties, which need to be understood to fully assess 

their role in the environment.  

To study the physical and optical properties of aerosol particles, a linear quadrupole 

electrodynamic balance (LQ-EDB) was developed and used to levitate single aerosol 

particles using electric fields. This method allows for contactless probing of particle 

properties in controlled conditions that mimic the natural environment. To probe the size 

and optical properties of the particle, a broadband light source was integrated with the LQ-

EDB to illuminate the particle, giving rise to morphology dependent resonances (MDRs) 
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that were sampled in a back-scattered geometry with a spectrometer. The wavelength of 

the MDR’s was used to determine the droplet size, refractive index, and wavelength-

dispersion parameters via Mie theory. These methods were initially benchmarked in 

measurements of the evaporation rates of semi-volatile organic particles and the refractive 

index of aqueous salt particles. These measurements identified the facility of the methods 

in exploring the optical properties of aerosol that regulate their interactions with incoming 

solar radiation.  

In general, aerosol particles in the atmosphere have a cooling effect due to the scattering 

of incoming solar radiation. However, particles containing light absorbing species 

contribute to a warming effect. Using the LQ-EDB, we explored the physical and optical 

properties of aerosol particles containing light absorbing brown carbon (BrC) 

chromophores, such as those generated by wildfires and biomass burning. We report the 

optical properties, hygroscopic growth, and phase behavior as a function of relative 

humidity for a surrogate BrC particle containing 4-nitrocatechol and ammonium sulfate, 

revealing complex phase behavior that has implications for the optical properties and 

chemical reactivity of BrC aerosol. 

Subsequently, a new LQ-EDB was developed that incorporated heating elements to 

study the vapor pressures and influence of phase state on the rate of evaporation of a series 

of linear dicarboxylic acids from 293 to 350 K. These measurements provide clear evidence 

that phase state, either crystalline or amorphous, is a controlling factor in the rate of 

evaporation and contribute to our broader understanding of liquid-vapor partitioning in 

organic aerosol, organic solvents, fuel mixtures, and semi-volatile household products. 
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CHAPTER I 

1.1 Overview of Atmospheric Aerosol Particles 

Aerosol are ubiquitous in the atmosphere, local environments and many industrial 

processes. They can be used in drug and pesticide design, can affect human health, but also 

play an integral role in the atmosphere, affecting visibility, air quality, and climate.1–8 

Along with this versatility comes complexity. An aerosol is a suspension of particles in a 

gas phase. They consist of organic and inorganic material and are constantly changing in 

the atmosphere due to interactions with their surrounding environment, complicating their 

function and fueling the desire to better understand their role.9,10  

Volatile organic compounds (VOCs) are emitted from biogenic and anthropogenic 

sources. These compounds can continuously exist in the gas phase or they can chemically 

transform through homogeneous reactions in addition to heterogenous and multiphase 

reactions when the gas phase reacts with liquid or solid particles. Another reaction pathway 

for gas and particle phase species is oxidative reactions to form secondary organic aerosol 

(SOA).10,11 These atmospheric reactions age aerosol changing their size and chemical 

composition affecting properties such as volatility, hygroscopicity, and morphology as well 

as optical properties.10,12  

Aerosol in the atmosphere can indirectly or directly impact climate. Both indirect and 

direct effects refer to how aerosol contributions to cloud formation and how aerosol scatter 

light, respectively, have changed since pre-industrial times. Aerosol can act as cloud 

condensation nuclei (CCN) eventually forming a cloud whose properties are influenced by 

the initial aerosol particles.9,13 Aerosol particles can directly scatter or absorb light, leading 
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to a cooling or heating effect, respectively.9 Organic aerosol particles in the atmosphere 

typically do not absorb solar radiation, but recent studies have shown that brown carbon 

(BrC) containing aerosol will absorb light.13–15 Studies have shown that black carbon, 

emitted from industrial processes and wildfires, absorbs light across all wavelengths and 

greatly contributes to climate change.16 Wildfires also emit BrC which absorbs light in the 

visible and UV range and is an additional contributor to climate change.13  

Given the complexity of atmospheric aerosol, their effects on climate remain largely 

uncertain, as depicted in Figure 1.1.17 This figure shows the contributions of each 

atmospheric species to radiative (climate) forcing (RF) along with their uncertainties 

(horizontal bars). Positive RF leads to surface warming while negative RF leads to surface 

cooling. Numerical values are shown to the right of the emitted compound with their level 

of confidence of very high (VH), high (H), medium (M), or low (L). Overall, the total 

anthropogenic RF for 2011 relative to 1750 is 2.29 Wm-2 and has increased almost four-

fold since 1950, confirming that anthropogenic emissions impact climate. The RF 

contribution from aerosol and precursors is highlighted in Figure 1.1 (blue box). The 

positive RF is attributed to organic and black carbon while the negative RF comes from 

mineral dust, sulfate, nitrate, etc. While there is a high confidence associated with the 

contribution from aerosol, there is low confidence with cloud adjustments due to aerosols, 

indicating more information is needed to understand aerosol-cloud interactions. 

Furthermore, both contributions include high uncertainty values, which can be reduced 

through additional studies that better constrain the effects of aerosol and their global 

variability.  
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Figure 1.1: Components contributions to radiative forcing (climate change) with uncertainties. Figure 

reproduced from IPCC 2013 report.17 

 

An improved understanding of aerosol physical and chemical properties will allow us to 

better understand their role in the atmosphere and impacts on climate, industrial 

applications, and human health.  
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1.1.1 Sources of Aerosol  

Aerosol are generated from either natural or anthropogenic sources. Natural sources consist 

of vegetation (plants, soil, biomass burning), oceanic, volcanic and dust emissions, while 

anthropogenic sources include vehicular and industrial processes that involve the 

combustion of fossil fuels, and fires started by humans.18,19 Aerosols emitted directly, from 

either natural or anthropogenic sources, in the liquid or particulate form are primary 

aerosols (PA). These include aerosol produced directly from sea spray, terrestrial surfaces, 

and incomplete combustion. Secondary organic aerosol (SOA) form from the gas to 

particle conversion initiated by gas phase oxidants and volatile organic compounds 

(VOC).18,20,21 This includes new particle formation through nucleation and condensation 

of gaseous precursors on existing particles. Newly formed particles can then transform 

through heterogenous and multiphase reactions changing the composition of the particle. 

Further gas phase oxidation of SOA in the atmosphere is initiated by oxidants like ozone, 

nitrogen oxides, and hydroxyl radicals which ages and oxidizes the SOA lowering volatility 

and increasing oxygen-to-carbon ratio (O/C).9,18 This allows SOA to exist in a variety of 

compositions and sizes giving clues to their source of origin.     

1.1.2 Composition of Aerosol 

Depending on the source, aerosol can exist in the atmosphere with a broad particle size 

distribution with diameters (d) ranging from 1 nm to 100 µm. For example, aerosol 

resultant from mineral dust, pollen, and sea spray typically fall within 1 µm < d < 100 µm, 

while soot particles and SOA range from 10 – 100 nm.4,9,18,22 Aerosol particles that are less 

than 1 µm  generally consist of carbon, nitrates, sulfates, and ammonium ions.19,22 In 
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addition, aerosol emitted from biomass burning are generally small ( > 1 µm) and result 

from the incomplete combustion of organic matter. They consist of organic carbon often 

associated with hydrogen and oxygen atoms, as well as black and brown carbon.13,22 

Conversely, coarse particles have diameters between 1 µm and 10 µm, and contain 

inorganic materials like sea salt, Ca, Fe, and Si, in addition to the compounds that form 

smaller particles.5,9,19,22 A comparison of the various size ranges is depicted in Figure 1.2. 

This is an overview of atmospheric processes that create and transform aerosol along with 

a highly variable size distribution for each process ranging from 10-2 – 102 µm.  
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Figure 1.2: Schematic of Size distribution of aerosol. Primary or secondary particles (green), Primary and 

secondary particles (red), and primary particles (blue). Figure adapted from Finlayson-Pitts23 and Tomasi et 

al.21 

 

The variability in size also affects their lifetime in the atmosphere. Typically, larger aerosol 

particles have a shorter lifetime while smaller aerosol particles have a longer lifetime. 

Larger aerosol particles ( > 2 µm) are susceptible to gravitational settling while smaller 

aerosol particles ( < 0.1 µm) can diffuse and coagulate with larger particles.23 
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The size of an aerosol particle is also an indication of how it was formed in the atmosphere.  

Smaller particles can be categorized into three areas:9,18,19 

• Particles with diameters (d) that are < 10 nm are fresh particles formed through the 

nucleation process 

• Particles between 10 nm < d < 100 nm are formed through condensation of pre-

existing particles or vapor nucleation 

• Particles between 0.1 µm < d < 1 µm are formed through direct emission, the 

condensation of vapors, or coagulation of smaller particles 

Since the size range of aerosol particles is so large, the aerosol particle concentration also 

spans several orders of magnitude (up to 108 cm-3).23 Particle concentration can be 

reported as number concentration (number of molecules/volume of air) and mass 

concentration (mass of gas X/volume of air). When comparing urban to remote areas, both 

the number-and mass- concentration are much higher in urban areas due to more 

anthropogenic emissions, as depicted in Figure 1.3. The pie charts show the mass 

concentration breakdown of different aerosol. For example, remote areas, denoted in pink 

text, typically show a higher mass concentration of sulfates (red) due to their proximity to 

the ocean. Contrarily, urban emissions, denoted in blue text, generally show a higher mass 

concentration of organics (green) mainly due to anthropogenic emissions. In Riverside, CA 

mass concentrations are categorized into organics, nitrate (blue), sulfate, and ammonium 

(orange). Organic emissions make up a little under half of the pie chart, while nitrate, 

sulfate and ammonium make up the other half. This breakdown makes Riverside a city of 

interest in Southern California due to its diverse emissions.    
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Figure 1.3: Mass concentrations of collected aerosol (pie chart) in urban (blue text) and remote (pink text) 

areas. Pie charts breakdown concentrations into organics (green), sulfate (red), nitrate (blue), ammonium 

(orange), and chloride (purple). Figure reproduced from Zhang et al.24 

 

A wide range of sizes and concentrations exist because atmospheric aerosol undergo 

various physical and chemical transformations that change their size and chemical 

composition. These transformations include condensation, evaporation, and gas- and 

aqueous- phase reactions that influence their effects in the atmosphere.9,23 

1.1.3 Climate Effects of Aerosol 

Greenhouse gases are long lived contributors to climate change, yet aerosol particles also 

impact the global radiation balance through direct and indirect effects and have been 

determined to contribute to climate change according to the IPCC report (see Figure 1.1).17 

This finding has influenced the desire to better understand the climate effects of aerosol 

particles.  
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Aerosol particles may impact climate in two ways:  

• Directly by changing the amount of heat in the atmosphere 

• Indirectly by influencing cloud formation 

Both natural and anthropogenic aerosol particles present in the atmosphere scatter and 

absorb solar and thermal radiation, directly impacting climate. An aerosol particle that 

scatters and reflects radiation cools the Earth’s surface due to a reduction of incoming 

radiation and loss of energy. An aerosol particle that absorbs radiation warms the earth's 

surface since the absorbed energy is remitted as heat to its surroundings.5,22,23 This is 

evident in both the suspended aerosol particle as well as when the particle is deposited on 

a surface, like a snow pack, leading to a warming effect.25 The magnitude of cooling or 

heating is governed by composition, size, and number concentration, as well as properties 

like hygroscopicity, density, and refractive index. These properties are affected by both the 

source of the aerosol and its environment.25–27 The environment in which aerosol exist is 

complex and can both age and mix aerosol with other species. This can impact hygroscopic 

behavior, reactivity, composition, and optical properties.27,28  An organic coating may form 

on the surface of an inorganic particle and influence its hygroscopicity by enhancing or 

impeding its ability to uptake water, changing the refractive index of the particle and its 

evaporative properties.29 The mixing state is also of importance to black- and brown carbon 

particles (BC or BrC). These particles arise from anthropogenic emissions and biomass 

burning and are known to absorb radiation. The presence of other aerosol species in the 

particle can form a shell around the BC core, enhancing absorption, known as the lensing 

effect, and increasing the warming of surroundings.30,31 In addition to their absorptive 
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properties, BrC particles may be water soluble, increasing their hygroscopicity and ability 

to act as cloud condensation nuclei.32   

When aerosol act as cloud condensation nuclei (CCN) they indirectly impact climate. 

In a hygroscopic aerosol, water vapor molecules that interact with the particle may be 

absorbed and lead to an aqueous droplet with an increased diameter.9,33 In supersaturated 

relative humidity conditions (i.e. RH > 100%), these particles can act as CCN to form cloud 

droplets and eventually clouds. The properties of the cloud depend on the microphysical 

properties of the CCN, and depending on the size distribution, number concentration and 

composition of the aerosol, the cloud may exhibit different optical properties that influence 

cloud-radiation interactions9,19,23 If there is a large aerosol number concentration, there is 

an increase in the concentration of CCN and therefore an increase in the number of cloud 

droplets. With a fixed water content, this would lead to an increase in reflectivity (less solar 

radiation absorbed) and a cooling of surroundings since lifetime is prolonged.18,22 

Absorbing aerosol particles, such as BrC, that are water-soluble can also serve as CCN and 

further alter the microphysical and optical properties of clouds.32  

The direct and indirect effects of aerosol particles in the atmosphere are complex and 

dependent on multiple factors that are always being researched. Aerosol particles, however, 

do not exclusively impact climate, but also affect air quality and human health.   
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1.1.4 Air Quality and Health Effects of Aerosol 

Over the past decades, anthropogenic emissions have increased substantially and have in 

turn worsened air quality. While this is globally apparent, efforts have been introduced to 

lessen the impact of anthropogenic emissions and improve air quality.  

The southern California region was once known for its crippling smog in the early to 

late 1900s. The smog resulted from aerosol particles present in the atmosphere that existed 

as haze, which decreased visibility and impacted human health.18,22,34 Emissions from smog 

producing cars impacted visibility so greatly that Los Angeles City Hall was regularly 

obscured and people walking through the city streets complained of burning eyes and 

lungs.35,36 The burning arose from smaller and finer aerosol particles with diameters less 

than 2.5 µm, also known as particulate matter (PM2.5). These particles are so small that 

they can be inhaled and deposited in lungs and even translocated into the bloodstream, 

depending on their size.3,4,34 Other possible health effect of PM2.5 include obstruction of 

respiratory pathways leading to asthma, allergies, and oxidative stress triggered by aerosol 

particles containing oxygenated aromatic compounds or transition metals.22,34 The smog in 

Los Angeles was so thick that in 1943 visibility shrank to only three city blocks. The record 

ozone level and smoggiest day in history occurred on September 13, 1955 with an ozone 

concentration of 0.68 parts per million (ppm) in downtown Los Angeles - a major concern 

for health.36 This triggered the founding of the California Air Resources Board (CARB) in 

1967 in hopes to improve air quality.35 Following their establishment, California pushed 

oil companies to produce unleaded gas with fewer smog forming ingredients, power plants 

to shift from oil to natural gas, and equip new cars with catalytic converters.35,36 
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Concurrently, residents of Riverside and San Bernadino counties, east of Los Angeles, 

complained about the drifting smog which worsened air quality in the inland region. After 

these complaints, the South Coast Air Quality Management District (SAQMD) was formed 

to address any issues related to air quality and subsequently adopted regulations to reduce 

emissions.35 Since SAQMD’s formation, the 8-hour ozone average (ppm) has decreased 

over time with a 2020 average of 0.139 ppm, significantly less than the peak in 1955.37 UC 

Riverside has played an important role in air quality research over the decades with the 

Center of Environmental Research and Technology (CE-CERT) and will continue to do so 

with the aid of SAQMD and CARB.38 Recently, SAQMD approved a grant for UC 

Riverside to boost air quality research and training and CARB opened its Southern 

California headquarters on UC Riverside property. CARB’s new research facility will help 

transition California to a zero-emission state using their vehicle emission testing and 

research facilities.38,39 Although improvements have been made to Southern California’s 

air quality, studies are still necessary to further technological advancements and to gain a 

comprehensive understanding of the complexity of aerosol particles to fully grasp their role 

in the atmosphere and avoid backpedaling to smoggier times. Further, with the increased 

prevalence of wildfires introducing significant quantities of biomass burning aerosol and 

smoke into the atmosphere, understanding the role of new kinds of aerosol in the 

environment will be crucial. A detailed knowledge of the chemical composition, physical 

properties, and atmospheric interactions of aerosol particles is necessary for constraining 

their effects on climate and air quality.  
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1.2 Properties of Aerosol  

1.2.1 Physical State 

Aerosol in the atmosphere have a complex composition and can be comprised of a mixture 

of inorganic salts, organic components, and water. The chemical composition of aerosol 

dictates hygroscopicity, which is the ability of an aerosol particle to uptake water and 

maintain water molecules in the condensed phase.9,34 This property is related to the 

environmental relative humidity and varies the size, physical and optical properties of 

aerosol, and the phase state of the particles. Typically, inorganic aerosol particles exhibit a 

decrease in size with relative humidity until the efflorescence point is reached, at which 

point nucleation of a solid phase occurs and the particle crystallizes. Conversely, when the 

relative humidity is increased the solid particle may jump in size quickly at the 

deliquescence point, where the particle goes from the solid to the liquid phase and will 

continue to grow as the relative humidity increases.9,18,23 The efflorescence and 

deliquescence RH (DRH and ERH) are often different, leading to hysteresis in the RH 

response of an aerosol and an increased importance of knowing the RH history of the 

particle. Usually, hygroscopic growth measurements are reported using growth factors that 

relate the hydrated size at a specific RH to the dry size at 0% RH. The growth curves in 

Figure 1.4 are representative of a pure inorganic salt, NaCl, and an arbitrary organic 

particle. The growth curve for NaCl shows three key features: the efflorescence and 

deliquescence RH and hysteresis (40 – 75 % RH) where the droplet enters a super saturated 

state with respect to the solute before efflorescence. These features, however, are missing 

from the organic particle’s growth curve because organic particles are known to phase 
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separate at low RHs instead of efflorescing. In addition, the mass growth factors (ratio of 

the particle mass at a given RH to the dry particle mass) differ between NaCl and the 

organic particle. NaCl is more hygroscopic than an organic containing particle and will 

have a larger mass growth factor at high RHs.  

 
Figure 1.4: Representative hygroscopic growth curve for NaCl and an organic containing particle. 

 

Aerosol in the atmosphere consist of several species, so pure component growth curves, as 

seen with NaCl in Figure 1.4, are not truly representative of atmospheric aerosol, but 

provide a reference point. Different mixing states of organic and inorganic components can 

influence physical properties, like hygroscopicity. Generally when organic components are 

well-mixed (homogenous) with inorganic salts, the DRH and ERH are lower than that of 

the pure salt because the highly polar organic species increases the solubility of the salt 

while the increased viscosity impedes crystallization .40 When the organic and inorganic 

components are not well-mixed, the organic components may phase separate from the 

inorganic part creating little to no change in DRH or ERH of the pure inorganic component. 

This shows that organic rich particles do not follow the same behavior as inorganic 

particles. Instead of the definite phase changes associated with aqueous inorganic particles 
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at the deliquescence and efflorescence points, organic rich particles enter viscous, glassy, 

semi-solid or amorphous states with decreasing RH which impedes diffusion and 

efflorescence.41,42 

Organic rich and inorganic aerosol are both hygroscopic and may activate into CCN 

once their specific supersaturation is reached. Inorganic aerosol are usually very 

hygroscopic and have well determined deliquescence and efflorescence points. When other 

components are added to aerosol, such as the presence of insoluble material, the 

efflorescence and deliquescence point may shift.18,22,43 Organic rich aerosol in the 

atmosphere come from SOA that became oxidized in the atmosphere leading to oxygen 

rich compounds with an increased O/C ratio, making them less volatile and more 

hygroscopic.23,44 Hygroscopicity is a key component of Köhler theory, which describes 

how cloud droplets are formed and applies best to homogenous aerosol particles. When 

multiple components are present in an aerosol particle, extensions and simplifications of 

this theory are needed. One simplification, the hygroscopicity parameter, κ, describes the 

hygroscopic properties of an aerosol particle with one parameter that relates to the chemical 

composition, and is empirically derived from hygroscopicity and CCN activity 

measurements.45 The properties of multi-component aerosol particles in the atmosphere 

can be altered through cloud processing. In addition, existing multi-component aerosol that 

are immiscible at low RH can become miscible as RH increases and may form CCN. If the 

RH decreases before this point is reached, liquid-liquid phase separation (LLPS) may occur 

since the organic components that partitioned in the particle become immiscible at low 

RH.43 If multi-component aerosol form cloud droplets, cloud processing further mixes the 
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inorganic and organic components and may change O/C. If the new O/C is around 0.6, 

these aerosol particles may undergo LLPS.43 Internal reactions go on until the cloud has 

dissipated. As water is lost due to cloud evaporation, inorganic and organic components 

present in aerosol particles may become immiscible leading to LLPS. Generally, LLPS 

aerosol particles resultant from cloud processing exist in a core-shell morphology.43  

Core-shell morphologies are not the only configuration LLPS aerosol particles can 

adopt. If multiple components are internally well-mixed in the spherical aerosol particle, it 

is fully homogenous. Aerosol mixing can occur in the atmosphere through the condensation 

of volatile compounds onto particles and the coagulation of compositionally different 

particles.  

When these components are not entirely miscible LLPS occurs, giving rise to different 

physical states. The physical state of an aerosol particle not only depends on chemical 

composition, but also relative humidity and temperature.46,47 Variations in relative 

humidity can cause aerosol to enter phase transitions such as LLPS, deliquescence and 

efflorescence. Phase separation occurs due to low miscibility caused by alterations in 

activity coefficients of components and water, polarity, and surface tension.44  This is more 

apparent at low RH due to decreased water activity, causing the organics to be salted out.  
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Due to these effects, spherical aerosol particles can exist as:  

• Fully homogeneous (one liquid phase) 

• Core Shell (two liquid phases) 

• Crystalline (solid) 

• Partially engulfed / inclusion containing (liquid phase with solid areas) 

Particle morphology influences their reactivity in the atmosphere. Adopting a core-shell 

morphology impedes the core (inner) phase from interacting with any gas-phase species 

and deters the exchange of volatile organics and water. In a partially engulfed morphology, 

both phases can interact with gas-phase species. The physical state of aerosol particles is 

tied to both their reactivity in the clouds as well as in the atmosphere.43 These physical 

properties are strongly related to optical properties which vary as physical properties 

change in the environment.   

1.2.2 Optical Properties 

Atmospheric aerosol interact with light through scattering or absorption. Together, 

scattering and absorption are described by the complex refractive index of the particle, 

denoted as: 

𝑛 (𝜆) = 𝑚(𝜆) + 𝑖𝑘(𝜆) (1.1) 

where m, the real component, is representative of scattering and k, the imaginary 

component, is representative of absorption. The complex refractive index fully describes 

how a material interacts with light and, when coupled with the size distribution and 

morphology of the aerosol particles, can fully describe how an aerosol interacts with light.  
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A particle scatters light when the direction of incident light is altered without 

absorption. This may be in the form of reflection, refraction, or diffraction of light. 

Scattering is most efficient when the particle radius is equal to or larger than the wavelength 

of incident light. Particles with too small of radii are inefficient scatterers of light. Mediums 

like air and water have refractive indices of 1.00 and 1.33, respectively. Water present in 

the atmosphere is a strong indication of the relative humidity aerosol is exposed to and can 

be absorbed into existing aerosol particles. Inorganic salts in the atmosphere are highly 

hygroscopic and the associated RI trend can be followed. For example, if an aerosol particle 

has a RI of 1.39 at 75 % RH, the RI would tend towards that of water when the RH is 

increased. Conversely, the RI would increase towards that of the solute as RH is decreased. 

Changes in RI can also be indicative of liquid-liquid phase separation (LLPS). Although 

changes in RI are expected as RH is varied, a significant jump in RH that lasts over a period 

of time points to the presence of a separate phase in the aerosol particle.44 Tracking the RI 

is important in elucidating any physical transformations an aerosol particle may undergo.        

The imaginary component of the complex refractive index is associated with 

absorption. Most organic aerosol particles typically do not absorb light, so absorption is 

negligible or near to zero at a given wavelength. This would yield a k value of <10-8, while 

an absorbing particle would have a k > 10-4.48 Atmospheric aerosol light absorption is 

mainly resultant from black carbon in the atmosphere which is known to absorb a large 

part of the solar spectrum.16 More recently, researchers have been studying brown carbon 

compounds that absorb light in a lower wavelength range (visible and near UV).13 The 

properties of brown carbon containing aerosol particles are studied in chapter 4.  
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Aerosol particles in the atmosphere exist as both spherical and non-spherical particles. 

When dealing with homogeneous and spherical particles of a known diameter and RI, Mie 

Theory is used to further describe scattering and absorption.15,49 Mie Theory is an analytical 

solution of Maxwell’s equations for scattering of infinite electromagnetic plane waves from 

homogeneous and spherical particles.15,49 Through the decades Mie Theory has been 

extended to the calculation of scattering and absorption of layered concentric spheres, 

spheres with spherical inhomogeneities, and agglomeration of spheres.48 This allows the 

theory to be applied to fractal-like species (soot) that arise from combustion and are highly 

absorbing. Absorptive properties are expected to change with RH, tying this property to 

hygroscopicity. The physical transformations can easily be followed using the changes in 

optical properties, but this strategy also applies to the chemical transformations that an 

aerosol particle undergoes. 

1.2.3 Chemical Properties 

The environment in which atmospheric aerosol exist is incredibly variable and chemical 

reactions lead to aging and can change the physical and chemical properties of aerosol. 

Gas-phase oxidants present in the atmosphere can react with volatile organic compounds 

(VOC) existing in either the gas or particle phase, depending on their volatility. Highly 

volatile organic compounds will remain in the gas phase while lower volatility species 

(semi- and intermediate- volatile) exist in both the gas and particle phase. Compounds 

present in the atmosphere include alcohols, aldehydes, ketones, saturated and unsaturated 

compounds, as well as aromatics. The volatility of these compounds can be explored to 

asses whether they will be in the gas or particle phase.  
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Under dry environmental conditions, an aerosol particle may undergo evaporation 

depending on its composition. If the aerosol is semi-volatile and pure, the organic will 

partition into the vapor phase.9 This will decrease the size of the aerosol particle, but its 

refractive index will remain constant. If the aerosol particle is composed of multiple 

components the more volatile organic will partition into the gas phase first and a shift in 

the refractive index indicates a less volatile organic remains. In a heterogeneous reaction, 

a gas phase oxidant can interact with a condensed aerosol in different manners. The oxidant 

can: (i) transport to the surface of the aerosol particle, (ii) be incorporated onto the surface 

of the aerosol particle, (iii) diffuse into the aerosol particle and react inside the condensed 

phase. Once the product is formed inside the condensed phase, the product may diffuse out 

of the condensed phase and desorb from the surface.9  

A common oxidant in the atmosphere is hydroxyl radicals (•OH) formed through the 

interaction of ozone with light, as well as through the photodegradation of peroxides and 

through Criegee chemistry following ozonolysis of unsaturated organic molecules. After 

formation, hydroxyl radicals will react with any molecule that contains a hydrogen. Once 

the hydroxyl radical abstracts a hydrogen atom from the VOC, the radical will react with 

oxygen (O2) to form a peroxyradical (RO2). This peroxyradical then has multiple reaction 

pathways available, as shown in Figure 1.5, including reactions with hydroperoxy radicals 

(HO2), NOx, other peroxyradicals, oxygen, decomposition, or isomerization.11  
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Figure 1.5: Simplified hydroxyl radical oxidation scheme. Figure from Hallquist et al.11 

 

Other possible gas-phase oxidants include ozone, which needs a VOC with a double bond 

like an alkene or aromatic compound, to initiate the reaction or NOx oxidation pathways 

which are dominant during nighttime. NOx oxidation pathways are important for the 

formation of nitrated aromatic compounds such as nitrophenols, nitroguaiacols, and 

nitrocatechols. These compounds have strong absorptive properties and are known to be 

components of brown carbon (BrC). These compounds can undergo oxidative aging, 

changing their behavior in the atmosphere and physical properties.50,51 

Another possible pathway incorporates solar radiation and its reaction with aerosol. 

The solar spectrum spans from about 200 – 2500 nm (UV, Visible, and IR) giving a wide 

range of available wavelengths.23 Because radiation energy is inversely proportional to 

wavelength, lower wavelengths (UV) have sufficient energy to break chemical bonds. 
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When photolysis occurs, light with enough energy will react with a molecule to break 

chemical bonds and form products. For photolysis of a molecule, there needs to be light 

available at a given wavelength, the molecule must absorb light at a given wavelength, and 

the wavelength of light must have enough energy relative to the bond energy to break the 

chemical bond.23 How quickly a compound is photolyzed depends on the photon intensity, 

the absorption cross section of the molecule, and the quantum yield (probability that photon 

absorption leads to dissociation).9 The rate of photolysis has been recently explored and 

tied to atmospheric processes in clouds and the particle phase. In this study, high NOx 

toluene SOA was aged by direct photolysis on filters and in aqueous solutions. The SOA 

contained nitrophenols, a light absorbing species. It was found that photobleaching on the 

filter (simulating the particle phase) was much slower than in the aqueous phase 

(simulating cloud processes). They found that the decay of nitrophenol was much quicker 

in the viscous organic phase than the aqueous phase while SOA composition in the aqueous 

phase did not change much. This suggested that photodegradation of chromophores was 

preferred. These findings are important contributions to understanding brown carbon 

species containing light absorbing chromophore created during wildfires.52  

These light interactions not only create gas phase oxidants that trigger oxidation 

reactions, but also react with atmospheric aerosol creating further products. While there 

are many heterogeneous reactions and photochemical pathways that can evolve the 

composition of aerosol particles in the atmosphere, the environmental conditions also play 

an important role in regulating chemical transformations, particularly due to the influence 

of water on the physical state of particles, which is regulated by the relative humidity.  



23 

 

Understanding the connection between the physical properties and chemical reactivity 

is important for predicting the lifetime effects of aerosol exposed to the oxidizing 

environment of the atmosphere. The complexity of aerosol calls for the use of techniques 

that can probe their various aspects and processes in the atmosphere. 

1.3 General Aerosol Methods 

While many techniques exist to study atmospheric processes two of the general methods 

are briefly introduced.  

1.3.1 Environmental Chambers 

Smog chambers can simulate atmospheric reactions in controlled conditions that mimic 

those in the natural environment. Smog chambers can be located either outdoors or indoors, 

yet indoor chambers are not susceptible to unpredictable changes in temperature and 

relative humidity. Smog chambers generally consist of an enclosed reactor made of an inert 

component like Teflon film, stainless steel, or quartz. Reactors range in size from < 1m3 to 

> 100 m3. Other components include an inlet system to inject chemical species, light 

sources to initiate photochemical reactions, temperature control system to keep the reactor 

from heating after irradiation, and monitoring system.53 Things to consider when running 

chamber experiments are pollutants/contamination in the reactor and wall loss (aerosol 

settling and depositing on walls).23 The inlet system will initially inject clean background 

air into the reactor followed by gas phase species or aerosol. UV lights are commonly used 

to start photochemical reactions (like producing OH radicals and starting ozonolysis).53 

Reactors are then coupled to monitoring systems such as the aerosol mass spectrometer 

(AMS), chemical ionization mass spectrometer (CIMS), and scanning mobility particle 
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sizer (SMPS) to further understand the chemical processes involved and resultant aerosol.53 

These chamber experiments have expanded knowledge in atmospheric reactions like VOC 

oxidation initiated by OH, O3, NOX, etc and recently new particle formation (NPF).54–57 

While environmental chambers have been advantageous in their application, reactions may 

take multiple hours while NPF tends to occur in a matter of seconds and may also deposit 

on the reactor walls. To simulate quicker atmospheric reactions, a different approach using 

flow tube reactors is necessary. 

1.3.2 Flow Tube Reactors 

The flow tube reactor has been widely used as it can also mimic atmospheric reactions. 

The main difference between the environmental chamber and the flow tube reactor is that 

by controlling the inlet concentrations and oxidation conditions an atmospheric oxidation 

reaction that would occur over several days can take have a residence time of a few minutes 

in the flow tube reactor.23,58 This cuts down in particle and gas interactions with instrument 

walls. Other aerosol processes like new particle formation and heterogeneous reactions on 

particle surfaces occur between seconds and minutes can be probed by flow tube 

reactors.59–62 Using this instrument, other factors like uptake coefficients of vapors on 

particles and gas-phase kinetics can be studied as well.58,63,64 Like the environmental 

chamber, the flow tube reactor comes in many designs which affects the extent of the 

reaction, residence time, and wall effects.23,59,65 All flow tube reactors, however, consider 

the inlet configuration (which determines the initial mixing of components and the 

concentration profile), the diameter-to-length ratio and body length (which determines the 

residence time), ways to mix reactants, and how to generate oxidants (light source).58,59,65 
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For example, the oxidative flow reactor (OFR), a type of flow tube reactor, can contain up 

to 1010 OH molecules cm-3 which gives the equivalent of hours to weeks’ worth of 

oxidation over the residence time of  minutes.65 Flow tube reactors, like environmental 

chambers, are coupled to other instruments like CIMS and SMPS to elucidate information 

about chemical composition and size distribution.61,64,65 

While both environmental chambers and flow tube reactors are helpful in exploring 

chemical processes, they provide limited information of the physical characteristics of the 

aerosol particles, have restricted ability to vary reaction timeframes, and provide only 

mass-averaged composition for the whole aerosol ensemble. To gain a better understanding 

of the physical and chemical properties of aerosol particles, single particle methods have 

been developed. 

1.4 Single Particle Techniques 

Atmospheric processes are complex and dictate the size, composition, phase, and 

morphology of aerosol. Oxidation reactions, secondary organic aerosol (SOA) formation, 

evaporation/condensation, and photochemical processes are influenced by environmental 

conditions like relative humidity and temperature which can further change the physical 

and chemical properties of aerosol. While general aerosol techniques provide information 

on atmospheric reactions, a deeper understanding of the microphysical state of aerosol is 

needed to holistically understand atmospheric reactions and transformations. For example, 

the morphology which aerosol adopts will affect its reaction pathway and kinetics. This 

morphology can also impact the ability to serve as cloud condensation nuclei (CCN). 

Isolating and studying single aerosol particles will help in unmasking the physical 
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properties of aerosol that are hidden from general aerosol techniques. The following 

sections will briefly describe two available experimental techniques used to analyze single 

aerosol particles through levitation using optical and acoustic methods.     

1.4.1 Optical Tweezers 

Optical trapping is widely used in several fields like biology, biophysics, and aerosol 

studies.44,66,67 This technique is useful because it can trap objects ranging from 1– 10 µm 

in size (spanning from strands of DNA to small particles). Optical tweezers have been used 

to study levitated single aerosol particles for extended periods of time with the use of a 

high powered laser. 

Optical Tweezers use a laser beam that is focused through an objective lens onto a 

particle near the focal point. This point is considered an optical trap and holds the particle 

in place due to scattering and gradient forces. Scattering forces arise from the radiation 

pressure of the laser while gradient forces pull the particle towards the focal point.68–71 This 

is because photons that make up the laser light carry momentum that is proportional to its 

energy in the direction of propagation. When the path of laser light is changed, like when 

it is bent by a particle through reflection and refraction, there is a change in momentum of 

the laser light. To conserve momentum, the particle must undergo an equal and opposite 

change in momentum, resulting in force acting on the particle.68,72 Whispering Gallery 

Modes (WGMs) that arise from the droplet’s interaction with laser light give information 

about the droplet’s size and refractive index, which can in turn provide insight about the 

droplet’s morphology and phase state. This can be used to understand the morphology of 

secondary organic aerosol (SOA) as explored by Gorkowski et al.44This study used the 
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discontinuity in WGMs, size, and refractive index over time to conclude that SOA particles 

were predominantly core-shelled. This technique has also been used to identify liquid-

liquid phase separation (LLPS), partially engulfed and inclusion containing morphology, 

the evolution of interfacial tension, and the pH of atmospheric aerosol.44,73 Generally, the 

continuous interaction with laser light may perturb or cause damage to particles and cannot 

be used with strongly absorbing particles, therefore other techniques to probe single 

particles are implemented.   

1.4.2 Acoustic Trap 

Acoustic levitation provides insight in many fields including biology, pharmacy, and 

chemistry. This technique is non-destructive and can levitate cells and zebrafish embryos 

for up to 30 minutes without damage.74 This makes acoustic levitation advantageous in 

exploring the properties of soft materials (droplets, foams, emulsion, etc.). The sound fields 

easily perturb any levitated object, but soft materials can easily and quicky adapt their 

shape to remain stable while levitated.75  Acoustic levitation uses the acoustic radiation 

force created by sound waves that involves a standing wave and potential well of the sound 

field to trap small objects in a contact-free manner.75,76 Acoustic waves have frequencies 

ranging from 1 kHz – 500 MHz leading the trap to levitate droplets ranging from 20 µm – 

2 mm.74,75 While there are several configurations, the most conventional acoustic levitator 

is the single axis levitator made of an emitter and reflector. 

Solid and liquid samples are levitated at the potential wells of the sound field. Usually 

the reflector and/or the emitter is designed concave to improve stability of the levitated 

droplet.75 This is because the Bernoulli effect creates instability from acoustic streaming 
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and the acoustic radiation pressure on the droplet is not uniform. To overcome the non-

uniformity, the droplet changes the surface curvature. 

This technique is entirely contactless and has been used, in conjunction with 

microscopy, to study the phase state of organic aerosol. For example, Milsom et al studied 

acoustically levitated oleic acid-sodium oleate particles and probed the physical and 

chemical changes during ozone and humidity exposure.77They found that during 

humidification the particle enters a core-shell morphology with a disordered liquid-

crystalline shell and crystalline core. They also noted that an inert surface layer formed 

during ozonolysis which led them to conclude that surface active organic species are phase 

dependent. This technique has also been used to study the transition of saliva droplets to 

solid aerosol using microscopy as well as the photochemical aging of brown carbon 

droplets using UV-Vis absorbance measurements.78,79  

1.4.3 Electrodynamic Balance 

As explored in optical tweezers and acoustic traps, a force on the particle is necessary to 

levitate a particle in place. Another technique, the electrodynamic balance (EDB), uses 

electric trapping to hold a charged particle in place between a set of electrodes.12,80 As with 

optical tweezers and acoustic traps, multiple configurations of an EDB exist which 

determines the size of particles that specific EDB can probe.12,80 Typically, an EDB can 

probe solid and liquid particles ranging from 1 – 100 µm.12,80 Charged droplets are 

introduced to the EDB from a droplet-on-demand generator like piezoelectric generator.  

Generally, to create droplets a DC pulse voltage is applied to the solution contained at 

the tip of the generator, causing droplets to be ejected. These droplets can then be 
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introduced to an EDB through an inductive plate, where they become charged and can be 

confined in the electric fields of the EDB. The electrodynamic balance (EDB) uses a DC 

field to counter the gravitational force acting on a charged particle and an AC field to tightly 

confine the position of a particle.81 A camera can be used to track the position of a particle 

where the DC voltage is adjusted through a feedback loop to keep the centralized image of 

the droplet. A laser can be used to illuminate the particle and light scattering, along with 

Mie Theory, can determine properties like size and refractive index. This technique has 

been used to study various properties of aerosol including hygroscopicity, vapor pressure, 

optical properties, viscosity, and surface tension.82–86  

Table 1.1. Comparison of presented single particle techniques. 

Method Size Range / 

µm 

Analytical 

Methods 

Requirements Advantages Limitations 

Electrodynamic 

Balance 

1 – 10’s Light scattering, 

Raman, Mass 

spectrometry, 

microscopy, 

electrostatic 

Particles must 

have a net 

charge 

Versatile 

analysis 

methods, rapid 

changes 

Charged 

particles, strong 

electric fields 

Optical 

Tweezers 

5 – 10 Raman, 

microscopy, light 

scattering 

Spherical 

particles, non-

light absorbing 

Strong cavity-

enhanced 

Raman 

Sample 

introduction 

Optical Traps <1 – 10’s Light scattering Non-light 

absorbing 

Strong cavity-

enhanced 

Raman 

Limited 

analytical 

methods 

Acoustic Traps 10’s – 100’s Microscopy, mass 

spectrometry, light 

scattering 

Large particles Robust analysis 

due to large 

sample 

Particle size 

range 
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1.5 Overview of Thesis 

The electrodynamic balance is used to probe the physical and optical properties of levitated 

single particles. The following sections will provide a brief overview of each experimental 

chapter.  

1.5.1 Chapter 3: Simultaneous Retrieval of the Size and Refractive Index of 

Suspended Droplets in a Linear Quadrupole Electrodynamic Balance 

In this chapter the application of a broadband light source to illuminate and measure light 

scattering, in lieu of a laser, was explored. While laser-based methods are used to determine 

the size, optical properties, and composition of droplets, this is confined to non-absorbing 

droplets and cannot be applied to droplets that contain photoactive chromophores. The use 

of a broadband light source with Mie resonance spectroscopy gives information about the 

droplet size and refractive index (RI), simultaneously. To benchmark the size accuracy, the 

evaporation of poly(ethylene glycol)s was probed and vapor pressures were compared to 

literature values. To benchmark the RI, the hygroscopic growth, and deliquescence and 

efflorescence relative humidities of NaCl were explored. The experimental RIs at these 

points were compared to literature findings. These data were used to determine the 

wavelength dependence of the RI of aqueous NaCl using a first-order Cauchy equation to 

compare to literature data from several techniques. Finally, light absorbing aqueous 

droplets containing humic acid were explored along with the imaginary component of the 

RI.  
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1.5.2 Chapter 4: Hygroscopic Growth, Phase Morphology, and Optical Properties 

of Model Aqueous Brown Carbon Aerosol  

The design and technique developed in Chapters 2 and 3 served as the technique to explore 

brown carbon (BrC) containing aerosol particles. BrC arise from wildfire emissions and 

contain light absorbing chromophores which influence the optical scattering properties of 

particles. BrC may also consist of water-soluble chromophores that are expected to exist 

in aqueous solution and will exhibit physical properties (size, RI, morphology) that depend 

on the environmental RH. In this chapter, the RH-dependent properties of 4-nitrocatechol 

(4-NC) and its mixtures with ammonium sulfate were characterized. The hygroscopic 

growth of pure 4-NC and its mixtures were determined using mixing rules. The phase 

transitions in mixed particles were characterized and the relative humidity at the onset of 

liquid-liquid phase separation was noted. Finally, the imaginary part of the complex 

refractive index was determined using an effective oscillator model.  

1.5.3 Chapter 5: Connecting the Phase State and Volatility of Dicarboxylic Acids at 

Elevated Temperatures  

The design and configuration from Chapter 2 was reconfigured to include heating 

cartridges to explore vapor partitioning at elevated temperatures. The partitioning of semi-

volatile organic molecules between the condensed and vapor phase is necessary for many 

applications including combustion, industrial spraying and atmospheric processes. Vapor 

partitioning depends on the molecular interactions and phase state of the condensed 

material and shows a dependence on temperature. The influence of phase state on the 

evaporation dynamics of a series of straight-chain dicarboxylic acids across a range of 
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elevated temperatures (ambient to ~350 K) was probed. Using the rate of evaporation 

measured from the change in size, the vapor pressure and enthalpy of vaporization were 

derived. Light scattering data was used to identify the phase state of the particles (crystal 

or amorphous) allowing vapor equilibrium properties to be connected to a particular state.  
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CHAPTER II 

Experimental Strategy – Electrodynamic Balance 

To fully explore he physical and optical properties of aerosol, it is necessary to maintain 

the levitated contact-free state of airborne particulate matter. An electrodynamic balance 

(EDB) can trap and levitate charged single particles using electric fields and allows for a 

range of spectroscopic probing methods to explore particle properties. The particle will 

remain suspended and stable in the trap while the forces remain balanced. This chapter will 

introduce the linear quadrupole EDB (LQ-EDB), which consists of a linear quadrupole 

electrode configuration, discuss how particles are generated and levitated, and explore 

spectroscopic analysis methods for particle sizing and measuring optical properties. 

2.1. Linear Quadrupole Trap 

The principles of the electrodynamic balance (EDB), which uses charge and electric fields 

to isolate particles, are based on the Millikan oil drop experiment.1,2 In the Millikan oil 

drop experiment a charged particle was electrostatically suspended between two electrodes. 

Advancements have been made to improve the spatial stability of levitated particles, using 

a DC field to balance the gravitational force and an AC field to locally confine the particle.  

Many configurations of the EDB exist and have been used to explore individual aerosol 

particles. Stability criteria for the particle can be determined using Mathieu’s equation 

which describes the particle motion in an electric field.3–5 In general, the electric field 

generated from the AC voltage exerts a force on a confined particle in the vertical and 

radial directions. These oscillatory forces stabilize the confined particle while an applied 

DC voltage produces an electrostatic force that balances any net forces on the particle.3,6,7 
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A single particle is stabilized in the trap when the forces acting it are in balance. In the 

absence of any external forces, other than gravity, the standard force balance equation can 

be applied to the EDB:  

𝑚𝑔 =
𝑞1𝑉𝐷𝐶1 𝐶

𝑧
 (2.1) 

where m is the mass of the droplet, g is the acceleration due to gravity, q1 is the charge on 

the droplet, C is a geometrical constant that accounts for the deviation in electric field from 

that of an infinite plate electrode and is dependent on the geometrical arrangement of the 

EDB, z is the distance from the droplet to the electrode, and VDC1 is the DC voltage required 

to balance the gravitational force. Generally, C and q1 unknown, but are assumed to be 

fixed for a given droplet at a specific height above the electrode.  

Configurations with axisymmetric fields are most popular, like the bi-hyperboloid 

shaped electrodes (i.e., double ring balance). This configuration generates a static electric 

field that is used to counter the gravitational force on the particle. Complications arise when 

trapping the particle. Particle injection is known to be arduous due to a single stability point 

that needs to match the charge-to-mass ratio and initial velocity vector of the incoming 

particle.8 Before trapping, the balance conditions must be close to what is needed to 

stabilize and confine the entering particle. Once conditions are set, the velocity of the 

particle entering the trap determines if it will be levitated. If the velocity is too high, the 

particle will simply pass through the balance, and, if the velocity is too low, the path of the 

particle path will be changed by the high field gradient outside of the pseudo-potential 

minimum.8 The sensitivity of particle trapping and balancing position has led to the use of 

the linear quadrupole electrodynamic balance (LQ-EDB), which simplifies the initial 
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particle trapping. In the LQ-EDB, balance conditions for particle confinement are unrelated 

to the forces of gravity and aerodynamic drag. In addition, the initial velocity of the particle 

while entering the trap does not affect whether the particle will be stabilized and confined. 

This is because the particles entering the trap have an initial trajectory that coincides with 

the central axis of the LQ-EDB. This configuration has been used in several applications.  

The LQ-EDB used in this thesis has been adapted from previous experiments, all of 

which have helped explore the properties of suspended microdroplets.8,9 The evaporation 

of single and multicomponent droplets was explored by Hart et al8 to benchmark the newly 

built LQ-EDB. They compared computed and experimental light scattering patterns to 

discern the changing size of the droplet and found the expected linearity between the 

radius-squared and time and good agreement with modeled and experimental results. This 

configuration has also served to explore the reaction rate and composition of levitated 

particles.10 Jacobs et al10 coupled their branched quadrupole EDB to a mass spectrometer 

to explore condensed phase chemical reactions by colliding droplets with different 

reactants and levitating the merged droplet indefinitely. The composition of levitated 

droplets was then determined using paper spray mass spectrometry. After using the LQ-

EDB to determine the relative mass and density of a particle,11 it was adapted to explore 

amorphous phase transitions along with viscosity and diffusion of levitated particles. 

Richards et al12 determined the aerosol viscosity of sorbitol and aqueous glucose, identified 

gel transitions of MgSO4, and explored semi solid gels using a dual balance LQ-EDB with 

bright field imaging. Generally, the configuration of the LQ-EDB allows for droplets to be 

easily trapped and levitated indefinitely due to the ease of programming a feedback loop 
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that uses the balancing DC voltage. This allows for many avenues of exploration into the 

properties of aerosol droplets to better understand their effects on climate and air quality.  

The LQ-EDB used in this thesis consisted of four stainless steel rods in a square pattern, 

as depicted in Figure 2.1.  

 
Figure 2.1: Schematic of linear quadrupole electrodynamic balance with opposing AC voltages. Droplet is 

centrally confined by the resulting pseudo potential well and vertically positioned by the repulsive force from 

the DC plate. 
 

Each rod had a diameter of 6 mm and length 15 cm and were diagonally separated by 12 

mm. Each rod was mounted on an endcap and enclosed inside an aluminum chamber. An 

alternating current (600 – 1200 V) was applied to diagonal rod pairs. The alternating 

current created an electric field and pseudo-potential well to centrally confine the charged 

particle. The configuration of this LQ-EDB allowed for particles in the range of 3 – 20 µm 

to be easily trapped and suspended for extended periods of time, facilitating the exploration 
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of the physical and chemical properties of aerosol, such as hygroscopic growth, liquid-

liquid phase separation in particles and evaporation of semi-volatile species.     

2.2. Droplet Generation and Levitation 

A piezoelectric microdroplet dispenser (Microfab MJ-ABP-01) with either a 30 or 50 µm 

orifice was positioned ~ 25 mm away from the chamber was used to generate droplets 

ranging from 3 – 20 µm in radius. The concentration of the starting solution determined 

the equilibrated size of the levitated “dry” droplet. To estimate the size of the levitated 

droplet, the volume of the “wet” droplet was found using the dispenser droplet radius. 

Generally, a microdroplet dispenser with a 30 µm orifice produces droplets with a 25 µm 

radius. After the volume of the “wet” droplet was found, the volume of the “dry” (levitated) 

particle was found using the calculated dry mass. Once the “wet” droplet was injected into 

the linear quadrupole electrodynamic balance (LQ-EDB) all excess solvent was evaporated 

within seconds until the particle equilibrated with its surroundings.  

About 12 µL of the starting solution was loaded into the reservoir of the dispenser using 

a micropipette. A pulse voltage was applied to the microdroplet dispenser causing the 

pizeoelectric crystal to compress around the solution, as depicted in Figure 2.2.  
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Figure 2.2: Droplets generated by microdroplet dispenser and charged by induction plate. 

 

The compressed solution forms a liquid jet at the tip of the dispenser. An external induction 

electrode with an applied voltage between 150 – 500 V was positioned ~ 25 mm away from 

the microdroplet dispenser. Charge separation was induced as the jet of liquid exits the 

dispenser and breaks down into single droplets that move towards the induction electrode. 

The droplets enter the LQ-EDB with a net charge in the range 20 – 200 fC, depending on 

the voltage applied to the induction electrode.9,11 Once in the LQ-EDB, the droplet becomes 

centrally confined and if no other forces are acting on the particle, it will fall centrally along 

the axis of rods due to gravity. A disc electrode, positioned in the center of the chamber, 

with an applied DC voltage of 30 to 300 V, produces a repulsive electrostatic force on the 

particle that balances vertically acting forces (gravity and drag) to hold the particle in place, 

as described by Equation 2.1. If more than one droplet enters the LQ-EDB, the electric 

polarity imposed on the particles results in trapped particles with similar charge and causes 

particles to space themselves apart along the central axis, as depicted in Figure 2.3. 
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Figure 2.3: Stack of particles suspended in the LQ-EDB. Particle separation due to repulsion. Picture 

courtesy of Dr. James F. Davies. 
 

Changing the DC voltage changes the vertical position of the particles. The particle was 

visualized using a CMOS camera and its position was stabilized and maintained using a 

PID feedback loop initiated through the LabVIEW control software, which adjusted the 

DC voltage accordingly.  

2.2.1 Environmental Control 

The environmental condition of the chamber was controlled by the introduction of a 

mixture of dry and humidified nitrogen at a total flow rate of 200 sccm through the top of 

the chamber. The resulting relative humidity (RH) was monitored in real time with an RH 

sensor. The temperature of the chamber was assumed to be that of the laboratory (18 – 22 

ºC) but could be monitored using an external temperature probe.  
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2.2.2 Environmental Monitoring 

The deliquescence RH of well characterized salts were used to calibrate the RH probe. 

Salts are very hygroscopic, meaning they can uptake and lose water easily. Hygroscopic 

salts have well-defined deliquescence and efflorescence RHs.13 The efflorescence RH is 

the point at which the salt exists as a solid crystal with no associated water, while the 

deliquescence RH is the point at which the solid crystal uptakes water from its surroundings 

and becomes aqueous. The deliquescence RHs of NaCl, LiCl, and (NH4)2SO4 were 

experimentally determined using solid particles of a specific salt. Each particle was 

separately exposed to a gradual increase in RH until the deliquescence RH (75.5, 11, and 

~80 % RH for NaCl, LiCl, and (NH4)2SO4, respectively) was reached.14,15 The experimental 

deliquescence RH and RH probe voltage at the deliquescence RH were noted and calibrated 

against the known deliquescence RHs.  

To visualize particles in the chamber, a 532 nm Gem laser with a beam width of ~ 1mm 

and power ~ 10 mW was used for illumination. Once the particles were trapped and 

vertically positioned, the laser was turned off and a broadband LED was used to illuminate 

and stabilize the particle through the duration of an experiment. Either a red (620 – 680 

nm) or white (400 – 450; 500 – 680 nm) LED was used to illuminate the particle. A 

schematic of the LED light path to the LQ-EDB chamber is presented in Figure 2.4. 
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Figure 2.4: Schematic of Mie Resonance Spectroscopy design. Red or White LED is used to illuminate the 

levitated droplet in the chamber. Figure reproduced from Price et al,16 with permission. 
 

The light from the LED passes through an iris, A, with a diameter < 1 mm that is positioned 

~ 5 mm from the diode, as illustrated in Figure 2.4. The light then passes through a 50:50 

beam splitter, B, and the reflected light was focused through with anti-reflective coated 

biconvex lens, C, with focal length of 50 mm onto the levitated particle. Once the light was 

focused onto the particle, G, the backscattered light over the angular range of 

approximately 170 – 190º was collected by lens C, focused through the beam splitter, and 

guided by a steering mirror, E, into a fiber optic cable, F.  
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The position of the fiber optic cable was determined based on the position of the suspended 

particle relative to the lens using the thin lens equation:  

1

𝑓
=

1

𝐿1
+

1

𝐿2
  (2.2)

Where f is the focal length of the biconvex lens (C, Fig. 4), L1 is the position of the particle, 

and L2 is the position of the fiber optic cable. The collected backscattered light was 

delivered to the 25 µm entrance slit of a Raman spectrometer (Fergie, Princeton 

Instruments) configured with 1200 grooves/mm grating positioned for a wavelength range 

of 560 – 680 nm and resolution of 0.26 nm. The spectrograph was calibrated using emission 

wavelengths of a neon light source from Princeton Instruments.   

2.3. Mie Resonance Spectroscopy 

When light interacts with a homogeneous spherical particle, the light can resonate within 

the optical cavity and is emitted at specific wavelengths. Light can undergo multiple 

internal reflections in the optical cavity causing light intensity to build up. Light is 

eventually emitted from the optical cavity at specific wavelengths. The back scattered light 

from levitated particles was collected and delivered to a spectrometer (Princeton 

Instruments) with a resolution of 0.26 nm, giving rise to a Mie resonance spectrum, as 

shown in Figure 2.5. These peaks, or morphology dependent resonances (MDR), arise from 

either the coupling of inelastic scattered light (Raman) from a laser or from the elastically 

scattered light produced from external illumination by a broadband light source.17,18 In 

Figure 2.5, a red LED (620 – 680 nm) was focused onto the levitated particle and the back 
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scattered light was collected in the spectrometer and a Mie resonance spectrum was 

generated. 

 
Figure 2.5: Broadband LED interaction with a 5 µm particle. Resulting Mie resonance spectrum contains 

two mode orders: 2nd (blue) and 3rd (yellow). 
 

The wavelength position of each MDR is characteristic of the size of the particle and its 

refractive index (RI). The width of the MDR, however, depends on the mode order and 

light absorbing properties, as described by Mie Theory.17,19 In a typical spectrum, as in 

Figure 2.5, MDRs rest on top of the reflected light from the surface of the particle. Each 

MDR is uniquely described by mode number (n), a mode order (l), and a polarization of 

either transverse electric (TE) or transverse magnetic (TM). The mode orders that are 

observed are dependent on the size of the particle and the depth the light penetrates the 

particle.17,18 The spectrum in Figure 2.5 is that of a typical levitated particles (~ 5 µm) 

which contains second (blue) and third (yellow) order modes. Particles with a larger radius 

give rise to a spectrum that contains MDRs with higher mode orders. Smaller particles (< 

2 µm) contain mostly first mode order MDRs because light resonates close to the surface, 

resulting in sharp MDRs with widths so narrow they are below the sensitivity of our 
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spectrometer and cannot be visualized. The full experimental spectrum, however, may also 

be compared to Mie Theory simulations using the output size and RI in the code from 

Bohren and Huffman,20 as shown in Figure 2.6. The experimental spectrum for an 

ammonium sulfate particle is shown in black, while the simulation using experimental 

outputs is shown in orange. There is good agreement between the two spectra confirming 

that the MDRs are 3rd and 4th mode order giving a particle size of ~ 6700 nm and RI of 

1.392 at 86 % RH.  

 

Figure 2.6: Comparison of experimental (black) and simulated (orange) spectra for a pure ammonium sulfate 

droplet from a white LED (top: 560-680 nm). Zoomed in comparison of simulated and experimental fit on 

bottom panel (570-620 and 640-680). 
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2.4 Particle Sizing 

Finding the size and refractive index (RI) of a particle using morphology dependent 

resonances through Mie Theory can be complex and time consuming if a high level of 

accuracy is desired. In this work the fitting algorithm, MRFIT, was used to simultaneously 

derive the size and refractive index of a particular particle. This algorithm essentially 

performs a quick grid search that varies the size and RI, resulting in ideal uncertainties in 

size and RI of ± 1.1 nm and ± 0.00043, respectively.18 Applied to our experimental methods 

using a LQ-EDB with a broadband light source, the experimental uncertainty in size and 

RI of a particle is ± 5 nm and RI ± 0.002 – 0.005, respectively.  

Spectra collected from levitated particles were background subtracted and normalized 

to a baseline fit over the spectrum. The baseline was generated using a narrow smoothing 

function based on the Savitzky-Golay filter that enhanced the sharp peaks in the spectrum. 

Each MDR was found using a built-in peak search algorithm in LabVIEW followed by a 

polynomial fit to find peak centers. Peak centers were then sent to the MRFIT software 

developed by Preston and Reid.18 MRFIT uses the experimental peak centers to find the 

best-fit of size and wavelength dependent RI from a library of Mie Theory results. The 

best-fits were found by minimizing the sum of squared residuals between the calculated 

and experimental resonance peak positions. Dispersion in RI was accounted for using a 

two-term Cauchy equation: 

𝑅𝐼(𝜆) = 𝑚0 +
𝑚1

𝜆2   (2.3) 

where m0 and m1 are values found using MRFIT. This equation is an empirical relation 

describing the wavelength dependence of RI. Figure 2.7 shows how the RI varies for a 
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typical sample. Results from Cotterell et al21 used a global fit of the Cauchy dispersion 

model to show best-fit Cauchy dispersion curves for inorganic compounds commonly 

found in aerosol. They showed that the RI, at a given RH, increased slightly in shorter 

wavelengths.  

 
Figure 2.7: Best-fit Cauchy dispersion curves for common atmospheric salts. Figure reproduced from 

Cotterell et al.21 
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While there are multiple configurations of the EDB, all designs use electric fields to confine 

and stabilize a particle. Prior to the LQ-EDB, configurations like the double ring balance 

were difficult to use in that trapping was unpredictable. The LQ-EDB improved the 

trapping ability and the stability of a suspended particle. The environmental conditions, 

mainly RH, in this LQ-EDB is controlled by introducing a mixture of dry and humidified 

nitrogen. Coupled a broadband light source, the LQ-EDB used throughout this thesis is 

able to determine the size and RI of levitated particles using the sizing algorithm, MRFIT, 

within ± 5 nm and RI ± 0.002 – 0.005, respectively.19 This allowed for the exploration of 

light absorbing particles and semi-volatile species.  
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CHAPTER III 

Simultaneous Retrieval of the Size and Refractive Index of Suspended Droplets in a 

Linear Quadrupole Electrodynamic Balance 

3.1. Introduction 

Single particle levitation is a common tool used to study the optical, physical and chemical 

properties of suspended aerosol droplets.1–3 Methods using optical traps and 

electrodynamic balances (EDB’s) have been developed to measure hygroscopic growth, 

chemical reactivity, surface tension, viscosity, refractive index, light absorption 

coefficients, diffusion coefficients and phase morphology.4–11 The use of light scattering 

methods to determine the size of levitated droplets is common.12–18 However, light 

scattering from a droplet depends on both its size and complex refractive index (RI), hence 

optical properties must either be known, estimated or simultaneously measured. 

Spectroscopic sizing methods have been developed that use the phenomenon of 

morphology-dependent resonances (MDR’s) that appear as peaks at characteristic 

wavelengths in measured spectra.1,19 Light at the wavelength that excites these modes is 

scattered more efficiently and sampling this light with a spectrometer reveals intense 

enhancements in the spectrum. The wavelength position of an MDR is a sensitive function 

of the size of the droplet and its RI, while the MDR linewidth will depend on the mode 

order and the light absorbing properties of the droplet, as described by Mie theory.20 

Spectroscopic approaches allow for the simultaneous retrieval of both size and RI for 

spherical homogeneous droplets and it has been shown that size, RI and wavelength 

dispersion properties may be measured with very high precision and accuracy for droplets 
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from 100’s nm to around 10 µm.13 In addition, recent work has focused on identifying 

homogeneous, core-shell and partially engulfed phase morphologies through analysis of 

MDR’s.21,22  

There are several methods that are often employed in order to generate and measure 

MDR’s in suspended droplets. One method, most commonly used in optical tweezers, 

observes MDR’s produced due to coupling of inelastic (Raman) scattered light in the 

droplet illuminated by the trapping laser.8,12,23–27 The MDR’s appear as stimulated peaks 

on top of the spontaneously scattered Raman band, typically arising from the OH stretch 

of water or the CH stretch of organic molecules. The intensity of Raman scattering is very 

low, and these measurements are only possible due to the high laser fluence on the droplet 

necessary for optically trapping and the efficient collection of Raman scattered light 

through the laser focusing objective. Highly sensitive Raman spectrometers are employed 

and spectra are typically collected with an exposure time of ~1s and <0.1 nm resolution, 

allowing sharp MDR peaks to be resolved. In samples containing fluorescent molecules, 

laser illumination produces fluorescence light, at intensities far greater than Raman 

scattered light, that also result in MDR’s in the measured spectrum of a droplet.28   

An alternative route to producing MDR’s in a droplet is via external illumination of the 

droplet with a broadband light source. Instead of relying on light produced by optical 

processes within the droplet, in this method light from an LED (or other light source such 

as a Xenon arc lamp) is focused onto the droplet. Light is reflected from the surface and 

scattered through the droplet. At wavelengths commensurate with an MDR, light will be 

scattered more efficiently. A detector placed in the backscatter direction will observe 
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reflected light from the droplet, with a spectrum characteristic of the illumination source, 

along with intense scattered peaks corresponding to MDR’s – termed the Mie resonance 

spectrum. This method is more versatile than Raman and fluorescence approaches as any 

wavelength range may be used and spectroscopically inert samples may be probed. Studies 

have adopted experimental configuration using narrow (10’s nm width) and broadband 

light sources (100’s nm width), with recent work demonstrating that UV illumination may 

be used to determine the size of sub-micron droplets.13 Broadband light scattering has been 

used in both optical traps and electrodynamic balance systems, with its lesser reliance on 

an efficient illumination or collection interface allowing the approach to be implemented 

with relative ease.1,13,14,29–31  

In analyzing the spectral information from these approaches, MDR’s are assigned a 

mode number (n), a mode order (l), and either a transverse electric (TE) or transverse 

magnetic (TM) polarization. These assignments describe a particular MDR in the spectrum 

and are uniquely associated with poles in the Mie scattering coefficients and, for a given 

wavelength, will correspond to a radius and RI. Therefore, either the measured wavelength 

position of the MDR’s or the full spectrum can be compared to predictions from Mie theory 

in order to ascertain the size and RI combination that best describes the spectrum. Using 

the algorithms of Preston and Reid, this process can be achieved in real-time during an 

experiment or in rapid offline analysis of measured data, allowing size, RI and wavelength 

dispersion properties of non-light absorbing droplets to be determined 

simultaneously.25,29,32  
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In this work, we describe simultaneous measurements of size and refractive index using 

MDR’s generated in droplets held in a linear quadrupole electrodynamic balance (LQ-

EDB). Compared to sizing methods often employed in EDB studies, this approach has 

much improved precision and accuracy, and allows optical properties to be investigated in 

the absence of laser illumination. To demonstrate effective retrieval of size when RI is 

constant (it remains unconstrained in the fitting process), we measure the evaporation rate 

of a homologous series of ethylene glycol droplets and determine vapor pressures to 

compare with literature data. We then explore the accuracy and reproducibility of the 

technique by studying the size and RI of deliquesced NaCl droplets, which have a well-

defined solute concentration and known environmental relative humidity (RH) within 

0.1%. Through these data we further explore the wavelength and RH-dependence of the RI 

and compare with literature parameterizations derived from measurements at specific 

wavelengths. Finally, we explore the imaginary component of the complex refractive index 

through measurements of broadband light scattering from light-absorbing samples of 

humic acid sodium salt and NaCl. We discuss the implications of these data for 

characterizing the light absorbing properties of chromophores found in brown carbon 

aerosol. 

3.2. Experimental Methods 

3.2.1. Sample Preparation 

The chemicals used in this study were purchased and used without further purification. 

Evaporation measurements were made for a homologous series of polyethylene glycols (n 

= 3 – 6): triethylene glycol (≥ 99%, Sigma-Aldrich), tetraethylene glycol (99%, Sigma-
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Aldrich), pentaethylene glycol (98%, Sigma-Aldrich), and hexaethylene glycol (97%, 

Sigma-Aldrich). Hygroscopic growth and deliquescence measurements were performed on 

droplets containing sodium chloride (≥ 99%, Fisher Chemical). Solutions were prepared at 

a range of mass concentrations, from 0.5 gL-1 to 3 gL-1
, in HPLC grade water (Fisher 

Chemical). The resulting solutions were filtered using a 0.2 µm syringe filter (VWR 

International) and stored in pre-cleaned glass vials. Light-absorbing sample solutions of 

humic acid sodium salt (Sigma-Aldrich) and NaCl were prepared in a 1:1 ratio by mass.  

To generate droplets, approximately 12 µL of solution was delivered to a microdroplet 

dispenser (Microfab MJ-ABP-01, 30 µm orifice). A voltage pulse (up to 30 V and 30 µs 

duration) was applied to the dispenser to eject a single droplet on the order of 25 µm in 

radius into the trapping region of a linear quadrupole electrodynamic balance (LQ-EDB) 

for levitation. Following evaporation of excess solvent water, a final droplet size on the 

order of 5 µm remained.  

3.2.2. Droplet Levitation 

A LQ-EDB is used to trap and levitate droplets (from ~ 1 µm to 10’s µm in size) in a 

controlled environmental chamber using electric fields. The technique has been previously 

discussed and a brief summary will be presented.18,33–35 The LQ-EDB setup consists of four 

parallel stainless-steel rods with an AC voltage applied in a quadrupole configuration. The 

resulting oscillating electric field confines a charged droplet along the axis of the rods. The 

rods are mounted on end caps and enclosed in an aluminum chamber. An induction 

electrode (at 200 – 500 V) mounted external to the chamber is used to give droplets a net 

charge as they emerge from the orifice of the microdroplet dispenser. The droplet, with a 
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charge of 50 – 200 fC,18,35 travels horizontally through the rods and becomes confined 

along the central axis of the LQ-EDB. If no other forces are acting on the droplet, it will 

fall freely along the axis of the rods due to gravity. A disc electrode with an applied DC 

voltage (30 – 300 V) positioned in the center of the chamber produces a repulsive 

electrostatic force on the droplet that balances vertically acting forces (gravity and drag) to 

hold the droplet in place.  

In this work, the environmental conditions of the droplet were controlled by the 

introduction of a mixture of dry and humidified nitrogen at a total flow rate of 200 sccm 

into the top of the chamber. The RH in the chamber was monitored using a RH sensor 

(Honeywell, HIH-4602-L series) located on the gas flow inlet to the chamber. The sensor 

was calibrated using the deliquescence RH of sodium chloride and lithium chloride 

particles. For this calibration, solids particles of NaCl and LiCl were separately exposed to 

a slowly increasing RH approaching their deliquescence RH (75.5% and 11% for NaCl and 

LiCl, respectively).36 At the deliquescence RH, water uptake by the particle leads to 

formation of a spherical aqueous droplet, with clear indicators in the light scattering 

pattern. The RH probe voltage at this point was noted and calibrated against the known 

deliquescence RH. The temperature was maintained at ambient and laboratory temperature 

was monitored using an external temperature probe (Sensor Push). In the experiments 

reported here, the temperature was in the range of 18 – 22 °C.  

The gas flow through the chamber was exhausted through an open port at the bottom 

of the chamber, which also allows laser light to pass upwards through the chamber to 

illuminate the droplet. The trapped droplet is illuminated using a 532 nm laser (Laser 
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Quantum Gem) with a 1 mm beam width, operating at a power of around 50 mW. The laser 

light scattering from the droplet was recorded with a CMOS camera (Thorlabs DCC1545) 

and used to stabilize the droplet position by varying the DC voltage in a PID feedback loop 

initiated through the LabVIEW control software. For droplets that exhibit slow mass 

variations with time, a feedback loop is not necessary and levitation at a fixed position is 

achieved without laser illumination. 

3.2.3. Mie Resonance Spectroscopy 

Mie resonance spectra were obtained from levitated droplets by illumination with a 

broadband LED and detected using a Raman spectrometer (FERGIE, Princeton 

Instruments). A schematic of the setup is shown in Figure 3.1. Mie resonance methods 

using the algorithm of Preston and Reid25 have been used to simultaneously probe the size 

and wavelength-dependent RI (RI(λ)) of droplets in several optically levitated 

systems.1,14,29 However, while Mie resonance spectroscopy has been performed on droplets 

in an EDB,1,37,38
 the simultaneous detection of size and RI(λ) has not been demonstrated 

until now. 
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Figure 3.1: Light from an LED (Thorlabs MCWHL5 – white, or M660L4 – red) passes through an iris with 

diameter <1 mm positioned ~5 mm from the diode. A beam splitter reflects 50% of the incident light through 

an AR-coated biconvex lens (C, f = 50 mm) and into the LQ-EDB chamber through an AR coated window. 

The light is focused at around 75 mm from lens C onto the droplet held in the trap. Backscattered light from 

the droplet follows the same optical path, focused by lens C and passing through the beam splitter, reflecting 

off a steering mirror and brought to focus at the inlet to a fiber optic. Additional reflections and transmissions 

are omitted for clarity. 

 

A red LED (620-680 nm, Thorlabs M660L4) was used to illuminate the droplet for 

evaporation measurements, while a white LED (400-450 nm; 500-680 nm, color 

temperature of 6500 K, Thorlabs MCWHL5) was used to illuminate the droplet during 

deliquescence and hygroscopic measurements. The light is unpolarized in both 

illumination scenarios. As discussed later, the wider wavelength range associated with the 

white LED improves the determination of RI(λ). An iris was used to aperture the light from 

the LED (Figure 3.1A), which was reflected off a 50:50 beam splitter and focused by an 

AR-coated biconvex lens (C, f = 50 mm). The divergent light was focused through an AR 
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coated window into the chamber to a point around 70 mm from the lens to illuminate the 

droplet. The configuration in Figure 3.1 was found to be optimal for illuminating the 

droplet and resolving its backscattered signal against background reflections. 

Backscattered light over the angular range 170 – 190˚ was collected from the droplet by 

lens C, focused through the beam splitter and guided, using a steering mirror, into a fiber 

optic cable (200 µm core). The axial position of the fiber optic cable was estimated based 

on the position of the droplet relative to the lens using the thin lens equation: 

1

𝑓
=

1

𝐿1
+

1

𝐿2
  (3.1) 

where f is the focal length of the lens (50 mm), L1 is the position of the droplet (70 mm), 

and L2 is the position of the fiber optic cable. Based on equation 1, the fiber optic was 

placed approximately 175 mm from the droplet and its position subsequently optimized.  

A 20-stranded fiber optic cable (each strand with a 25 µm core diameter) delivered the 

light to the 25 µm entrance slit of the Raman spectrometer configured with a 1200 

groove/mm grating positioned for a wavelength range of 560-680 nm. The resolution of 

the spectrometer was about 0.26 nm and spectra were collected with a 1 s exposure time. 

The spectrograph was calibrated in this wavelength range using the emission wavelengths 

of a neon light source (Princeton Instruments). 

3.2.4. Spectra Analysis and Sizing 

Following data collection, spectra were processed by background-subtraction and 

normalization to a baseline fit over the spectrum. The baseline was generated from either 

a narrow smoothing function based on the Savitzky-Golay filter, to improve the 

identification of sharp peaks in the spectrum, or broadband smoothing, used to also identify 
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broader peaks.   Each MDR in the spectra was then found using the built-in peak search 

algorithm in LabVIEW followed by a polynomial fit to the identified peaks to accurately 

find the centers.  

The MDR wavelengths were then delivered to the MRFIT25 software, which 

determines the radius and wavelength-dependent refractive index of best-fit through the 

method of least squares (minimizing the sum of squared-residuals between the  calculated 

and experimental resonance peak positions). This provides the best fit of size, RI, and 

dispersion for the droplet.25,29 The dispersion in the RI was accounted for using a two-term 

Cauchy equation: 

𝑅𝐼(λ) = 𝑚0 +
𝑚1

λ2   (3.2) 

where m0 and m1 are values determined using MRFIT. RI values reported in this work are 

given for a wavelength of 589 nm unless otherwise stated. 

3.2.5. Influence of LED Illumination Intensity 

To verify that the droplet is not significantly perturbed due to heating by LED illumination, 

a sample of containing equal parts NaCl and NaHA was sampled over a range of supply 

current to the LED, from 0.2A to 1.2A. This varies the light intensity by a factor of ~6 and 

the resulting Mie resonance spectra were observed (Figure 3.2). Despite the large change 

in illumination intensity, very little change in the spectrum was observed, indicating the 

extent of heating does not significantly perturb the liquid-vapor equilibrium of water and 

no change in size occurs. This is in stark contrast to the effect of laser illumination at 532 

nm, which results in a large change in the spectrum for even low power unfocused laser 

light. 
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Figure 3.2: A droplet containing equal parts NaCl and NaHA at 75% RH was exposed to increasing intensity 

of light from the white LED illumination source, as represented by the illumination current. Very little change 

in the (unnormalized) spectrum was observed indicating no significant heating of the droplet. The arrows 

show a small shift in peak position at 1.2 A, however this is attributed to small changes in the RH in the 

chamber rather than heating of the droplet. 

 

3.2.6. Spectral Range of Deliquescence Measurements 

Figure 3.3(A-E) shows the spectra used in the analysis of the deliquescence of NaCl 

droplets detailed in Table 3.1. The shaded regions indicate the range that was used in the 

sizing analysis, chosen due to the possibility for unambiguous identification of pairs of TE 

and TM modes in a given mode order and number. Other parts of the spectrum show sharp 

peaks atop broader peaks, and this can cause complications in the peak fitting process 

leading to a greater level of uncertainty in the results. 
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Figure 3.3: Mie resonance spectra for NaCl(aq) droplets at the deliquescence RH, indicating the wavelength 

range used in the fitting process. The results are shown in Table 3.1. 

 

3.3. Results and Discussion 

3.3.1. Single Component Evaporation of Homologous Series of Glycols 

Measurements on the evaporation of single component organic droplets were made using 

the LQ-EDB. The size of the droplet was measured over time using Mie resonance 

spectroscopy in order to determine the vapor pressure from the evaporation rate. The RI 

was also determined using the Mie resonance method. The compounds studied were tri-, 

tetra-, penta-, and hexaethylene glycol and both their RI and resulting vapor pressure were 

compared to literature values. This study did not include ethylene glycol or diethylene 

glycol since both compounds evaporate rapidly upon entering the chamber due to their high 

vapor pressure.  
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Experiments were performed under dry conditions to ensure that the gas phase pressure 

of the evaporating glycol is zero and eliminate the potential for fluctuations in RH that 

might lead to reversible water uptake. In Figure 3.4A, we show the RI of pentaethylene 

glycol measured during the evaporation of a ~5300 nm droplet over 2000 s. The RI 

remained constant over the course of the experiment, indicating a pure single component 

droplet. The experimental RI was measured to be about 0.007 higher than the literature 

values (~1.462 at 25 ˚C) reported by Mori,39 Wohlfarth et al.40 and Gallaugher and 

Hibbert.41
  The size evolution of the pentaethylene glycol droplet is shown in Figure 3.4B 

and a representative comparison of the measured spectra with a simulation using Mie 

theory, using the parameters derived from MRFIT, is shown in 3.4C. 

 
Figure 3.4: (A) The RI of pentaethylene glycol determined from a ~5500 nm droplet evaporating under dry 

conditions in the LQ-EDB illuminated with the deep red LED. (B) The corresponding radius of the droplet 

determined using MRFIT. (C) A comparison of the experimental Mie resonance spectrum (black) to the best-

fit prediction (light red) using the input variables derived from MRFIT. 
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To determine the vapor pressure, we must determine the evaporation rate, in this case 

defined as the slope of the radius-squared with time, as shown in Figure 3.5A for the 

evaporation of a pentaethylene glycol droplet. Under isothermal conditions, the mass flux 

of component i in an arbitrary droplet may be related to the vapor pressure according to: 

𝑑𝑚𝑖

𝑑𝑡
=

4π𝑎𝑀𝑖𝐷𝑖

𝑅𝑇
(𝑝𝑖,∞ − 𝑝𝑖,𝑎)   (3.3) 

where mi is the mass of species i in the droplet, a is the radius, Mi is the molecular mass of 

i, Di is the gas phase diffusion coefficient of i (taken from Krieger et al.42), R is the gas 

constant, T is the temperature, pi,∞ is the environmental partial pressure of i, and pi,a is the 

partial pressure of i at the surface of the droplet. For a single component, this expression 

may be simplified and re-framed using the evaporation rate according to:   

𝑑𝑎2

𝑑𝑡
= −

2𝑀𝐷𝑝𝑠𝑎𝑡

ρ𝑅𝑇
  (3.4) 

where ρ is the density of the droplet, also taken from Krieger el al.42, 𝑝𝑠𝑎𝑡 is the vapor 

pressure, and the i subscript is omitted from other terms. Using equation 3.4, we determined 

the vapor pressure from the experimental evaporation rates and compare these to those 

reported by Krieger et al. in Figure 3.5B. The results from this work underpredict the vapor 

pressure compared to the literature values, which is likely due to the difference in 

temperature at which the measurements were taken. Experiments were performed at a 

laboratory temperature of approximately 294 K, while literature values are reported at 298 

K. To account for this difference, the Clausius-Clapeyron equation was used to find the 

vapor pressure at 298 K, resulting in vapor pressures slightly higher than the literature 

values. The enthalpy of vaporization was taken from Krieger et al.42 The temperature in 

the lab was not fixed, and fluctuations of 1-2 K are common that could affect these 
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temperature corrections, leading to uncertainties. For example, when correcting the vapor 

pressure for pentaethylene glycol with a temperature of 296 K using the Clausius-

Clapeyron equation, the literature and experimental vapor pressures are brought to 

agreement. Thus, while there is some uncertainty in our data due to temperature (which 

may be up to ±7% due to a ±2 K variation in temperature), we are in agreement with the 

literature values within the range of temperatures typically encountered over the course of 

an experiment.  

 
Figure 3.5: (A) The change in radius-squared over time for a pentaethylene glycol droplet. A linear fit to 

these data (red dash line) reveal an evaporation rate of -3.67×10-4 µm2 s-1. The evaporation rate was used to 

calculate the vapor pressures according to Equation 3.4. (B) Literature values42 at 298 K (black circles) are 

compared to the vapor pressure at the experiment temperature (blue crosses) and the temperature-corrected 

vapor pressure (red crosses) using the Clausius-Clapeyron equation, as described in the text. 

 

During these measurements, it was consistently observed that for the longer chain glycols, 

there is a period of more rapid evaporation in the initial period of the measurement. This is 

shown in Figure 3.6A for a droplet of hexaethylene glycol. There are two phases of 
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evaporation, the first of which (0 - 5000 s) is attributed to either the slow evaporation of 

water or a shorter chain glycol and the second of which (>5000 s) is assumed to arise from 

the evaporation of the pure organic compound. Initial loss of water following the 

introduction of the droplet is observed to occur within a few seconds and, in the absence 

of diffusion limitations due to high viscosity affecting the rate of evaporation, it would be 

expected that there is no residual water in the droplet after this time. Following this initial 

loss of water (not measured), the droplet loses around 9% of its mass during the first 5000 

s. If this were due to water, then a measurable change in RI would be expected on the order 

of 0.01 based on a simple mass fraction analysis. However, this is not observed and the RI 

only changes by around 0.003, which is on the order of the precision of the measurement 

(Figure 3.6B). Thus, we conclude that the initial rapid loss of mass is dominated by organic 

contaminants present in the glycol, such as shorter chain glycol species. These effects do 

not affect the calculation of the vapor pressure as the droplet is measured over sufficiently 

long periods to ensure single component evaporation when determining the evaporation 

rate. 
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Figure 3.6: (A) Evaporation of a hexaethylene glycol droplet exhibiting two evaporation regimes, as 

described in the text. The rapid evaporation observed in the first 5000 s is shown in the gray shaded region. 

(B) The RI was observed to change over time, with a small increase observed in the initial 5000 s before a 

constant value was approached for the remainder of the measurement. 

 

3.3.2. Aqueous Inorganic Droplets at Fixed RH 

Single component n-ethylene glycol droplets provide a sample with a fixed RI and evolving 

size, and we have shown that these may be effectively measured using the Mie resonance 

approach. In the case of a hygroscopic droplet exposed to a high RH, the size and RI will 

be a function of the amount of solute and associated water. The RH can be measured using 

capacitance probes; however, these typically exhibit an uncertainty in the range of 1 – 3%, 

which can be significant. In order to benchmark the Mie resonance method further, we 

performed measurements on NaCl droplets at their deliquescence RH. First, we confine 

aqueous NaCl droplets at high RH in the LQ-EDB and then lowered the RH to 

efflorescence the sample and form solid NaCl particles. The RH was then increased slowly 

to around 75.5% RH where the particle will absorb water from the vapor phase and 
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deliquesce to once again form an aqueous droplet. By raising the RH in the chamber slowly, 

the RH experienced by the droplet is maintained at its deliquescence RH for up to a minute 

after water uptake, allowing the Mie resonance spectra to be measured under well-defined 

conditions.  

 
Figure 3.7: (A) The size of an NaCl droplet following deliquescence. (B) The RI of the droplet just after 

deliquescence. The reported value from the literature is shown by the red-dash line.43 (C) The dispersion 

parameter (m1) in the Cauchy equation (Equation 3.2) for the droplet following deliquescence.   

 

For these experiments, a white LED was used to produce a spectrum over a wider range of 

wavelengths (560 – 680 nm). Figure 3.7 shows the radius, RI at 589 nm, and wavelength 

dispersion of an NaCl droplet immediately after deliquescence. Figure 3.7A shows the 

radius across ~50 s of data, with points collected at 1 Hz, exhibiting an average of 5476 

nm and a standard deviation of 8 nm. Figure 3.7B shows the RI determined at 589 nm, with 
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an average of 1.382 and a standard deviation of 0.002. The literature RI at the deliquescence 

point of NaCl is 1.381, according to the parameterization of Cotterell et al.,43 which 

compares well with our experimental observations. Figure 3.7C shows the dispersion term 

(m1) in the RI after deliquescence, with an average value of 4670 nm-2 and a standard 

deviation of 250 nm-2.  

Since a broader wavelength range was implemented for these measurements, there are 

more MDR peaks supplied to the MRFIT algorithm. However, due to the resolution of 

spectrometer, it is sometimes challenging to distinguish the precise location of a peak as 

resonances from multiple mode orders may be overlapping. For this reason, only peaks 

from a mode order corresponding to the sharpest peaks were used, and the wavelength 

range was selected to aid in the assignment of these sharp peaks. The appropriate 

wavelength ranges were chosen depending on the size and RI combination and are 

indicated in Figure 3.3. Table 3.1 shows data for deliquesced NaCl droplets across several 

sizes. Four measurements were taken at each size and the reported error represents the 

average standard deviation in the scatter of the data for all four trials. Firstly, we note that 

the RI for each size droplet is within the uncertainty, and thus report (as expected) that 

there is no size dependency to the RI at the deliquescence RH. Table 3.1 shows the 

wavelength range and mode orders that were used to size droplets. Despite the choice of 

wavelength range, the results are consistent within the quoted ranges of uncertainty. 
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Table 3.1. Measurements were performed on NaCl(aq) droplets over a range of sizes. 

Radius / nm StDev / nm RI @ 589 nm StDev λ range / nm  Modes used 

4230 2 1.386 0.001 620-680 2nd & 3rd  

4410 8 1.385 0.002 560-680 2nd &3rd  

5120 14 1.382 0.003 560-620 2nd & 3rd  

5490 12 1.382 0.006 560-680 2nd& 3rd  

6200 6 1.384 0.001 620-680 3rd  

 

3.3.3. Hygroscopic Growth and the Wavelength-Dependence of RI 

The variation in droplet size and solute concentration with RH due to hygroscopic growth 

leads to a change in the RI. Here, we report the variation of the RI with the RH, as shown 

in Figure 3.8A between an RH of ~55% and 90%. The droplet was held at each RH for 10 

minutes and increments of 10% in RH were imposed. The data points represent the average 

of the data for both the increasing and decreasing RH direction and were taken from the 

time over which the RH was stable at each set point. The RH was measured using a 

capacitance probe and exhibits an error of ±2%. The RI decreases with increasing RH as 

the droplet becomes more dilute, tending towards an RI of 1.333 (for pure water) at 100% 

RH. The predicted trend in RI as a function of RH from the Cotterell et al.43 

parameterization and the oscillator model of Bain et al.44 are shown for comparison. (Note 

that the parameterization from Cotterell et al. is an empirical model, while the oscillator 

model from Bain et al. models the far-UV molecular transitions that give rise the refractive 

index in the visible region for molecules that do not strongly absorb in this region.) There 

is generally good agreement across the range within the uncertainty of the measurements, 

however there is a notable deviation from the oscillator model at low RH. In addition, we 
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compare to the experimental observations reported by Bain et al. using a similar light 

scattering method in a counter-propagating optical trap. We observe close agreement to the 

Cotterell parameterization at low (~55%) and high RH (>80%) but observe deviations 

towards a larger RI around 60-80% RH. These discrepancies likely arise from uncertainties 

in the RH probes, which are known to exhibit some non-linearity in their response versus 

RH. 

 
Figure 3.8: (A) The wavelength dependence of the RI of NaCl as a function of RH (black points) compared 

to the predictions of Cotterell et al. (black dash line) and the oscillator model of Bain et al.44. Experimental 

points from Bain et al.44 are shown as gray crosses. Others sources of literature data (CRC Handbook and 

Millard and Seaver45) follow the Cotterell trend at sub-saturated RH (>75% RH) and are not shown explicitly 

for clarity. The y-error bars of ±0.003 account for the standard deviation in the RI for a typical measurement 

while the x-errors bar show the uncertainty in the RH from the probes. The value for pure water is shown in 

blue at 100% RH. (B) The dispersion term (m1) as a function of RH shows a clear trajectory towards the 

value of ~3200 nm2 determined for pure water (blue point) shown at 100% RH. 

 

Figure 3.8B shows the measured dispersion coefficient (m1) as a function of RH. The wide 

wavelength range (560 – 680 nm) allows the change in m1 to be readily resolved, and shows 

a decrease with increasing RH.  The dispersion coefficient for water using the Cauchy 

equation to first order is 3200 nm2,46 consistent with the trend of our data towards 100% 
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RH. These data are tabulated in Table 3.2. Using these values, the wavelength-dependence 

of the RI across the range of measured RH may be compared with the multi-dimensional 

parameterization (i.e. RI as a function of RH and wavelength) of Cotterell et al. and Bain 

et al. Figure 3.9A depicts the RI as a function of wavelength at different RHs, showing the 

expected curve based on measured Cauchy parameters (dashed line) compared with the 

prediction from Cotterell et al., shown as a shaded range to account for the ± 2% uncertainty 

in RH in our measurements. Figure 3.9B shows the equivalent plot using the oscillator 

model predictions of Bain et al. The data points at 589 nm show the uncertainty in our 

measured values at a fixed wavelength and reflect the uncertainty range associated with 

our Cauchy extrapolation. It is clear from these data that while there are some deviations, 

the measured data agree with the literature within the range of uncertainties for these 

experiments.  

Table 3.2. RI properties of NaCl(aq) as a function of RH. 

RH / %  RI @ 589 Dispersion (m1) / nm2 

55 1.411 5539 

64 1.401 5296 

72 1.388 5077 

80 1.373 4600 

88 1.363 4019 
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Figure 3.9: (A) The wavelength-dependence of the RI of NaCl for a range of RH conditions. The shaded 

region shows the model prediction from Cotterell et al. and depicts the range of RI associated with a ±2 % 

uncertainty in RH. Data points show the measured RI at 589 nm and include representative errors bars. The 

m0 and m1 values determined experimentally were used to predict the wavelength-dependence using the 

Cauchy equation (Equation 3.2) extrapolated to 400 nm (dash lines). (B) Figure details as per Figure 3.9A, 

with shaded region derived from the oscillator model fit of Bain et al.44 

 

3.3.4. Light Absorbing Aerosol Droplets 

The Mie resonance technique has been shown to be capable of measuring the size and 

wavelength-dependent RI in evaporating single component droplets and hygroscopic 

samples over a range of RH conditions. These samples contain only species that do not 

strongly absorb visible light.  Recent studies have shown that Mie resonance spectroscopy 

may also reveal the absorption coefficient of droplets containing light-absorbing 

material.8,25,47,48 In order to further test the LQ-EDB setup, humic acid sodium salt (NaHA), 

a strongly absorbing species, was chosen to explore the effect of absorbance on the Mie 

resonance spectrum. Figure 3.10 illustrates the preliminary results of these experiments. 

Figure 3.10A shows the Mie resonance spectrum of an aqueous NaCl droplet in which the 

MDR peaks are sharp and well-defined. These resonance positions can be fitted, as 

discussed above, in order to determine the size and RI of the particle. Figure 3.10B shows 
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a spectrum of a particle containing both NaCl and NaHA, normalized against the LED 

spectrum and scaled between 0 and 1. Both spectra were collected at an RH of 

approximately 75%. When NaHA is present in the sample the sharp Mie resonances 

become broadened and the scattering intensity decreases, resulting in a poorer signal to 

noise ratio than was observed in panel A. These broad features cannot be fit using 

resonance positions. A simulated spectrum for a sphere of radius 5432 nm, real part of the 

RI = 1.47+3425/λ2 + 1.25x10-8/λ4 and imaginary part of the RI = 0.011 is shown for 

comparison (the imaginary part of the RI is proportional to the product of the molar 

attenuation coefficient, the molar concentration and the wavelength). The measured and 

simulated spectrum are compared between 560-680 nm and show good agreement in terms 

of both the feature positions and their linewidths, as well as the general trend towards 

decreasing scattering intensity from long to short wavelengths. When compared to 

simulations with a smaller imaginary RI of 0.003, we begin to see fine structure in the 

spectrum that is not observed experimentally. This places a lower bound on the value of 

the imaginary RI. When comparing to a larger value of the imaginary RI of 0.025, we see 

little change in the structure of the spectrum, indicating that resolving values of the 

imaginary RI above this may be challenging. While the positions of the features do not 

change when increasing the imaginary part of the RI from 0.011 to 0.025, the shape of the 

background does. Using correlation analysis in a full spectrum fit routine may allow for 

better precision in determining the imaginary part of the RI. Indeed, it may become 

necessary to utilize the intensity of the scattered signal to further constrain the level of 

absorption for more strongly absorbing samples. This would require the signal be 
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normalized against an external standard, such as a non-absorbing droplet sampled under 

the same illumination conditions.  

To verify that the droplet does not experience significant heating under LED 

illumination, measurements were made across a range of illumination intensity for the 

mixed NaCl and NaHA particle at 75% RH. The sample is aqueous under these conditions 

and any heating would result in a change in the liquid-vapor equilibration of water and a 

corresponding change in the spectrum. However, as shown in Figure 3.2, no significant 

change in the spectral shape was observed when the illumination current was increased 

from 0.2 A to 1.2 A, indicating for these samples there is minimal heating.  

Overall, the combination of LQ-EDB levitation and broadband light scattering shows 

promise for the investigation of species that absorb visible light. However, more work is 

required to develop algorithms for spectral fitting in order to simultaneously determine (i) 

the size, (ii) the wavelength-dependent real part of the RI and (iii) the wavelength-

dependent imaginary part of the RI for strongly absorbing particles. 
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Figure 3.10: (A) Broadband Mie resonance spectrum of an NaCl droplet at 75% RH along with the best-fit 

simulated spectrum with radius 4571 nm and real part of the RI 1.365+4200/ λ2 (light red). All 2nd and 3rd 

order modes seen in the experiment are reproduced by the simulation, while 1st order modes are omitted in 

the simulation for clarity. (B) A similarly sized droplet of NaCl and NaHA, showing significant broadening 
of the peaks and a loss of fine structure. Simulated spectrum shown in light red for a sphere of radius 5432 

nm, real part of the RI = 1.47+3425/λ2+1.25x10-8/λ4 and imaginary part of the RI = 0.011. Light blue shows 

an imaginary RI of 0.003 and light green a value of 0.025. 

 

3.4. Conclusions 

In this work we demonstrate the accurate retrieval of droplet size and refractive index using 

Mie resonance spectroscopy applied to single droplets levitated in an LQ-EDB. Although 

Mie resonance spectroscopy is much more commonly used in optical-based traps, there are 

advantages to applying this method to electrodynamically confined droplets in an EDB. 

The dynamic range of droplet size spans from 10’s µm to sub- µm, the composition can be 

well controlled using droplet-on-demand methods, and laser-based probing is not 

necessary, allowing light-sensitive samples to be studied. 

The advantage of Mie resonance spectroscopy over typical laser-light scattering 

approach comes from the ability to simultaneously determine size, RI and wavelength-
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dispersion with high accuracy. For non-absorbing samples, we can determine the radius to 

within ±0.1% (approximately ±10 nm), the RI to within ±0.2% (approximately ±0.003), 

and the first-order dispersion term to within ±5% (approximately ±200 nm2). The precision 

we achieve is slightly less than the optimal precision of the method (±2 nm in radius and 

±0.05% in RI19) due to the finite resolution to which the modes are detected, but compares 

favorably with a range of other methods for determining RI in droplets.49 When using a 

broadband light source, the entire wavelength-dependence of the RI may be measured for 

a sample in a single experiment, facilitating a broad exploration of the dependence of 

refractive index on RH, temperature and chemical environment. In particular, illumination 

into the UV/vis spectral range will provide optical properties relevant for the interactions 

of tropospheric and stratospheric aerosol with solar radiation.   

We have further demonstrated that Mie resonance spectroscopy may be applied to 

sample droplets containing light-absorbing species. Due to the lack of laser illumination, 

these methods do not significantly perturb the physical state due to sample heating, 

allowing the physical and chemical characteristics of light-absorbing samples to be 

explored. Preliminary measurements also show that there is sufficient information 

available in the Mie resonance spectrum to quantify size and both the real and imaginary 

parts of the RI for light-absorbing samples, but further work is necessary to fully constrain 

the accuracy of the method. Many key physicochemical properties of aerosol, which are 

routinely measured in non-absorbing samples using levitation-based methods, are not 

available for aerosol containing light-absorbing compounds. This work demonstrates that 

these systems may be effectively explored using the combination of methods presented 
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here, allowing a molecularly-resolved insight into the properties of light-absorbing 

components of the atmosphere, such as brown carbon. 
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 CHAPTER IV 

Hygroscopic Growth, Phase Morphology, and Optical Properties of Model Aqueous 

Brown Carbon Aerosol 

4.1. Introduction 

Aerosol in the atmosphere have direct and indirect effects on climate due to their role in 

cloud formation, light scattering, ice nucleation, and chemistry.1,2 Aerosol particles may 

scatter and/or absorb incoming solar radiation, leading to cooling or warming effects 

depending on chemical composition.3,4 Light-absorbing aerosol are a major product of 

biomass burning. In recent years, the extent of wildfires has increased, leading to the 

destruction of thousands of acres of land, increased health risks, and the emission of 

significant quantities of light-absorbing aerosol.5–7 Wildfires have global impacts and 

knowledge of the properties and composition of emitted gaseous compounds and aerosol 

particles is required to fully understand their effects.8,9 Recent studies also reveal that 

climate change may cause wildfires to increase in number globally, further prompting the 

need to more fully understand wildfire emissions.5,10–12 A major component of emissions 

from biomass burning and wildfires are black carbon particles, which are strongly light-

absorbing and contribute to the global radiation balance by absorption across the full solar 

spectral range.13 Recent studies have also identified light-absorbing organic carbon 

compounds in aerosol produced in biomass burning. These compounds are classified as 

brown carbon (BrC) and absorb strongly at wavelengths <450 nm, leading to solutions of 

BrC appearing brown. BrC aerosol lead to decreased visibility and have a warming effect 

in atmosphere.14,15 BrC may also be emitted due to coal combustion, automobile traffic, 
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and biomass burning, or produced via secondary oxidation reactions in the atmosphere.9,16–

22 

The chemical components of BrC particles include oxygenated functional groups, 

polycyclic aromatics, and nitrated groups.13,23,24 Nitrated aromatic compounds (NAC), 

such as nitrophenols, nitroguaiacols, and nitrocatechols, are of interest because of their 

strong absorptive tendencies and their formation from VOC precursors, such as toluene 

and phenol, during both daytime (•OH + NO2•) and nighttime (•OH + NO3•) 

processes.23,25,26 Although the insoluble components of BrC typically dominate light 

absorption, around 70% of BrC is water soluble and will experience hygroscopic 

interactions in the atmosphere in response to the ambient relative humidity.27–29 Thus, the 

optical properties of water soluble BrC will depend on specific chemical composition and 

the environmental conditions. Additionally, BrC compounds can undergo oxidative aging 

via reactions with ozone and other oxidants, evolving the aerosol properties over time and 

leading to changes in the extent of light absorption.30–32 Researchers have also noted that 

the co-emission of BC and BrC with inorganic material, such as sulfates, leading to 

particles containing a mix of organic and inorganic material.28 Such mixtures may 

experience transitions to phase separated morphologies or other amorphous states at low 

relative humidity (RH).33–35 Phase separated core-shell particles, for example, may enhance 

absorption through the lensing effect, motivating research on the physical properties and 

phase morphology of mixed BrC aerosol with inorganic species.13,18,36 

Knowledge of the effects of RH on the physical and optical properties of particles 

containing BrC chromophores is limited. Indeed, recent modeling studies have indicated 
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the overestimation of absorptive contributions of BrC in their analyses, with RH and phase 

effects possibly contributing to some of the differences between modelled and measured 

light scattering.21,37 In this study, we measure the hygroscopic growth of pure 4-

nitrocatechol (4-NC), a commonly identified component of BrC used here as a proxy,26,38 

using a linear quadrupole electrodynamic balance (LQ-EDB) coupled with Mie resonance 

spectroscopy. Micron-sized particles were levitated in an electric field and probed as a 

function of RH to reveal their size, optical properties, and evolving phase morphology. 

Typical particle sizes used with this method fall within 3 to 10 µm to ensure sufficient 

spectral information was available to accurately characterize size and optical properties. 

Particles smaller than 3 µm do not show sufficient spectral features in the wavelength range 

of interest, while particles larger that 10 µm show a lot of detail leading to difficulties in 

finding unique solutions. These sizes are large compared to atmospheric particles, but 

studies have shown size-dependent morphologies only become important at <100 nm  and 

the conclusions derived from this work may be generally applied to a broad size range of 

particles.33,39 We classify the extent of water uptake via radial growth factors and report 

changes in optical properties through the complex refractive index. To further explore how 

BrC chromophores behave in internal mixtures, we explore the hygroscopicity and phase 

morphology of a series of mixtures of 4-NC with ammonium sulfate, characterizing optical 

properties and identifying phase transitions. Finally, we explore the imaginary component 

of the complex refractive index using an effective oscillator model to derive how the 

absorption properties vary with wavelength and composition. 
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4.2. Methods 

4.2.1. Sample Preparation and Chemicals 

All chemicals in this study were purchased and utilized without additional purification. 

Hygroscopic growth, deliquescence, and phase separation measurements were conducted 

using particles containing 4-nitrocatechol (Sigma-Aldrich, 97.0 % purity), ammonium 

sulfate (VWR Analytical, ≥ 99.0 % purity), and lithium chloride (Sigma-Aldrich, ≥ 99.0 % 

purity). Pure component solutions were prepared at concentrations of 4 to 6 g/L, and 

solutions of ammonium sulfate and 4-nitrocatechol were prepared in mole ratios of 1:1, 

2:1, 4:1, and 5:1 at total solute concentrations of 4 to 6 g/L. Compounds were weighed and 

dissolved in HPLC water (Fisher Chemical), filtered with a 0.2 µm syringe filter (VWR 

International), and stored in a pre-cleaned glass vial. Approximately 12 µL of solution was 

introduced to a microdroplet dispenser (Microfab MJ-ABP-01, 30 µm orifice) to produce 

droplets for introduction into the LQ-EDB. 
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4.2.2. Experimental Setup 

 
Figure 4.1: (A) Schematic experimental configuration for the hygroscopic growth and phase measurements 

reported in this work. Laser light was used to visualize droplet during initial trapping and was not required 

for Mie resonance spectroscopy. (B) Mie resonance spectrum for pure 4-NC at ~90% RH recorded at 560 – 

680 nm. (C) The same pure 4-NC particle at 90% recorded at 420 – 520 nm. 

 

4.2.2.1. Particle Levitation 

A linear quadrupole electrodynamic balance (LQ-EDB) was used to levitate single or 

multiple particles for extended periods of time using electric fields as previously 

described.40 The process is briefly summarized here. Dilute sample droplets were generated 

from a microdroplet dispenser in the presence of an induction electrode, at 200 to 500 V, 

to impart a net charge of 10 to 100 fC onto the emerging droplet as it was introduced into 

the LQ-EDB chamber.40,41 A 532 nm laser (Laser Quantum Gem) with a 0.9 mm beam 

width and operating power of less than 5 mW was used to illuminate droplets in the 

chamber for verification of trapping, but was disabled for measurements. The droplets 

entered the quadrupole electrode arrangement with applied AC voltages generating an 

electric field confining them to the central axis. The droplets fell freely along the axis of 
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the rods due to gravity and came to rest in a linear stack above a disc electrode placed in 

the center of the chamber. An applied DC voltage (30 - 300 V) created a repulsive 

electrostatic force that balanced net forces on the droplets and maintained the stack in a 

fixed position. Excess solvent evaporated from the droplets and the resulting particles 

attained equilibrium with the chamber conditions.1 A CMOS camera (Thorlabs DCC1545) 

was used to image particles and stabilize the position by varying the DC voltage through a 

PID feedback loop, programmed using LabVIEW software. 

4.2.2.2. Environmental Monitoring – Dual Droplet Method 

The relative humidity (RH) in the chamber was controlled by introducing a mixture of dry 

and humidified nitrogen at a total flow rate of 200 cm3/min. The RH in the chamber was 

monitored using a dual-droplet method, with a lithium chloride probe particle, for the 

duration of each measurement.42 In the dual-droplet method, two separate dispensers and 

induction electrodes are used to introduce two chemically distinct droplets. The resulting 

probe and sample particles are confined together, and the relative humidity experienced by 

the probe is the same as the sample. The particles controllably switch positions for 

sampling via Mie resonance spectroscopy and the size response of the sample informs the 

RH in the chamber with high accuracy and precision. 

4.2.2.3. Mie Resonance Spectroscopy 

A white LED (Thorlabs MCWHL6 with 6500 K output) was used to illuminate the particle 

of interest for Mie resonance spectroscopy. Backscattered light from the particle was 

collected by fiber optic and delivered to a Raman spectrometer (FERGIE, Princeton 

Instruments) configured with a 1200 groove/mm grating and resolution of 0.26 nm. Spectra 
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contain light reflected from the surface of the particle and light that is resonant within the 

spherical cavity, creating intense peaks in the spectra that are characteristic of the size and 

optical properties of the sample. Spectra were collected with a 1 s exposure time from both 

the levitated sample and probe particles. The particles were switched every 10 seconds for 

the duration of the experiment. Spectra obtained across red wavelengths (Figure 4.1B) were 

analyzed offline to find the center of each resonance peak using a peak search algorithm. 

The wavelength positions were analyzed using the algorithms of Preston and Reid to find 

the radius and wavelength-dependent real component of the complex refractive index via 

a least-squares minimization process.43–45 To validate results, simulations of the full spectra 

were generated using Mie theory code for a visual comparison to experimental spectra.46 

Changes in the Mie resonance spectra were used to identify phase transitions, as discussed 

further in the results. Spectra obtained at shorter wavelengths (Figure 4.1C) showed a 

significant influence of light absorption and were used to characterize the imaginary 

component of the complex refractive index. 

4.2.3. Light-Induced Perturbations in 4-NC Particles 

Due to the light-absorbing properties of BrC chromophores, careful illumination of the 

sample is required. Under illumination by 532 nm laser light, significant heating can occur 

leading to perturbations in the particle properties due to changes in temperature. Figure 4.2 

shows a comparison of the size of a pure 4-NC particle with unfocused laser and focused 

LED illumination at different powers.  
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Figure 4.2: (A) Measured radius of a 4-nitrocatechol particle at 85% RH exposed to LED illumination across 

the full range of supplied electrical current (proportional to the power). (B) The same 4-NC particle exposed 

to increasing illumination from a 532nm unfocused CW laser. (C) Using the hygroscopic response of the 

particle, reported later, the temperature of the laser-illuminated particle was inferred as described in the text.) 

 

The LED illumination source was used for Mie resonance spectroscopy, and particles show 

a constant size up to the full rated output power of 1430 mW, with a current of 1.2 A. In 

reality, the power incident on the particle was orders of magnitude below this value due to 

the optical arrangement, focal spot size, and particle size. Thus, while these measurements 

demonstrate that no influence of LED illumination occurred for these studies, they do not 

preclude LED illumination from having an effect in different optical arrangements. Laser 
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illumination was used for visual verification of the particle in the trap, and particles 

exposed to an environmental RH of 85% show a decrease in size as the laser power was 

increased from 5 mW up to 400 mW (Figure 4.2B). As with LED illumination, the power 

incident on the particle is much less as the laser light was not focused. The beam diameter 

was 0.9 mm, allowing us to estimate the power incident on the particle to be approximately 

0.05 mW at maximum power. The decrease in particle size can be associated with the 

temperature of the particle, as shown in Figure 4.2C. The vapor pressure of water above 

the aqueous particle must be in equilibrium with the water vapor pressure of the 

environment, which is determined by the RH. Thus, if the temperature of the particle 

increases, the water activity in the particle must decrease to maintain equilibrium. The 

temperature of the particle and the environment can be separated, giving:  

𝑝°(𝑇𝑝𝑎𝑟𝑡) =
𝑅𝐻

100

𝑎𝑤
𝑝°(𝑇𝑒𝑛𝑣)  (4.1) 

where 𝑝°is the saturation vapor pressure of water and 𝑎𝑤 is the water activity, which is 

related to the solute concentration and the hygroscopicity of the particle (as determined 

later). The GF for pure 4-NC (reported in a later section) was used to determine 𝑎𝑤, and 

the vapor pressure of water as a function of temperature is known.44 At 5 mW, the particle 

temperature shows negligible deviation from ambient conditions of 293 K and, as the laser 

power is increased, the estimated temperature increases up to 297 K at 400 mW. 

Efflorescence of the particle was observed at higher laser powers, indicating the potential 

for significant perturbations to the system if high illumination intensities are used. To avoid 

the heating of the sample, only light from the LED was used to collect spectra in both the 

red and blue regions for the experiments discussed subsequently. 
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4.2.4. Electrostatic Determination of Dry Size 

For hygroscopic growth measurements, an indication of the dry particle size is required in 

order to determine a radial growth factor (GF). The dry size is difficult to determine 

experimentally since the particle is no longer spherical and homogenous under dry 

conditions. In the LQ-EDB, the weight of the particle and the drag force applied from the 

air flow are strongly linked to the size of the particle. The drag force of the particle is much 

larger than the weight at the size range measured here. For a particle with a 5 𝜇m radius 

and a density of 1 g/cm3, the weight force is 5.1×10-12 N and the Stokes drag force under 

the applied 0.1 m/s gas flow is 1.6×10-10 N. Thus, the electrostatic force contributes 

primarily to balancing the drag force on the particle. Given that the drag force scales with 

the radius, the DC voltage will be strongly weighted towards a linear proportionality with 

radius. Under the assumption that the shape factor is 1 (or close to 1), the ratio of the DC 

voltage at a specific RH (75.5% - the deliquescence RH of NaCl, or 80% RH, the 

deliquescence RH of ammonium sulfate) to the DC voltage at the efflorescence RH may 

be used to estimate the GF (Figure 4.3). This was used in conjunction with the measured 

size at the noted RH to find the dry size of the particles, and subsequently the GF for any 

RH was determined. 
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Figure 4.3: To determine the dry size, the voltage generating the electrostatic force was found for an aqueous 
particle at 75.5% RH and under dry conditions. The drift in voltage following efflorescence is due to small 

changes in the gas flow velocity as the RH was stepped down to dry conditions. As described in the main 

text, the drag force is much greater than the weight, and the voltage was assumed to be proportional to the 

radius. 

 

4.3. Results and Discussion 

4.3.1. Pure 4-Nitrocatechol Particles 

4-Nitrocatechol (4-NC) was chosen for study here as a proxy for light-absorbing water-

soluble BrC organic compounds. 4-NC is water soluble due to its oxygenated functional 

groups and appears mustard yellow in an aqueous solution. Here, we characterize its 

hygroscopic properties, phase transitions, and optical properties as a function of RH.  To 

ensure the sample was not perturbed due to the optical probing methods, we first explored 

the influence of LED and laser illumination on the properties of the particle and report 

these results in the Figure 4.2. Briefly, while laser illumination was observed to produce 

measurable changes in the size due to an increase in the particle temperature, LED 

illumination had no effect. Thus, the laser was disabled for the subsequent measurements 

reported here.  
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4.3.1.1. Hygroscopic Growth of 4-NC Particles 

The presence of hydrophilic chemical moieties in 4-NC allows for reversible hygroscopic 

interactions with water vapor and 4-NC particles will experience hygroscopic growth as a 

function of RH due to the uptake and loss of water. The size of the levitated 4-NC particles 

was measured as a function of RH in a dual-droplet measurement conducted with a LiCl 

probe particle to monitor the RH. The hygroscopic growth cycle was performed to a 

minimum RH of 73% and maximum RH of 95 %, with <0.2% uncertainty in the reported 

RH using the dual-droplet method. The RH was stepped down 0.5% every 30 s to produce 

a pseudo-continuous RH change. Other experiments used larger RH steps that caused 

efflorescence of the pure 4-NC droplet at RH >73%, but below 73% RH efflorescence was 

observed randomly regardless of the size of the RH change steps.  

As described previously, the dry size of the particle was found using the ratio of DC 

voltages at two known RH conditions to estimate a GF at 75.5% and subsequently 

determine the dry size from the measured particle size at this RH. The dry size was then 

used to calculate the GF for a range of RH. Figure 4.4A shows the GF as a function of RH 

for pure 4-NC over the range in which particles existed in a liquid aqueous state. From 

these data, we calculate the 𝜅 parameter from 𝜅-Köhler theory. The growth factor depends 

on 𝜅 according to:  

𝐺𝐹 = (
𝑎𝑤(1−𝜅)−1

𝑎𝑤−1
)

1

3
  (4.2) 

where aw is water activity and 𝜅 =  ∑ 𝑉𝑖𝜅𝑖𝑖 . Vi represents the volume fraction of i in the dry 

particle and 𝜅𝑖 is the hygroscopicity parameter of component 𝑖. 𝜅 quantifies the 
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hygroscopic properties of aerosol particles, approximating the influence of a range of 

physiochemical factors such as solubility, molecular weight, and non-ideal mixing. 

Measurements of 𝜅 in subsaturated RH conditions can show a variation with RH, reflecting 

the challenges of simplifying high concentration aqueous solutions to a single parameter. 

Indeed, a single value of 𝜅, as shown in Figure 4.4A, cannot reproduce the observed 

hygroscopic growth and a linear dependence on RH is observed. The value of 𝜅 approached 

at high RH, shown in Figure 4.4, assuming a linear trend, is on the order of 0.03. A linear 

trend is not always observed, however, and significant discontinuities in 𝜅 at high RH have 

been observed, limiting the broad use of this metric in predicting CCN activity, for 

example.47 Based on the O/C ratio of 0.667 and the work of Rickards et al.,48 the estimated 

𝜅 would fall in the range 0.12 ± 0.01, while the ideal 𝜅 value derived from the ratio of the 

molar volume of 4-NC to the molar volume of water, yields a value of 0.19. The measured 

value is lower than both of these and may reflect uncertainties in the extrapolation of 𝜅 to 

saturated RH conditions, or molecular interactions specific to 4-NC that lead to weaker 

interactions with water, such as intermolecular H-bonding between NO2 and OH groups. 



108 

 

 
Figure 4.4: (A) Radial growth factor (GF) of pure 4-nitrocatechol versus RH. The prediction from 𝜅-Köhler 

theory is shown in red using a fixed value determined at the highest measured RH. (B) Real part of the 

refractive index (𝑛(𝜆) = 𝑛0 +
𝑛1

𝜆2 ) as a function of RH. (C) Dispersion parameter (𝑛1) as a function of RH. 

Error bars for panels A-C are derived from the standard deviations in each parameter from binning the data 

in 2% steps. (D) The 𝜅 parameter was calculated at every measured point yielding a linear parameterization 

(𝜅 = 0.5384 − 0.0051 × 𝑅𝐻). 

 

4.3.1.2. Efflorescence and Deliquescence of 4-NC Particles 

4-NC particles spontaneously effloresced under a range of RH conditions when subjected 

to large RH changes. To constrain the efflorescence point, smaller RH changes, in steps of 

~0.5%, were made until efflorescence was observed. Even with smaller RH steps, 13 

particles were seen to effloresce in the range from 40 to 80 %, with 7 particles efflorescing 

within the 40 – 50 % range and the remaining 6 particles efflorescing in the 59 – 80 % 
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range. After efflorescence, the RH was slowly increased up to ~93 % to explore the 

deliquescence RH. However, even when particles were left at a high RH for more than 30 

min (and up to ~12 hours), deliquescence was not observed. These observations indicate a 

large hysteresis in the deliquescence/efflorescence behaviour of 4-NC, with a 

deliquescence RH likely much close to saturation than was achieved in the measurements 

reported here. This behavior is consistent with other low solubility organic molecules, such 

as succinic acid, which deliquesce in the range 99 to 100% RH.49,50 The solubility of 4-NC 

is less than that of succinic acid, implying that the DRH of 4-NC is likely to be close to 

100%. These observations point to an irreversible efflorescence process under ambient RH 

conditions, and likely only close to saturated or cloud forming RH conditions would be 

sufficient to solubilize the dried particles. 

4.3.1.3. Optical Properties of 4-NC at 589 nm 

In addition to the size of the particles varying with RH, changes in the optical properties 

are expected. As RH is decreased the refractive index is expected to rise since the 

concentration of the solute in the particle increases. The real part of the RI as a function of 

wavelength is treated using a 1st order Cauchy expression to account for the wavelength 

dispersion of the RI:  

𝑛(𝜆) = 𝑛0 +
𝑛1

𝜆2 (4.3) 

where 𝑛0 and 𝑛1 are Cauchy coefficients output from the Mie resonance peak fitting 

algorithm. We report the RI at a wavelength of 589 nm (i.e. 𝑛(589𝑛𝑚)) in Figure 4.4B. 

The RI spans a range of 1.59 to 1.54 going from low and high RH. The RI of pure 4-NC is 

predicted by a chemical property estimator (ACD/Labs Percepta Platform - PhysChem 
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Module via chemspider.com) to be 1.668, however direct measurements are not available. 

An estimate of the pure component RI may be found using a volume-fraction mixing rule 

relationship, which has been shown to be effective for estimating the real part of the RI:51  

𝑅𝐼 =
1

𝑟𝑔𝑓3 × 𝑅𝐼𝑠𝑜𝑙 +
𝑟𝑔𝑓3−1

𝑟𝑔𝑓3 × 𝑅𝐼𝐻2𝑂  (4.4) 

where 𝑟𝑔𝑓 is the radial growth factor, 𝑅𝐼𝐻2𝑂 is the RI of pure water, and 𝑅𝐼𝑠𝑜𝑙 is the RI of 

the solute 4-NC. The value of the latter was varied to achieve agreement of the measured 

and predicted RI across the whole range of measured growth factors, revealing an RI of the 

pure component to be ~1.70 at 589 nm. The volume-additive prediction is shown in Figure 

4.4B based on this value. 

Figure 4.4C shows the change in the dispersion over the RH range studied. The 

dispersion coefficients, 𝑛0 and 𝑛1, were fitted values in the Mie resonance analysis. 

Although the dispersion is high compared to aqueous salts, which show values around 2000 

– 4000 nm2, it is not unexpected that a light-absorbing component would show a stronger 

wavelength dependence. It is important to note that while the Cauchy dependence works 

well in the wavelength range of 560 to 680 nm, it is not appropriate to extrapolate this 

dependence to shorter wavelengths, where absorption becomes more intense, and the 

Cauchy dependence breaks down. We discuss the imaginary part of the refractive index in 

a later section. 
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4.3.2. Internally-Mixed Particles of 4-Nitrocatechol and Ammonium Sulfate 

In the atmosphere aerosol particles consist of multiple components. To reproduce this 

chemical complexity, ammonium sulfate (AS) was added in known quantities to 4-NC. In 

this section, we identify the effect of AS on the hygroscopicity, phase and optical properties 

of 4-NC particles. 

4.3.2.1. Hygroscopic Growth of Mixed Particles 

 
Figure 4.5: Hygroscopic growth of mixed 4-nitrocatechol and ammonium sulfate particles. (A) 1:1, (B) 1:2, 
(C) 1:4, and (D) 1:5. The green shaded region indicates the region where phase separation is observed, and 

thus indicates where the GF becomes less reliable. The red line shows the estimated GF using 𝜅-Köhler 

theory and fixed values of 𝜅, while the green line shows a RH-dependent 𝜅 with 𝜅4𝑁𝐶(𝑅𝐻) reported in Figure 

4.4, and 𝜅𝐴𝑆(𝑅𝐻) = 1.2142 − 0.0079 × 𝑅𝐻, derived from E-AIM.52 
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As expected, due to the addition of a hygroscopic salt, an equimolar mixture of 4-NC and 

AS resulted in particles that show more significant hygroscopic growth. Over the course of 

performing measurements that spanned a broad range of RH, regions were identified in 

which particles exhibited phase transitions, denoted by shading in Figure 4.5. These phase 

transitions, discussed later, limited the range of RH that robust hygroscopic growth data 

could be derived due to interference with the Mie resonance spectra. Figure 4.5A-D shows 

the hygroscopic growth curves determined for 1:1, 1:2, 1:4 and 1:5 molar mixtures of 4-

NC to AS. The trend towards greater hygroscopic growth continues as more AS is added 

to the particle. We can establish a crude prediction for the radial growth factor based on 𝜅-

Köhler theory, using a volume-fraction mixing rule combined with the pure component 𝜅 

for 4-NC and AS.  In the previous section, we reported 𝜅 for pure 4-NC and, using the 

literature value of 𝜅 for AS of 0.53,53 we calculate the predicted GF for each mixture using 

a volume mixing rule.53 Results are shown in Figure 4.5. In all four mixtures, the predicted 

GF lines up well with experimental values at high RH but deviates as RH decreases. As 

established, the value of 𝜅 is not constant in sub-saturated conditions for 4-NC and AS. 

Using a linear expression for 𝜅 as a function of RH for both 4-NC and AS, we can estimate 

a more accurate value to represent the hygroscopic growth across the measured range. 

These predictions are also shown in Figure 4.5 and reveal closer agreement to the measured 

data across the entire RH range, although the model still underpredicts the hygroscopicity 

relative to measurements in most cases, with good agreement only observed at high AS 

loading in the particle. This indicates potential interactions between AS and 4-NC 
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molecules in solution that influence how they interact with water. The GF could not be 

measured at lower RHs due to the onset of phase separation in each of the mixtures. 

The real part of the refractive index at 589 nm and the dispersion parameters for these 

mixtures are reported in Figure 4.6 and 4.7, respectively, and follow the expected trends 

given the additional water present as the amount of AS is increased. 

 
Figure 4.6: The RI ((𝑛(589𝑛𝑚)) of 1:1, 2:1, 4:1 and 5:1 mixtures (A through D respectively) of AS to 4-

NC as a function of RH. The green shaded region indicates where the particles enter phase separated states.  
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Figure 4.7: The dispersion (m_1) of 1:1, 2:1, 4:1 and 5:1 mixtures (A through D respectively) of AS to 4-

NC as a function of RH. The green shaded region indicates where the particles enter phase separated states. 

 

4.3.2.2. Phase Separation in Particles Containing 4-NC and AS 

Due to the presence of low solubility organic species and an inorganic component, 

deviations from a well-mixed homogenous particle may occur as the RH decreases and 

phase separation may arise.34,54 Phase separation in the particle will cause changes in the 

measured Mie resonance spectra and derived results.54,55 The possible morphologies that 

may be identified from the changes to Mie resonance spectra include core-shell, in which 

spectra retain sharp peaks but the derived size and optical data show anomalies due to light 

scattering at the liquid-liquid boundary, and partially engulfed / aggregated, where a 
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breakdown of the scattering pattern indicate a loss of sphericity or the disruption of the 

particle surface due to solid aggregates. Full efflorescence is identified from a complete 

loss of structure in the Mie resonance spectrum. In this section we describe the phase 

separation as liquid-liquid phase separation (LLPS), although a precise determination of 

the different phases is not possible. 

Table 4.1. Measured onset RH (sRH) of LLPS in particles containing AS and 4-NC. Uncertainties 

represent the standard deviation in repeat measurements. 

AS:4-NC Mole fraction of AS SRH (%) 

1:1 0.5 85 ± 1.9 

2:1 0.66 80 ± 1.5 

4:1 0.80 78 ± 2.5 

5:1 0.83 76 ± 2.5 

 

In each mixture the onset of LLPS is identified, with evidence for each shown in Figures 

4.8 – 11. According to previous work by Stewart et al.55 the onset of LLPS can be inferred 

from changes in the appearance of the morphology-dependent resonances (MDR’s) in the 

Mie resonance spectrum or in the results of the sizing algorithm. A core-shell structure is 

indicated by the retention of strong sharp peaks with a discontinuity in output parameters, 

such as dispersion or the error in the fit. Complete loss of MDR’s indicates a loss of 

sphericity, while a broadening of MDR’s points to a partially engulfed structure that returns 

a smooth surface but is not purely spherical, or the presence of light scattering aggregates 

that disrupt the optical cavity. By considering these factors, we interpret our observations 

and assign LLPS transitions as core-shell or partially engulfed, noting in the latter case that 

aggregate scattering may also lead to similar observations. Repeat measurements on 

particles showed these transitions were reproducible at the same RH. As the AS component 
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is increased, the LLPS onset RH (SRH) is lowered, as reported in Table 4.1. The 5:1 

mixture showed the lowest SRH (~76%), which was found due to an anomalous shift in 

dispersion from 4000 nm2 to 3500 nm2 and subsequent increase in fitting error below 77 % 

from the MRFIT results (Figure 4.8). The spectra itself did not show a visible difference 

once this RH was reached, indicating this formed a core-shell morphology.  

 
Figure 4.8: (A) The radius and RI for a mixed particle containing 5:1 ammonium sulfate and 4-nitrocatechol, 

by mole. For a homogeneous sphere, the size and RI would be expected to vary monotonically. The observed 
deviation from this indicates a breakdown of sizing due to phase separation. (B) The increase in error in the 

peak fitting process indicates deviation from a homogeneous sphere, support a phase transition at ~76% RH. 

 

The 4:1 mixture showed a clear increase in the fitting error, indicating a phase transition at 

78% RH (Figure 4.9), with a loss of spectral detail below 76%, indicating initially the 
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formation of a core-shell morphology that on continued drying transitioned to a partially 

engulfed morphology. 

 
Figure 4.9: The error in the peak fitting process for 4:1 AS:4-NC particles shows an increase at 78% RH, 

indicating the onset of phase separation. 

 

In the case of the 2:1 mixture, the spectra showed visible changes between at around 80% 

RH (Figure 4.10), indicating LLPS to a partially engulfed morphology or one containing 

aggregates of material that scatter light and disrupt the resonant cavity of the particle. 
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Figure 4.10: (A) Prior to phase separation, 2:1 AS:4-NC particles show clear Mie spectra with accurate size 

results at 81% RH (B) Following phase separation, the spectra breaks down, indicating a loss of sphericity 

and the formation of a partially engulfed morphology, or the formation of large aggregates that scatter light 

and disrupt the standing waves forming resonance peaks. This occurs at an RH of 80%. 

 

In all cases, an increase in RH led to attainment of spectra indicating homogeneous well-

mixed particles, revealing these LLPS transitions to be reversible. The 1:1 mixture did not 

show clear indications of a phase transition and instead showed a continuous trend in both 

the size and RI as RH was varied. The spectra showed no discernable changes in peak 

shape, but an anomalous plateau in the dispersion, shown in Figure 4.11, indicated LLPS 

may occur at around 85%. 
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Figure 4.11: The reported dispersion for 1:1 4-NC:AS particles shows a plateau below 85% RH, indicating 

possible phase separation. Given the evidence presented in the other mixtures, a phase transformation at this 

RH is expected. 

 

These observations support the 1:1 mixture forming a core-shell morphology where the 

resonant light is confined to the outer shell. With a core-shell structure, sharp MDR’s are 

present allowing for the retrieval of size and RI, and accounting for the data shown in 

Figure 4.7A where the growth factor is still determined even in the LLPS region. MDRs 

become non-existent around 73% for 1:1 mixture, at which point size and RI are no longer 

retrieved since the particle is no longer homogenous. The 2:1 and 4:1 mixture exhibit a 

more obvious transformation in which the spectra, size, RI, and dispersion breakdown, 

supporting a transition from an aqueous to core-shell to partially engulfed morphology. 

The morphology adopted following LLPS will depend on the size of the particle and the 

spreading coefficient of the outer phase, which depends on the surface and interfacial 

tensions.55,56 It is likely that the surface tension of the organic rich phase is greater than the 

salt rich phase, leading to a configuration with the organic on the outside. A partially 

engulfed morphology will arise when the interfacial tension is larger than the difference in 



120 

 

the surface tension between the salt and organic rich phases. Transitions from core-shell to 

partially engulfed may arise due to the dependence of the surface tension and interfacial 

tension on the composition, controlled by the RH. 

Overall, these measurements indicate that SRH shifts to lower RH as the amount of 

inorganic material is increased, although the dependence is not strong. While a mass 

fraction dependence is not typically observed in organic-inorganic mixtures,57 the 

dependence here likely arises due to the large dilution that occurs on addition of ammonium 

sulfate, given the large increase in average particle hygroscopicity. Although the water 

activity remains unchanged, as this is determined by the RH, the amount of water increases 

significantly and the activity of the solute is likely to change, leading to changes in the 

transition conditions. Additionally, we also observe transitions to different phase separated 

states, which may be ascribed to the different particle compositions and varying amounts 

of water due to the varying RH of the transition.58,59 In mixtures of hydrophobic and 

hydrophilic components, a preference towards semi-engulfed morphologies is 

observed.55,60 

4.3.2.3. Efflorescence and Deliquescence of Mixed Particles 

An additional phase transition to a dry particle state was observed in all mixtures in the RH 

range of 22 – 42 %, with 15 out of the 22 particles efflorescing within 22 – 33 % range. In 

general, the RH was lowered gradually to avoid spontaneous efflorescence as seen with 

pure 4-NC. Pure 4-NC typically effloresced within the RH range of 40 – 50 %, contributing 

to the idea that efflorescence in the mixtures is dominated by the presence of ammonium 

sulfate, which effloresces at around 32 – 42 % RH.61,62 The addition of 4-NC lowered the 
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efflorescence point further than that of pure ammonium sulfate, but the effect did not 

clearly scale with the amount of 4-NC. This supports the idea that after phase separation 

occurs, the inorganic rich phase, in which efflorescence initiates, consists of the same 

composition at all mixing ratios. 

Following efflorescence, all particles were exposed to an RH of approximately 95 % 

to identify the deliquescence RH. At 95% the 1:1, 2:1, and 4:1 mixtures showed spectra 

that contained a fluctuating mix of sharp and broad peaks. This is consistent with partial 

deliquescence of the AS, with solid 4-NC that resists solvation and scatters light randomly. 

Full deliquescence was not observed over the timescales explored here (several hours). The 

5:1 mixture showed similar results but was observed to fully deliquesce occasionally (in 

two of six measured particles), indicating that the additional water content associated with 

the AS may be sufficient to solubilize the 4-NC. The four particles that did not immediately 

deliquesce were left at a high RH (> 95%) for upwards of 5 hours with no signs of 

deliquescence, indicating a thermodynamic rather than kinetic control over deliquescence. 

Deliquescence for two particles was achieved within a few minutes and the spectra 

remained well-resolved, indicating full deliquescence, and may be attributed to a slightly 

increased RH reached by the chamber. 
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4.3.3. Light Absorption of 4-NC in Pure and Mixed Particles 

The wavenumber-dependent complex refractive index, 𝑚(𝜈) = 𝑛(𝜈) + 𝑖𝑘(𝜈), of the 

aerosol particles was modeled using the effective oscillator model for the weakly absorbing 

AS and a single Lorentzian oscillator for the strongly absorbing 4-NC.63–65 In this model, 

the real part of the refractive index, 𝑛(𝜈), and the imaginary part of the refractive index, 

𝑘(𝜈), for an aqueous solution containing 𝑁 weakly absorbing solutes and 𝐽 strongly 

absorbing solutes are: 

𝑛(ν) = 1 +
2

π
∑ ϕα

𝑁
α=1
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where ϕαis the mass fraction of solute α, ϕ𝑤 is the mass fraction of water, 𝑛(𝑤)(ν) is the 

real part of the refractive index of pure water and 𝑘(𝑤)(𝜈) is the imaginary part of the 

refractive index of pure water. The effective oscillator parameters for solute α are a 

constant, �̃�α, resonant wavenumber, ν̃0,α, and full-width at half-maximum, Γ̃α. The 

Lorentzian oscillator parameters for solute α are a constant, 𝐵α, resonant wavenumber, 

𝜈0,α, full-width at half-maximum, Γα, and a constant that accounts for optical transitions in 

the ultraviolet or higher energies, 𝐵𝛿,𝛼,. Finally, the wavenumber is ν = 1/λ, where λ is 

the vacuum wavelength of light. 

For water, 𝑛(𝑤)(𝜈) was calculated using the parameterization from Daimon et al.66 and 

𝑘(𝑤)(𝜈) was set to zero as the contribution of 4-NC to the imaginary part of the refractive 

index in the visible region of the spectrum will be several orders of magnitude larger than 

that of water. For AS, the oscillator parameters were taken from Bain et al.63 Concerning 
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4-NC, based on UV-vis measurements of comparatively dilute binary aqueous 

solutions,66,67 absorption in the visible region of the spectrum is dominated by the tail of 

strong bands in the near-UV. To model our measurements, we assumed that it was 

satisfactory to describe these bands using a single Lorentzian oscillator and that higher 

energy bands could be characterized by a constant. This meant that there were four 

unknown parameters in the model: 𝐵α, 𝜈0,α, Γα, and 𝐵𝛿,𝛼, where 𝛼 corresponds to 4-NC. 

To determine the four unknown oscillator parameters for 4-NC, we simultaneously fit 

25 spectra that were measured under different RH conditions for a range of AS to 4-NC 

mixing ratios. A differential evolution algorithm was used for the constrained global 

optimization.68 Conditions were limited to those in which particles were aqueous and 

homogeneous (i.e. above the transition RH’s noted earlier). Simulated scattered light 

intensity was calculated by integrating the first component of the Stokes vector for the 

scattered light from the particle over the appropriate angular range for the collection 

objective used in our EDB.65,69 To construct a single simulated spectrum, this calculation 

was repeated at each measured wavelength. For a single point in the four-dimensional 

search space the oscillator parameters were the same for all 25 spectra, and the radius of 

best-fit for the pure and 1:1 case were constrained by measurements at longer wavelengths. 

The radii for the 10:1 and 100:1 cases were determined from the spectra at 420 to 520 nm. 

The mass fractions of water, 4-NC, and AS for each of the 25 measurements were known 

from the measurements reported herein. Figure 4.12 shows an example of the resulting 

spectra comparison with the oscillator parameters of best-fit, including uncertainty, for 

pure 4-NC listed in the caption.  
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Figure 4.12: Measured spectra (black) compared against the global best-fit Mie theory simulation (red) using 

the results of the oscillator model to account for the influence of light absorption. The Lorentzian oscillator 

parameters of best-fit for 4-NC were: 𝐵𝛼 = (3.43 ±  0.82) × 10−5 𝑛𝑚−1, 𝜈0,𝛼 = (2.47 ±  0.01) ×
10−3 𝑛𝑚−1, 𝛤𝛼 = (1.36 ±  0.48) × 10−4 𝑛𝑚−1,  and 𝐵𝛿,𝛼 = 0.594 ± 0.010. The radius used in the fit was 

established from spectra measured at longer wavelengths (panel A) using the methods described in the text. 

 

The pure component case shows good agreement across all wavelengths with respect to the 

relative scattering intensity (Pearson correlation coefficients >0.95). The fine structure of 

the spectra is not fully reproduced, and these discrepancies may arise due to systematic 

errors in how the dispersion is treated or limitations of the effective oscillator model. A 

similar trend is noted for the 1:1 mixture (Figure 4.13A), indicating the mass fraction 

mixing rules used in the oscillator model is also satisfactory. For the 10:1 and 100:1 cases 

(Figures 4.13B and 4.13C), excellent agreement is observed across the entire wavelength 

range.  
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Figure 4.13: Best fit spectra for (A) 1:1; (B) 1:10; (C) 1:100 mixtures of 4-NC and AS derived using the 

oscillator model, as described in the main text. 



126 

 

 
Figure 4.14: (A) The imaginary component of the complex refractive index for pure 4-NC particles (solid 

lines) and 1:1 mixtures with AS (dashed lines) across the range of measured RH conditions using Equation 

4, the best-fit oscillator parameters and the mass fractions derived from this work. (B) The oscillator model 

(solid lines) compared to a volume-additive approach (dashed lined) for pure 4-NC particles at different 

RHs. 

 

In Figure 4.14A, we show the value of 𝑘 as a function of the wavelength for pure 4-NC 

and 1:1 mixture across the measured RH range based on the best-fit oscillator parameters 

and the mass fractions derived from this work. The dilution effect of AS significantly 

reduces the light absorption of the particles at the same RH, with a greater RH dependence 

observed due to the increased averaged particle hygroscopicity. The uncertainty range in 𝑘 

resulting from the uncertainty in the oscillator coefficients is shown in Figure 4.15.  
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Figure 4.15: The imaginary component of the refractive index for pure 4-NC particles (solid line), as 

determined using the oscillator parameters reported in Figure 4.4. The dash lines indicate the uncertainty in 

k based on the uncertainty range in the oscillator parameters. 

 

We can explore the application of a simple volume-additive approach to this system by 

calculating the imaginary component of pure 4-NC, using Equation 4.6, as a function of 

wavelength (shown in Figure 4.14B) and using the radial growth factor data to obtain the 

volume fractions. We find that the volume-additive approach leads to an under-prediction 

of 𝑘(𝜆), in agreement with previous work that also notes an under-prediction using volume-

additive methods.51 These observations point to the inability for volume-additive mixing 

rules to fully account for absorption using the imaginary part of the refractive index. 

4.4. Environmental Implications 

In this work, we have reported the hygroscopicity of pure 4-nitrocatechol, showing growth 

factors consistent with low solubility material and, thus, likely minimal impact on cloud 

formation. However, in mixtures with ammonium sulfate, these particles become 

increasingly hygroscopic. This has important implications for their role in cloud formation 
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and their reactivity in the atmosphere. These mixtures have also shown the ability to 

transition to a variety of morphologies, due to their lack of miscibility, including core-shell 

and partially engulfed phase separated states. We have demonstrated that at low RH, mixed 

particles containing 4-NC and ammonium sulfate will experience phase transitions. We 

identified the RH at which phase separation occurs as a function of the amount of 

ammonium sulfate, with a slight decrease in the separation RH as the amount of AS is 

increased. Phase separation in this system was found to be reversible with respect to 

increased RH up to the efflorescence point, after which particles generally resist water 

uptake and do not deliquesce even at high RH. This has important implications for particles 

in the atmosphere that experience a range of RH conditions over their lifetime, as the RH 

history will play a role in predicting their phase state. We further summarize our results 

and discuss the environmental impacts in the following subsections. 

4.4.1. Cloud Formation 

The formation of a cloud from aerosol particles requires sufficiently hygroscopic and 

soluble material. 4-NC alone has been shown to have low hygroscopicity and, by 

extrapolation, it is likely that most nitro-aromatic BrC compounds are similarly poor CCN 

nuclei. However, pure 4-NC particles are not encountered in the atmosphere, and our 

results indicate the presence of inorganic material will significantly increase the 

hygroscopic growth and CCN activity of the aerosol. CCN is further influenced by surface 

tension, and while we do not report measurements of surface tension, the observation that 

phase separation occurs may be an indicator that 4-NC is present at the surface. Phase-
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separated states themselves will not affect CCN activation unless the transition occurs at 

very high RH, or there are kinetic limitations to water uptake.47,70 

4.4.2. Heterogeneous Reactions 

The reaction rates for processes involving the uptake of reactive gas phase species have 

been shown to depend on RH in several studies.71,72 The amount of water impacts the 

viscosity and rate of diffusion, and may influence reaction pathways, leading to changes in 

the chemical evolution of the particles. Heterogeneous reactions are known to evolve the 

optical properties of brown carbon, connecting hygroscopicity, phase, reactivity, and 

optical properties in a complex multifaceted problem.32 Given the hygroscopic growth 

observed in even pure 4-NC, it is likely that an RH dependence to its heterogeneous 

reactivity will also be observed. The formation of LLPS states is also expected to lead to 

changes in heterogeneous reactivity, although the extent of these effects is not clear.73 

4.4.3. Light Absorption 

Using an oscillator model for treating the imaginary part of the complex refractive index, 

a best fit was performed to the data spanning a range of compositions. Values were 

established for 4-NC and generally good agreement was observed across all wavelengths 

in the visible region of the spectrum. These measurements allow the influence of RH and 

composition on the extent of light absorption to be interrogated, yielding parameters that 

may be used to model the influence of these particles on light absorption of aerosol in the 

atmosphere. Alternative experimental methods and analysis will be necessary to 

characterize the RI in the near-UV. Although we cannot probe light absorption in LLPS 

particles, these morphologies are known to affect light scattering and further work is 
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necessary to fully understand the implications of LLPS for light absorption in BrC aerosol. 

With the increasing prevalence of wildfires providing a significant source of BrC to the 

atmosphere, the role of these light absorbing particles is becoming more important. A 

detailed understanding of their light scattering properties and the synergistic role of co-

solutes, phase morphology and hygroscopicity will be vital for predicting their 

environmental impacts.   

Overall, we present a comprehensive study on the hygroscopicity, phase morphology 

and optical properties of a common brown carbon chromophore in its pure state and in 

mixtures with an atmospherically relevant salt. Such studies will be necessary to fully 

constrain the influence of BrC aerosol in the atmosphere and reduce the uncertainty with 

respect to their light scattering and cloud interactions. 
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CHAPTER V 

Connecting the Phase State and Volatility of Dicarboxylic Acids at Elevated 

Temperature 

5.1. Introduction  

The partitioning of organic molecules between vapor and condensed phases is important 

in a wide range of scientific disciplines. In the atmosphere, gas phase oxidation leads to 

the production of semi-volatile and low volatility compounds that contribute to the 

formation of secondary organic aerosol.1 Further evaporation and condensation of semi-

volatile organic molecules drives changes in the chemical composition and size distribution 

of these aerosol particles over time.2–4 In indoor environments, the vaporization of semi-

volatile organics from solvents, paints, and cooking oils (so-called volatile chemical 

products) plays an important role in regulating air quality.5,6 In engineering, the 

vaporization of fuel is a necessary step in the process of combustion, and the evaporation 

of components found in lubricating and cooling oils affects their long-term function.7–10 

The vapor pressure of volatile and semi-volatile compounds plays an important role in the 

function, characterization, and environmental impacts of these systems.  

The vapor pressure is a thermodynamic quantity derived from the equilibrium pressure 

of a compound in the gas phase above a pure condensed phase of that substance. In 

mixtures of organic substances, the effective vapor pressure of each component varies with 

its mole fraction and chemical activity, which may be measured or derived from theory.11 

Additional complicating factors arise when both intra- and inter-molecular interactions are 

possible between the condensed phase species. In the homologous series of terminal 
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dicarboxylic acids (malonic, succinic, glutaric, adipic acid, and so on), a distinct odd-even 

alteration of properties, such as solubility and melting point, with the number of carbon 

atoms is observed.11–14  This is attributed to the ways in which the even and odd molecules, 

respectively, can arrange and form intra- and inter-molecular hydrogen bonds in solution. 

These interactions change the thermodynamics of various transformations, such as melting, 

dissolution etc., and result in condensed phases that do not always tend to the 

thermodynamic equilibrium (crystalline) state under ambient conditions, instead forming 

amorphous sub-cooled liquids.15 In the atmosphere, such interactions between organic 

molecules that span a wide range of chemical functionalities may lead to particles that 

exhibit vapor pressures that are much lower than expected.16 Deriving an improved 

understanding of how physical state and vapor pressure are connected will allow us to 

better predict the chemical evolution of complex systems.  

Many studies have explored the vapor pressure, and specifically the vapor pressure of 

the diacids, using various laboratory techniques such as tandem differential mobility 

analysis,17–20 Knudsen effusion mass spectrometry,21 thermal desorption mass 

spectrometry,22,23 and single particle methods, including optical tweezers and the 

electrodynamic balance (EDB).12 There is over an order of magnitude variability in the 

reported vapor pressures, attributed both to the range of methods as well as the physical 

state the samples can adopt (see Soonsin et al.24 and Bilde et al.11 for a compilation of 

measured values). Although some of these previous studies identified and compared 

amorphous sub-cooled liquid and crystalline solid states, measurements were limited to 

below or slightly above ambient conditions (up to 303 K). While these are most relevant 
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for the atmosphere, they limit a more fundamental exploration of the role of temperature 

in regulating phase state and the associated vapor partitioning properties. Through 

measurements on crystal and amorphous states, and saturated solutions, it has been 

identified that odd-numbered carbon chains, in particular, can form anhydrous condensed 

phase states that exhibit thermodynamic properties consistent with either crystalline or 

amorphous behavior, with the former being the most thermodynamically stable state of the 

material.12,15,17,18 

In this work, we explore the temperature dependence of the vapor pressure of a series 

of dicarboxylic acids, specifically addressing the high temperature behavior of these 

systems. As the temperature increases and the melting point is approached, it is expected 

that the thermodynamic behavior of the condensed phases, whether amorphous or 

crystalline, will converge. Here, we use single particles levitated in a linear-quadrupole 

electrodynamic balance (LQ-EDB) and measure the rate of evaporation under dry 

conditions using either the change in size or the change in relative mass. Using optical 

methods, we determine whether the particle is crystalline or amorphous and attribute 

measured properties with the phase state of the sample. 

From these data we determine the enthalpy of vaporization and/or enthalpy of 

sublimation and compare our results with previously reported values. Our measurements 

extend the range of available vapor pressure data and bridge a dearth of measurements in 

the temperature range from 293 K to ~350 K for amorphous phase states. The reported 

values of amorphous state vapor pressures do not require corrections for the activity of the 

evaporating species in a saturated solution, as in the case with some previous work, as 
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measurements are conducted under dry conditions. Additionally, particles with both phase 

states were produced under identical experimental procedures. Thus, our work allows for 

direct comparisons between amorphous and solid phases under the same environmental 

conditions and experimental configuration. 

5.2. Methods 

 

5.2.1. Sample Preparation  

The chemicals in this study were used without further purification. Aqueous solutions were 

prepared from a series of dicarboxylic acid compounds, including malonic acid (MA, 

Sigma-Aldrich, 99% purity), succinic acid (SA, Sigma-Aldrich, ≥ 97 % purity), glutaric 

acid (GA, Sigma-Aldrich, 99 % purity) and adipic acid (AA, Sigma-Aldrich, ≥ 99.5 % 

purity). Solutions were prepared at concentrations from 6 to 8 g/L, except for malonic acid 

which was prepared at a concentration of 20 g/L to generate larger particles due to an 

observed rapid initial evaporation period. The concentration dictates the size of the 

resulting particle and does not further impact measurements. For each solution, the 

compound was weighed and dissolved in HPLC grade water (Fisher Chemical) and stored 

in a pre-cleaned plastic vial. To generate samples for levitation, up to 12 𝜇L of each 

solution was transferred into a microdroplet dispenser (Microfab MJ-ABP-01, 30 µm 

orifice) and droplets on the order of 50 𝜇m in diameter were introduced into the LQ-EDB. 

Excess water evaporated and the particles attained an equilibrium (or metastable) state with 

respect to gas phase water.   
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5.2.2. Experimental Setup 

The LQ-EDB used in this study was based on the configurations described in our previous 

work, with minor modifications to allow the temperature to be controlled above ambient 

conditions using heating cartridges.25 A succinct summary of the operation is described 

here. Droplets were generated by the microdroplet dispenser in the presence of an induction 

electrode (130 to 500 V) creating a net charge of 10 to 100 fC on the resulting droplet as it 

entered the LQ-EDB.26 A 532 nm laser (Thorlabs CPS532, 5 mW) was used to illuminate 

the droplets for visual verification as they enter the trap. The trap consists of 4 stainless 

steel rods in a quadrupole arrangement with paired out-of-phase AC voltages applied in a 

diagonal manner, generating an electric field that confines the droplet to the central axis. 

A disc electrode with an applied DC voltage of 30 to 300 V in the center of the LQ-EDB 

creates a repulsive electrostatic force that balances net forces on the droplet and maintains 

the droplet in a fixed vertical position throughout the experiment. A CMOS camera 

(Thorlabs CS165MU) was used to visualize the droplet and stabilize the position of the 

droplet by changing the DC voltage through a PID feedback loop using LabVIEW 

software. To monitor evaporation as a function of temperature, a temperature between 303 

K and 353 K was set using a Digi-Sense PID temperature controller (TC5000) coupled 

with four 2” cartridge heaters (1/8” diameter, McMaster-Carr 8376T27) inserted 

symmetrically around the particle trapping location running through the walls of the 

chamber. The temperature was measured with a thermistor embedded in the chamber wall, 

which measures a slightly higher temperature than within the chamber. This discrepancy 

was accounted for in the calibration, as described later. The LQ-EDB was heated for 30 
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minutes for the lower temperatures (303 K to 323 K) and up to 1.5 hours for the higher 

temperatures (333 K to 353 K) to ensure thermal equilibrium throughout the chamber ahead 

of experiments. Experiments were carried out under dry conditions and performed over 

100’s to 1000’s of seconds to ensure sufficient evaporation occurred to determine 

evaporation rates accurately. 

5.2.3. Mie Resonance Spectroscopy 

The LQ-EDB trap was coupled with a broadband red LED (Thorlabs M660L4) to measure 

the evolving properties (size and refractive index) of spherical particles using Mie 

resonance spectroscopy. Broadband light was focused onto the levitated particle in the LQ-

EDB and the back-scattered light from the particle was collected and introduced to a 

spectrometer (Ocean Insight HR4000) with resolution of 0.47 nm. Particles that have a 

spherical morphology can act as an efficient optical cavity in which light of specific 

wavelengths can become resonant.27 This gives rise to morphology dependent resonances 

(MDRs) across the illuminated range of the spectrum (640 to 680 nm) and appear in the 

measured spectra as sharp peaks in intensity. Spectra were collected at 1 Hz with an 

exposure time of 1 s and analyzed offline to determine the center wavelength of each peak. 

The wavelength positions were delivered to the MRFIT sizing algorithm of Preston and 

Reid,28 embedded in a LabVIEW graphical user interface, and the radius and wavelength-

dependent refractive index of the particle were determined through a least-squares 

minimization procedure in comparison to Mie theory predictions of peak positions.28 To 

validate the obtained results, full Mie theory simulations were generated using the output 

size and RI using the code of Bohren and Huffman29 and the resulting spectra were visually 
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compared against experimental spectra. Sizing results were validated by qualitative 

assessment of the comparisons between peak widths and positions in the measured and 

simulated spectra. Particles in this study ranged between 3 to 10 µm and this size range 

was chosen because the particles smaller than 3 µm lack sufficient spectral information to 

accurately determine the size, while particles larger than 10 µm exhibit complex spectra 

that can give rise to multiple low-error solutions, thus yielding imprecise results.  

All particles in this study that remained spherical under the experimental conditions 

were analyzed using this method. However, due to the solid phase state adopted by some 

particles, not all samples remained spherical and lacked the spectral information required 

for sizing. For such cases, an electrostatic analysis was used to determine any changes in 

particle mass during evaporation. 

5.2.4. Electrostatic Analysis 

While generally superseded by more accurate optical methods, the electrostatic analysis of 

particles using an EDB to determine relative mass changes has been long established. In 

the absence of an air flow in the chamber, the only force acting on the particle is gravity, 

therefore the balancing voltage (DC) is directly proportional to the mass of the particle 

present, as shown in equation 1:30  

𝑚𝑔 =
𝑞𝑉𝐷𝐶𝐶

𝑧
  (5.1) 

where m is the mass of the particle, g is the acceleration due to gravity, q is the charge on 

the particle, VDC is the balancing voltage, C is the geometrical constant that accounts for 

the effect of electrode geometry on the electric field, and z is vertical distance from the 

electrode to the particle. Both q and C are assumed to be constant for a particle at a fixed z 
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above the electrode, so the DC varies linearly with the particle mass. Therefore, tracking 

the changes in DC voltage yields an estimation of decrease in relative mass of the particle 

due to its evaporation, which was used to derive the vapor pressure along with an estimated 

starting size. 

5.2.5. Evaporation Model 

A steady-state isothermal evaporation model was used to relate the measured evaporation 

rate of diacid components to their vapor pressure. Continuum regime kinetics were applied 

due to the large size of the particle relative to the mean free path of the evaporating 

molecules, which gives a Knuden number of ~0.01.31 For a general system containing 

multiple components with index i, the mass flux from a particle of radius a is related to the 

vapor pressure, 𝑝𝑖,𝑎, through Equation 5.2: 

𝑑𝑚𝑖 

𝑑𝑡
=

4𝜋𝑎𝑀𝑖 𝐷𝑖

𝑅𝑇
(𝑝𝑖,∞ − 𝑝𝑖,𝑎)  (5.2) 

where mi is the mass of component i in the droplet, Mi is the molecular mass of i, Di is the 

gas-phase diffusion coefficient, R is the gas constant, T is the temperature, pi,∞ is the 

environmental partial pressure of i , and pi,a is the partial pressure of i at the surface of the 

particle. For these single component diacids, pi,∞ is maintained at zero, and pi,a represents 

the pure component vapor pressure. 

To derive the vapor pressure using Eq. 5.2, the density, gas-phase diffusion coefficient 

and molecular mass of the species of interest are needed. The diffusion coefficient values 
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as a function of temperature were derived for SA, GA, MA and AA using the Chapman-

Enskog approach, as shown below in Equation 5.3: 

𝐷𝑖  =  0.0018583√𝑇3 [
1

𝑀𝑖
+

1

𝑀𝑁2

]
1

𝑃𝜎𝑖,𝑁2
2 Ω𝑖,𝑁2

 (5.3) 

where 𝑀𝑖 and 𝑀𝑁2
 are the molecular masses of component i and N2 respectively, P is the 

gas pressure in atm, 𝜎𝑖,𝑁2
 is the binary collision diameter, with 𝜎𝑖,𝑁2

=
1

2
(𝜎𝑖 + 𝜎𝑁2

), and 

Ω𝑖,𝑁2
 is the collision integral which was determined using the tabulated values presented 

by Bird et al.32 and the parameterization of Neufeld et al.33 The values necessary for 

performing these calculations are provided in Table 5.1.  

Table 5.1. Values for the collision diameter (σ) and collision integral (Ω) used to calculate the diffusion 

coefficient (Di) for all compounds (MA, SA, GA, AA). See references in main text 

Compound, i Mi / g mol-1 σi / Å 

 

Ωi,N2 

(298K) 

σi,N2 / Å Di x 10-6 / m2 s-1 

(298K) 

Nitrogen 28.00 3.798  3.798  

Malonic Acid 104.06 5.33 1.400 4.564 6.8039 

Succinic Acid 118.09 5.69 1.400 4.744 6.0449 

Glutaric Acid 132.12 6.01 1.440 4.904 5.8637 

Adipic Acid 146.14 6.30 1.375 5.049 5.3872 

 

This approach is generally considered to yield gas phase diffusion values that are accurate 

to within 5%, although some discrepancies up to 13% have been observed,34 and allows 

the temperature dependence to be determined.  
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If the absolute size of the particle is known, as with measurements on spherical 

particles, and 𝑝𝑖,∞ = 0, Equation 5.2 may be re-written as: 

  
𝑑𝑎2

𝑑𝑡
=

−2𝑀𝑖𝐷𝑖𝑝𝑖,𝑎

𝜌𝑅𝑇
  (5.4) 

where 𝜌 is the density of the particle. This may be rearranged to solve for pi,a from the 

measured rate of change of the radius-squared with time. For measurements where the 

radius was not directly measured, as in the case of non-spherical solid particles, an estimate 

of the initial radius was required and a subsequent numerical simulation of the evolving 

mass using Equation 5.2 was performed. The model generates an output of mass versus 

time, which was normalized to the starting value and compared against the experimental 

normalized VDC data. The value of pi,a was varied in order to achieve agreement between 

the measured and modelled evaporation trends.  

5.3. Results and Discussion 

 

5.3.1. In-Situ Temperature Calibration 

To characterize vapor pressures as a function of temperature, a reliable measurement of 

temperature was required. A thermocouple in the aluminum chamber wall of the LQ-EDB 

was used to control the heater output, but the exact temperature experienced by a levitated 

particle is lower than in the walls due to the low thermal conductivity of air in the chamber. 

In this work, we used the evaporation rate of a well-characterized chemical compound 
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(glycerol) to solve equation 5.2 for T, with a known value of pi,a. The temperature 

dependent vapor pressure of glycerol was determined from an empirical expression: 

ln(𝑝𝑖,𝑎 / 𝑘𝑃𝑎) = 𝐴 × ln(𝑇) +
𝐵

𝑇
+ 𝐶 + 𝐷 × 𝑇2  (5.5) 

with coefficients 𝐴 =  −2.12586 ×  101, 𝐵 = 1.67263 × 104, 𝐶 = 1.65510 × 102 and 

𝐷 = 1.10048 × 10−5 taken from the CHERIC database. In previous measurements at 

room temperature, this relation has been shown to be accurate.35  

Measurements were made on the size-evolution of glycerol particles trapped at a range 

of temperatures, from 293 to 333 K, and the evaporation rate of the particle was determined 

under dry conditions to avoid the complicating effects of water uptake. Figure 5.1A shows 

the radius evolution of three particles at three different temperatures. To compare the 

influence of temperature alone on the evaporation rate, the size must be factored out. When 

integrating Equation 5.4, one arrives at the expression: 

𝑎2 = 𝑘𝑡 + 𝑎0
2 (5.6) 

where 𝑎0 is the starting size and k is the evaporation rate given by: 

𝑘 =
−2𝑀𝑖𝐷𝑖𝑝𝑖,𝑎

𝜌𝑅𝑇
  (5.7) 

We can rearrange Equation 5.6 to: 

  
𝑎2

𝑎0
2 =

𝑘

𝑎0
2 𝑡 + 1 (5.8) 

and, thus, a plot of 
𝑎2

𝑎0
2 versus 

𝑡

𝑎0
2 will yield a straight line that depends only on k. Figure 5.1B 

shows this relationship and leads to straight line plots that vary only due to the temperature, 

giving a clear indication of the influence of temperature on the evaporation rate. 
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Figure 5.1: (A) Radius evolution of glycerol particles evaporating at temperatures from 303 – 323 K. (B) 

Temperature dependence on evaporation rate with the influence of size omitted. 

 

From these data and the parameterized vapor pressure (Equation 5.5), the temperature was 

determined by solving Equation 5.4 and yielded a linear dependence of the calculated 

temperature as a function of the set-point temperature (Figure 5.1A). The uncertainty in the 

calculated T of ±1 K is determined from a ±10% uncertainty in the value of Di (for 

glycerol) and does not consider any uncertainty in the values of 𝑝𝑖,𝑎. Figure 5.2A shows 

good agreement between the set and calculated temperature of the trap, with a small 

negative deviation of the trap temperature form the set temperature, as expected based on 

thermal conductivity and heat loss to the environment. A comparison of the vapor pressure 
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derived using the evolving mass of the particle in an electrostatic analysis yielded values 

that agreed within 10%. 

Further temperature calibration to higher temperatures was not possible using glycerol 

due to the rapid rate of evaporation and the inability for the MDR’s to be resolved due to 

the rapid change in particle size. Instead, measurements were performed on another semi-

volatile organic molecule, 1,2,6-hexanetriol, at up to 347 K, with a vapor pressure 50 × 

lower than glycerol at room temperature. This system was chosen as there are literature 

sources against which the results can be compared. The vapor pressure measured as a 

function of temperature is shown in Figure 5.2B. These data agree well with the low 

temperature measurements of Logozzo and Preston,36 and yield an estimate for the enthalpy 

of vaporization to be Δ𝐻∘ = 129 ± 3 kJ / mol. Compared to the value obtained from the 

Logozzo and Preston data of 144 kJ / mol (note the value reported in the original manuscript 

was incorrectly stated to be 154 kJ /mol), it is clear that measurements over a large range 

of temperatures are required for accurately constraining the enthalpy. When combining 

both datasets, we arrive at a value of 130 ± 2 kJ /mol. Note that the uncertainty quoted 

reflects an error in the linear fit and does not account for systematic errors in any 

parameters. 
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Figure 5.2: (A) The evaporation of a glycerol particle was used to derive the temperature in the LQ-EDB. 

Determination of the actual temperature inside the LQ-EDB using the linear relationship between calculated 

and set temperature.  (B) The vapor pressure trend of 1,2,6-hexanetriol is shown as a function of temperature 

for our data and that of Logozzo and Preston.36 Figure inset shows the calculated value for the enthalpy of 
vaporization of 1,2,6-hexanetriol using the linear slope of loge(Psat) versus 1/T for our data. See text for a 

discussion of the connection with the data reported by Logozzo and Preston.36 

 

5.3.2. Morphology of Diacid Particles Under Dry Conditions 

The vapor pressures of all four diacids were determined by conducting evaporation 

measurements at temperatures varying from 303 to 353 K in increments of 10 K. The 

odd/even alteration in carbon number of these diacids influence their morphologies, and 

dry particles exist as either amorphous sub-cooled liquid or crystalline solid particles. 

Adipic acid (nC = 6) and succinic acid (nC = 4) samples were both observed to consistently 

form a solid, non-spherical particle morphology under dry conditions, indicating these 

systems effloresced to a crystalline solid state. Glutaric acid and malonic acid were 

observed to randomly form either solid, non-spherical particles or spherical, amorphous 

sub-cooled liquid particles following trapping. The morphology affects the rate of 

evaporation resulting in differences in their vapor pressures corresponding to the different 

enthalpies of the subcooled and crystalline states. In all cases, the amorphous subcooled 
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liquids showed larger vapor pressures than their crystalline counterparts. A summary of the 

morphologies adopted by particles across a range of temperatures is shown in Table 5.2.  

Table 5.2. Summary of particle morphology at each temperature for each diacid. ‘C’ represents crystalline 

morphology whereas ‘A’ represents amorphous morphology. Note that Mie resonance sizing was 

performed for only amorphous particles, whereas electrostatic analysis was performed for both amorphous 

and crystalline particles. 

Diacid Carbon # Temperature / K 

  303 313 323 333 343 353 

Malonic Acid 

(MA) 

3 C / A C / A A A A A 

Succinic Acid 

(SA) 

4 C C C C C C 

Glutaric Acid 

(GA) 

5 C / A C / A C / A C / A C / A C / A 

Adipic Acid (AA) 6 C C C C C C 

 

Although various factors were explored to explain the formation of crystalline versus 

amorphous states in these particles, no consistent explanation was determined. Instead, the 

process is likely stochastic in nature, with molecular diffusion playing a determining role 

in whether the particle achieves a thermodynamic equilibrium state. We discuss the results 

and dynamics of each diacid in the following sections. 

5.3.3. Succinic Acid 

Succinic acid particles were observed to form a solid crystalline phase on drying, indicated 

by the complete loss of structure in the broadband light scattering spectra. The temperature 

dependence on the evaporation rates of SA particles was investigated across 303 to 353 K 

and the vapor pressures were determined at these temperatures. Due to the crystalline state, 

the electrostatic method was used to derive vapor pressures, with the size estimated by the 

starting solution concentration. The vapor pressure increases with temperature, as depicted 

in Figure 5.3A, where each open circle is the average of at least three evaporation 
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measurements performed at a specific temperature, with error bars depicting the standard 

deviation in derived vapor pressure. The origin of the ~10% uncertainty comes from 

environmental factors in the trap, such as small changes in RH and temperature that affect 

the conditions experienced by the particle, and particle shape effects. The surface area to 

volume ratio determines the rate of evaporation and it is assumed in the analysis of these 

measurements that the particle adopts a spherical morphology. Because it is not the case, 

there is an absolute uncertainty based on the shape factor and a random error that arises 

from the different shape factors arising due to the morphology adopted by the particle.  

The calculated vapor pressure ranged from 8.9 × 10-5 to 3.7 × 10-2 Pa from 303 to 353 

K, respectively. Literature data of the vapor pressure at 298 K report values in the range 

3.9 × 10-5 to 1.5 × 10-3 Pa, compared to our extrapolated value of 2.2 × 10-5 Pa.20,22,37,38 

The vapor pressure at 298 K in this study shows agreement within the range of literature 

values. In their compilation of data at 298 K, Bilde et al.11 find a best value of 7.7−3
+5 × 10-

5 Pa for the solid-state vapor pressure, which is higher than our value. However, the spread 

in values for this system are large and our measurements fall within the reported ranges. 

Indeed, Soonsin et al.15 showed that the evaporation of SA particles shows two vapor 

pressures indicating two possible crystal arrangements. The first of which contained 

enclosed water and amorphous portions, while the second arrangement was due to the loss 

of enclosed water and the further crystallization of the amorphous portions.11,15 

The temperature dependence of the vapor pressure allows us to establish a value for the 

enthalpy of sublimation of succinic acid. Using the Clausius-Clapeyron equation in 

conjunction with experimental vapor pressures, the enthalpy of sublimation was found to 
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be 134 ± 9 kJ/mol, as shown in Figure 5.3A, which is comparable to the value reported by 

Cappa et al.22 of 128 kJ/mol but is lower than the literature average reported by Bilde et al. 

of 115±15 kJ/mol.11 

5.3.4. Adipic Acid 

Adipic acid follows a similar trend to succinic acid as the next even-number diacid in the 

homologous series. Again, due to its crystalline morphology we used the electrostatic 

analysis approach to determine vapor pressure and measured vapor pressures in the range 

of 4.50 x 10-5 Pa to 2.8 x 10-2 Pa for 303 to 353 K, respectively. In this system, low 

temperature measurements deviate to slightly higher vapor pressures than expected based 

on a linear fit of loge(𝑃𝑠𝑎𝑡) versus inverse temperature, as dictated by the Clausius-

Clapeyron relation. Higher temperature measurements were closer to the expected trend 

and are discussed here.  

The temperature dependence of vapor pressure of AA, as depicted in Figure 5.3B, 

shows a similar trend to SA, but is comparatively lower due to the differences in molecular 

structure and weight. Literature vapor pressures are found in the wide range of 6.0 x 10-6 

Pa to 2.8 x 10-4 at a temperature of 298 K.21,37 Extrapolating our data to this temperature 

using the Clausius-Clapeyron equation yields an estimated value of 1.4 x 10-5 Pa which is 

within the literature value range and agrees well with the best estimate compiled by Bilde 

et al. of 1.9−0.8
+1.4  x 10-5 Pa.11 Direct measurements under room temperature conditions are 

challenging due to the very slow change in the particle size and the relatively low precision 

of the electrostatic measurements compared to optical measurements of size. The enthalpy 
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of sublimation for AA was determined to be 129 ± 9 kJ / mol, falling lower than the values 

reported by Cappa et al.22 but within the range of values reported by Bilde et al.11 

 
Figure 5.3: The experimentally determined vapor pressure as a function of temperature for: (A) Succinic 
acid, and (B) Adipic acid. Inset figures show Clausius-Clapeyron plots (note that the y-axis is represented 

with log10 rather than loge) along with the enthalpy of sublimation derived from the linear slope of loge(Psat) 

and 1/T. Error bars represent the standard deviation in the vapor pressure values for repeat measurement at 

each temperature. 

 

5.3.5. Glutaric Acid 

Glutaric acid particles were encountered in both spherical amorphous states and non-

spherical crystalline states across all temperatures. It is not clear what factors control the 

final morphology of these particles. Slow drying by controlling the RH, temperature 

changes, and particle size were not found to strongly impact the formation of one phase 

over another. At high temperatures (333 K to 343 K), amorphous particles were 

consistently observed, perhaps due to the system being closer to the melting temperature 

or experiencing more rapid drying. To generate non-spherical crystalline particles to probe 

under these conditions, particles were trapped at lower temperatures, where non-spherical 

particle formation was more typically observed. A general observation pointed to freshly 

made glutaric acid stock solutions producing non-spherical particles, while older solutions 
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produced more spherical particles. This was a purely empirical observation, and we have 

no explanation for its origin. No changes in the solution were expected and no exposure to 

light or ambient gas phase reactants was possible that might cause chemical changes. One 

hypothesis, unsubstantiated by literature or experiment, points to dimers or small clusters 

remaining stable in solution for extended times that can nucleate a crystal phase. These 

clusters breakdown over time as they become fully solubilized. This explanation requires 

a very slow kinetic process to drive changes in the solution over time and efforts to test this 

theory by sonicating and heating the solution did not yield any differences in behavior. At 

this point, we conclude that formation of a solid crystalline phase is a stochastic process 

and may involve multiple steps due to the formation of polymorphs in glutaric acid 

resulting in a highly non-linear dependence of particle phase on many different properties 

and processes. For the purposes of this work, we accept that samples were generated with 

either crystalline or amorphous character and analyze the behavior of these systems 

accordingly.  

A direct comparison of the slope of the DC voltage of a spherical versus a non-spherical 

particle is shown in Figure 5.4 showing that the spherical particles evaporate considerably 

faster. The particles are easily segregated into spherical and non-spherical by comparing 

the Mie resonance spectra, clearly showing the different morphologies, as seen in Figure 

5.5.  
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Figure 5.4: Comparison of the normalized DC voltage from a non-spherical (black) and spherical (red) 

glutaric acid particle. Over the same period, spherical particles evaporate much quicker than their non-

spherical counterpart.    

 
Figure 5.5: Comparison of Mie resonance spectra for a non-spherical (back) and spherical (red) glutaric acid 

particle. Absence of Mie resonance peaks indicates a non-spherical particle. 

 

In the case of the non-spherical particles, the electrostatic analysis method was applied to 

determine the vapor pressure as a function of temperature, shown in Figure 5.6A. At 298K, 

the value we determine was 4.4 x 10-5 Pa, which is on the low end of the literature data 

compiled and reported by Bilde et al.,11 with a literature average value for the crystal state 
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to be 1.7−0.8
+1.5  x 10-4 Pa (Figure 5.6B). From a Clausius-Clapeyron analysis, the enthalpy of 

sublimation was determined to be 1549 kJ / mol. This is higher than many literature values 

and the vapor pressure values measured here were considerably lower, indicating that a 

more stable state was measured in these experiments. As reported by Yeung et al.,39 GA 

has two crystalline forms with different thermal stabilities. At lower temperatures the β-

form is stable while the α-form is found to be stable at higher temperatures. The energy 

difference between the crystal polymorphs is on the order of 2 kJ / mol and it is not possible 

to distinguish the difference based on the enthalpy of sublimation alone.40  

For spherical particles, the size evolution was analyzed using Mie theory, and yielded 

vapor pressures that were considerably higher. These are shown in Figure 5.6A and reveal 

values that are around 5× higher than the solid particles. At 298K, the vapor pressure is 

estimated to be 4.6  10-4 Pa, which is lower than the value reported by Bilde et al. of 

1.0−0.2
+0.3 × 10−3Pa but falls within the broad range of values in the literature.11 The enthalpy 

of vaporization here was found to be 129  6 kJ / mol, in agreement with literature values, 

but falling above the literature average compiled by Bilde et al.11,20,22,37,38 The difference 

in the enthalpy between our measured solid and subcooled states is on the same order as 

values for the enthalpy of fusion of glutaric acid, indicating that the amorphous phase is 

consistent with the sub-cooled liquid.40  
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Figure 5.6: (A) Comparison between the derived vapor pressures for both spherical (red) and non-spherical 

(black) glutaric acid particles. The non-spherical vapor pressures were consistently lower than the spherical 

particle vapor pressures across all temperatures due to the differences in morphology. (B) The enthalpy of 

sublimation for both spherical and non-spherical morphologies of glutaric acid was calculated using the linear 

relationship between logePsat and 1/T. Again, non-spherical enthalpies were lower at each temperature 
compared to spherical particles and error bars represent their respective standard deviation in the vapor 

pressure values for different measurement trials at each temperature.   

 

5.3.6. Malonic Acid 

Malonic acid, like glutaric acid, is an odd-numbered dicarboxylic acid and showed both 

amorphous and crystalline character. The crystalline phase was only observed at 303 and 

313 K, and vapor pressures at these temperatures were determined using electrostatic 

analysis to be on the order of 5.5 x 10-5 and 2.3 x 10-4 Pa, respectively. A full Clausius-

Clapeyron analysis was not performed due to the limited data available as a function of 

temperature. As with the case of glutaric acid, the vapor pressures for the crystalline 

particles were around an order of magnitude lower than the amorphous particles. For MA, 

the evaporation of amorphous particles presented some interesting observations. Figure 5.7 

shows the radius evolution of a single particle held at 333 K. It is clear from this plot that 

there are multiple distinct slopes in the data, indicating possible phase transitions that lead 

to reduced vapor pressure and evaporation rate. This change in slope was observed from 

the radius data, derived from spectroscopy, and the electrostatic data. At this temperature, 
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three slopes were identified, however the data begins to break down, as seen in Figure 5.7. 

This was due to a degradation of the spectra and the small absolute size of the particle. To 

confirm the purity of the compound, the composition of the starting solution was probed 

using electrospray ionization mass spectrometry (Q Exactive Focus Orbitrap MS) in both 

positive and negative ionization modes. A prominent peak was observed at m/z consistent 

with the singly deprotonated parent compound, and lack of any significant peaks above the 

background confirms that sample was not measurably contaminated.  

During the evaporation, the refractive index was observed to change in conjunction 

with the size. The RI depends on many factors, such as composition, density, and 

temperature. Given that the composition was pure, and the temperature was constant, the 

change in RI may indicate a change in the particle phase to one with a higher density. It 

should be noted, however, that there is a larger uncertainty in the RI than the radius, and 

this is apparent as the scatter in the RI increases significantly. 
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Figure 5.7: The evaporation of malonic acid over 3000s showed an evolution in both the radius and refractive 

index (RI). Three distinct slopes were observed which are marked by the shaded region. This also corresponds 

to a simultaneous increase in RI over the course of the measurement.   

    

An analysis of the two slopes (1 and 2, indicated in Figure 5.7) and the resulting estimates 

of vapor pressure from each is shown in Figure 5.8A and 5.8B. Extrapolating to 298 K, the 

vapor pressures predicted from slope 1 and slope 2, respectively, are 0.004 and 1.3 x 10-4. 

Data from slope 1 indicate a higher vapor pressure than the sub-cooled value compiled by 

Bilde et al.11 (6.2−2.1
+3.2 × 10−4 Pa) that were extrapolated from measurements on aqueous 

solutions, while much close agreement is observed for slope 2 when compared against the 

reported solid vapor pressure (1.7−0.7
+1.1 × 10−4 Pa). Both slopes show a temperature 

dependence as expected from the Clausius-Clapeyron equation, with a ~20 kJ /mol 

difference in the estimated enthalpy of vaporization (104  5 kJ /mol versus 1245 kJ /mol 

for amorphous sub-cooled and solid-state crystal phases, respectively). This change in 

enthalpy is around the difference observed between amorphous and crystalline glutaric 
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acid, but falls slightly lower than literature data for the enthalpy of fusion (of 23 kJ / mol).41 

This indicates that over the course of measurement, the sample may be undergoing a phase 

transition. Indeed, the Mie spectra show clear peaks initially, indicating that the particle 

remains spherical. Over time, during slope 2, the peaks in the spectra become less well 

resolved, as evidenced by the degradation of the spectra resulting in increased scatter in the 

radius and RI output, indicating that the particle tends towards a non-spherical morphology. 

The values of vapor pressure for slope 2 are slightly higher than the values reported on 

particles that were crystalline from the start of the measurement, indicating the particle 

may be a mix of crystalline and amorphous during this regime. Slope 3 in Figure 5.7 was 

only observed in limited cases, and due to the small size of the particle at this point, the 

estimated vapor pressure using these data is not reliable, falling significantly below the 

other data. However, it is likely that this represents the fully crystalline state with the 

amorphous contribution having been eliminated.  

Several factors may be contributing to these observations. The existence of many 

malonic acid polymorphs likely gives rise to the transitions between phases during the 

measurement.42 While the stability and thermodynamics of up to five polymorphs have 

been explored in the solid state, it is not known what forms will be available to levitated 

particles prepared following rapid drying from aqueous solution droplets, as is the case 

here. Additionally, malonic acid can undergo a keto-enol tautomerization in aqueous 

solution. Recent work indicates this is accelerated in droplets; however, the timescales are 

still on the order of hundreds to thousands of seconds, with the rate slowing at lower RH.43 

Given our droplets experience rapid drying immediately after generation, it is likely that 
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the keto-enol ratio will be dictated by the conditions in the dilute starting solution. The 

equilibrium constant strongly favors the keto-form and, thus, we assume that our sample 

particles are primarily consisting of this tautomer.44 

 
Figure 5.8: (A) A comparison of the derived vapor pressure for the first (black) and second (red) slopes 

observed during the evaporation of MA. The second slope vapor pressure is lower than the first slope due to 

their difference in evaporation rate. (B) Relationship between loge(Psat) and 1/T for four different phases 

attributed to three distinct MA polymorphs (black, red, and blue) and the MA solid phase (green). The 

corresponding enthalpy of vaporization was derived for both slopes 1 and 2 using the method previously 

discussed. 

 
Table 5.3. Summary of all data corresponding to the measurements and relevant literature. Literature 
values were obtained from Bilde et al.11 from their comprehensive analysis and averaging of the literature 

data. We refer readers to the reference contained therein for original sources. 

Species 𝑃𝑠𝑎𝑡 (298 K) / Pa Δ𝐻 / kJ mol-1 𝑃𝑠𝑎𝑡 (298 K) / Pa 

Lit. 

Δ𝐻 / kJ mol-1 

Lit. 

Malonic acid 
(amorphous) 

4.00.4  10-3 104 ± 5 6.2−2.1
+3.2  10-4 115 ± 22 

Malonic acid 
(crystalline) 

1.30.2  10-4 124 ± 5 1.7−0.7
+1.1  10-4 111 ± 15 

Succinic acid 2.20.2  10-5 134 ± 9 7.7−3
+5  10-5 115 ± 15 

Glutaric acid 
(amorphous) 

4.60.3   10-4 129 ± 6 1.0−0.2
+0.3  10-3 100 ± 5 

Glutaric acid 
(crystalline) 

4.40.4  10-5 154 ± 8 1.7−0.8
+1.5   10-4 130 ± 11 

Adipic acid 1.40.1  10-5 129 ± 9 1.9−0.8
+1.4  10-5 131 ± 18 
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5.4. Conclusions 

We report measurements on the rate of evaporation of particles levitated in a linear 

quadrupole electrodynamic balance at elevated temperatures and derive the vapor pressure 

of pure component dicarboxylic acids. Through analysis of the physical state adopted by 

the particles in our measurements, we explore the connection between the vapor pressure 

and the formation of amorphous or crystalline phase states. We have reported vapor 

pressure measurements for dicarboxylic acid molecules across a range of temperatures 

previously unexplored in the literature for levitated particles. To aid comparisons, we have 

reproduced our values for the vapor pressure at 298 K and enthalpies, along with literature 

data, in Table 5.3. The literature data, taken from the meta-analysis of Bilde et al.11, 

represent averages of many experimental datasets spanning a varied range of temperatures 

and, while some of our data falls outside the compiled averages, the same trends are 

observed with respect to the influence of phase, molecular size and temperature. As 

expected, an odd/even alteration in physical state was observed with changing number of 

carbon atoms. Even-number molecules, which are known to exhibit lower solubility, were 

observed to form the crystalline phase under all conditions, as evidenced by the loss of 

spectral features in the Mie resonance spectra. Odd-numbered molecules were observed to 

randomly form either the crystalline phase or an amorphous sub-cooled liquid phase. While 

it was not possible to control the phase state adopted by the particle, unambiguous 

identification of the phase state was inferred from the persistence of resonance peaks in the 

spectra (amorphous) or the loss of structure features typical of crystallization (solid). These 

measurements allow for a direct comparison of the effect of phase state using particles 
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generated and manipulated in the same experimental procedures. Consistent with previous 

studies that compile measurements from multiple techniques to achieve a comparison 

between amorphous and solid phase states, we show that crystal phase state vapor pressures 

are on the order of 4× to 10× lower than their amorphous counterparts. These 

measurements also allowed both the enthalpy of vaporization and sublimation for the 

compounds of interest to be determined, with values generally consistent with previous 

estimates derived from low temperature measurements. The differences observed between 

the crystalline and sub-cooled liquid states were consistent with the enthalpy of fusion, 

validating assertions of the ascribed phase state. In the case of malonic acid, abrupt changes 

in the evaporation rate were observed, indicating a change of phase over the course of the 

measurement. This was not observed in glutaric acid and may be attributed to the greater 

mobility of malonic acid molecules due to the smaller size. 

Compared to the extensive previous literature exploring these systems, summarized in 

the previously cited review by Bilde et al.,11 this work provides evidence that the 

amorphous phase states of these compounds, previously shown only at room temperature 

and below, persist at elevated temperatures up the maximum accessible temperature of our 

methods. While a convergence of the phase state is expected as the melting point is 

approached, the persistence of amorphous phases at high temperature provides an 

opportunity to measure vapor pressure across a broad range of temperatures. This allows 

for improved estimates of the vapor pressure at low temperatures relevant to the 

atmosphere, as discussed in the following section. 

 



167 

 

5.4.1. Atmospheric Relevance 

Although these measurements were performed for samples at elevated temperatures, the 

thermodynamic data are well described using a simple Clausius-Clapeyron equation. This 

allows vapor pressure to be estimated at low temperatures through a linear extrapolation of 

loge(𝑃𝑠𝑎𝑡) versus inverse temperature. We have demonstrated several important factors in 

this work that will inform future studies on the vapor pressure and volatility of atmospheric 

samples. Firstly, at least in the cases explored here, amorphous sub-cooled liquid phases 

persist even at elevated temperatures, indicating that volatility basis sets derived from 

thermal desorption methods for SOA samples should yield similar results to isothermal 

measurements.45 Secondly, using isothermal measurements above ambient temperatures, 

we can establish and estimate vapor pressure for low volatility species that would otherwise 

evaporate too slowly under ambient conditions. This allows a methodology for establishing 

vapor pressures and volatilities for low and extremely low volatility organic compounds.  

However, given the chemical complexity of atmospheric aerosol particles, it is unclear 

how informative any pure component measurements are for estimating the vapor pressure 

of individual component in mixtures. When the phase state is taken as an additional 

complicating factor, single valued vapor pressures are not sufficient to fully describe the 

behavior of these systems. Furthermore, the phase states adopted by particles containing 

mixtures of odd and even numbered acids is unknown, and the thermodynamics that 

describe volatilization of species in complex atmospheric particles is even less well-

constrained. In future work, we will couple the high temperature LQ-EDB to a high-

resolution mass spectrometer, to perform a compositional analysis of complex mixtures as 
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they undergo evaporation.46–48 This will facilitate a molecularly-resolved understanding of 

the chemical evolution and connect the findings to the physical and thermodynamic 

properties of complex organic mixtures. 
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CHAPTER VI 

Conclusions and Future Directions 

The work described in this thesis aims to provide a detailed understanding of the physical 

chemistry of aerosol particles to better understand their role in the environment. Aerosol 

in the atmosphere affect visibility, air quality, and climate, and are constantly transformed 

due to environmental conditions, altering their physical, chemical and optical properties. 

Aerosol is composed of organic and inorganic species. Atmospheric reactions affect and 

alter properties such as volatility, hygroscopicity, and phase state further complicating 

impacts on visibility, air quality and climate. The aims of this thesis were to develop an 

instrument that can probe the microphysical properties of aerosol through single particle 

levitation. A linear quadrupole electrodynamic balance (LQ-EDB) coupled to a broadband 

light source was constructed and analytical tools were developed explore the physical 

properties of aerosol particles.  

6.1. Thesis Summary and Conclusions 

Chapter 2 introduced the instrumentation used to levitate and probe particles using a LQ-

EDB with Mie resonance spectroscopy. These methods are complementary to traditional 

methods used to study aerosol, and provide additional information on the physical 

characteristics of aerosol particles. The use of single particle techniques, like the 

electrodynamic balance, provide a further understanding of the microphysical state of 

aerosol particles and can be suspended for extended periods of time, mimicking the time 

frames of atmospheric processes.  
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The linear-quadrupole electrodynamic balance (LQ-EDB), compared to other single 

particle techniques and EDB configurations, provides:  

• Ease of particle trapping and extended levitation using the DC voltage PID 

feedback loop through LabVIEW software. 

• Capability to quickly change environmental conditions of the LQ-EDB to better 

simulate natural atmospheric processes.   

•  Ability to probe the physical and optical properties of aerosol particles using Mie 

resonance spectroscopy and simultaneously retrieve the size and refractive index 

using MRFIT. 

Chapter 3 builds upon Chapter 2 and explained the methods used to benchmark the LQ-

EDB setup coupled to Mie resonance spectroscopy. The influence of LED illumination was 

ruled out by exposing particles to different intensities and ensuring the spectra did not 

change. The evaporation of a series of glycols were characterized and their vapor pressures 

were determined and compared to literature values to benchmark the instrument. To 

determine the accuracy of the experimental setup, the refractive index (RI) at the 

deliquescence relative humidity of a well characterized component, NaCl, was noted. The 

size was determined within ± 5 nm and RI ± 0.002 – 0.005. The hygroscopic growth of 

NaCl was then used to determine the wavelength-dependence of the RI to apply our 

methods to a broader range of wavelengths. Finally, the instrument was used to probe 

particles containing humic acid, a light absorbing compound, to explore the influence of 

light absorption on Mie resonance spectra, providing a foundation for the work in Chapter 

4.  
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The capability of exploring particles containing light absorbing compounds was taken 

a step further in Chapter 4 where the instrumentation was used to probe samples containing 

4-nitrocatechol (4-NC), a known brown carbon (BrC) compound. In these experiments, the 

dual droplet method, where a second levitated particles is used as an RH probe, was used 

to characterize the RH in the chamber rather than relying on the RH probe reading. Initially, 

the hygroscopic growth of pure 4-NC particles was explored to determine the radial growth 

factors (rGF), the hygroscopicity parameter, kappa, and pure component RI. Ammonium 

sulfate was then mixed with 4-NC in increasing molar ratios to determine its effect on 

hygroscopicity. Overall, the rGF’s increased with an increasing amount of ammonium 

sulfate, due to the larger hygroscopicity of ammonium sulfate. These mixed particles also 

showed signs of liquid-liquid phase separation (LLPS) in which the separation relative 

humidity (SRH) decreased with increasing amounts of ammonium sulfate. The methods 

developed here may be applied to other particles containing BrC, establishing procedures 

for future studies on a wider range of chromophores.  

The LQ-EDB used in Chapters 3 and 4 was re-designed to include heating cartridges 

to raise the temperature of the chamber. The temperature was measured with a thermistor 

probe and was precisely calibrated from the evaporation rate of a well-characterized 

compound, glycerol. After temperature calibration, the evaporation rates of a series of 

dicarboxylic acids (malonic, succinic, glutaric, and adipic acid) at temperatures ranging 

from 303 to 353 K were measured. These compounds existed as either a spherical 

amorphous or aspherical crystalline particles, depending on their physical state. Generally, 

even-number molecules with lower solubility formed crystalline phases while odd-
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numbered molecules randomly formed either the crystalline or amorphous phase. This 

technique allowed us to detect several polymorphs of malonic acid. Overall, the crystalline 

vapor pressures were much lower than the spherical vapor pressures, allowing a 

comparison of the thermodynamics of vaporization and sublimation. Going forwards, this 

method will allow for vapor pressure measurements on low and very low volatility 

compounds, providing useful information for atmospheric processes such as new particle 

formation.  

6.2. Future Directions 

The techniques and experimental methods introduced throughout this thesis serve as a basis 

for future experiments, allowing for the exploration of many aerosol particle properties 

including phase state, hygroscopicity, diffusion, and viscosity. 

6.2.1. Future Evaporation Measurements 

The dicarboxylic acid evaporation measurements from Chapter 5 will be expanded upon 

through the investigation into the properties of mixed particles. Further work is needed to 

characterize the vapor pressures of particles containing two or more components. This 

work will include the use of a high-resolution mass spectrometer to perform a 

compositional analysis of complex mixtures as they undergo evaporation.1,2 These 

measurements will provide a compositionally-resolved measurement of multi-component 

evaporation allowing the thermodynamic properties individual components to be resolved.   
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6.2.2. Future BrC Measurements 

The measurements and techniques reported in Chapter 4 served as a model that can be 

applied to other BrC containing particles. These methods will be applied to the study of 

other nitro-aromatic compounds to further explore the physical and optical properties of 

BrC. Furthermore, they provide the foundation to facilitate the exploration of chamber 

generated secondary organic aerosol (SOA) containing BrC, allowing us to apply single 

particle methods to chamber generated aerosol particles to reveal previously unresolved 

properties and processes. Finally, measurements connecting the photochemical 

transformations of light absorbing aerosol particles with their physical characteristics will 

reveal much needed information that will inform how BrC aerosol evolve in the 

atmosphere.  
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