
UCSF
UC San Francisco Previously Published Works

Title
Brain MRI Deep Learning and Bayesian Inference System Augments Radiology Resident 
Performance

Permalink
https://escholarship.org/uc/item/23x3r5r5

Journal
Journal of Digital Imaging, 34(4)

ISSN
0897-1889

Authors
Rudie, Jeffrey D
Duda, Jeffrey
Duong, Michael Tran
et al.

Publication Date
2021-08-01

DOI
10.1007/s10278-021-00470-1
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/23x3r5r5
https://escholarship.org/uc/item/23x3r5r5#author
https://escholarship.org
http://www.cdlib.org/


Vol.:(0123456789)1 3

https://doi.org/10.1007/s10278-021-00470-1

ORIGINAL PAPER

Brain MRI Deep Learning and Bayesian Inference System Augments 
Radiology Resident Performance

Jeffrey D. Rudie1,2   · Jeffrey Duda1   · Michael Tran Duong1   · Po‑Hao Chen3   · Long Xie1   · Robert Kurtz1 · 
Jeffrey B. Ware1   · Joshua Choi1 · Raghav R. Mattay1   · Emmanuel J. Botzolakis4   · James C. Gee1   · 
R. Nick Bryan5 · Tessa S. Cook1   · Suyash Mohan1   · Ilya M. Nasrallah1   · Andreas M. Rauschecker1,2 

Received: 16 September 2020 / Revised: 28 April 2021 / Accepted: 25 May 2021 
© Society for Imaging Informatics in Medicine 2021

Abstract
Automated quantitative and probabilistic medical image analysis has the potential to improve the accuracy and efficiency 
of the radiology workflow. We sought to determine whether AI systems for brain MRI diagnosis could be used as a clini-
cal decision support tool to augment radiologist performance. We utilized previously developed AI systems that combine 
convolutional neural networks and expert-derived Bayesian networks to distinguish among 50 diagnostic entities on multi-
modal brain MRIs. We tested whether these systems could augment radiologist performance through an interactive clinical 
decision support tool known as Adaptive Radiology Interpretation and Education System (ARIES) in 194 test cases. Four 
radiology residents and three academic neuroradiologists viewed half of the cases unassisted and half with the results of 
the AI system displayed on ARIES. Diagnostic accuracy of radiologists for top diagnosis (TDx) and top three differential 
diagnosis (T3DDx) was compared with and without ARIES. Radiology resident performance was significantly better with 
ARIES for both TDx (55% vs 30%; P < .001) and T3DDx (79% vs 52%; P = 0.002), with the largest improvement for rare 
diseases (39% increase for T3DDx; P < 0.001). There was no significant difference between attending performance with and 
without ARIES for TDx (72% vs 69%; P = 0.48) or T3DDx (86% vs 89%; P = 0.39). These findings suggest that a hybrid 
deep learning and Bayesian inference clinical decision support system has the potential to augment diagnostic accuracy of 
non-specialists to approach the level of subspecialists for a large array of diseases on brain MRI.

Keywords  Deep learning · Convolutional neural networks · Neuroradiology · Brain MRI · U-Net · Artificial intelligence · 
Bayesian inference · Clinical decision support · Augmented performance

Abbreviations
AI	� Artificial intelligence
CNN	� Convolutional neural network
T3DDx	� Top three differential diagnosis

TDx	� Top diagnosis
ARIES	� Adaptive Radiology Interpretation and Educa-

tion System

Introduction

Medical image interpretation currently relies almost entirely 
on visual review and analysis by radiologists or other sub-
specialized clinicians. Although these clinicians are highly 
trained and skilled, they face increasing volume demands [1] 
and are susceptible to certain cognitive biases, which result 
in predictable diagnostic errors [2, 3], such as “satisfaction 
of search,” availability bias [4], and confirmation bias [5]. 
Computational methods for quantitative image analysis and 
other forms of artificial intelligence (AI) hold potential to 
augment radiologists’ performance by decreasing the impact 
of these biases on clinical image interpretation. As both 
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the complexity and volume of medical imaging increases, 
methods that can augment non-specialists’ ability to pro-
vide diagnoses on complex radiologic exams would also be 
advantageous, particularly in general practices and devel-
oping countries where there is a shortage of subspecialist 
radiologists [6].

Deep learning, a subclass of machine learning methods 
based on neural networks [7, 8], is a powerful data-driven 
approach that has shown promise in many biomedical imag-
ing tasks [9–14]. However, construction of an AI system for 
classification on deep learning typically requires hundreds 
or thousands of examples of each category. Constraints of 
data collection and annotation therefore limit the potential 
for deep learning to classify rare and uncommon diseases, 
atypical presentations of common diseases, or the large 
spectrum of diseases commonly seen in clinical practice. 
Instead, deep learning excels at extracting features of medi-
cal images, such as hemorrhage types [12, 13], FLAIR signal 
abnormality [14], or brain tumor tissue volumes [11].

Bayesian networks integrate multiple variables to proba-
bilistically model conditional independence [15]. They can 
be used to discriminate numerous disease possibilities given 
a set of imaging and clinical variables, driven by expert-
derived conditional probabilities [16]. This feature allows 
Bayesian networks to model experts’ explicit knowledge of 
an array of possible diseases, and to perform the cognitive 
task of generating a differential diagnosis, without requir-
ing large amounts of labeled data for each disease. Previous 
work utilizing Bayesian networks for probabilistic diagnosis 
in radiology includes a variety of modalities and organ sys-
tems [17–22]. We recently developed AI systems [25, 26] 
combining deep learning and Bayesian networks for genera-
tion of differential diagnosis on clinical brain MRIs, which 
performed as well as academic neuroradiologists across 50 
diagnoses.

Successful integration of AI technologies into clinical 
practice requires real-time interactions with radiologists. 
At our institution, we developed a Bayesian network inter-
face for assisting in radiology interpretation and education, 
known as Adaptive Radiology Interpretation and Education 
System (ARIES) [23, 24], which allows the user to select 
different imaging and clinical features and see estimated dis-
ease probabilities update in real time for different disease 
networks. For example, the predictions of the recently devel-
oped brain MRI diagnostic AI systems can be integrated 
with ARIES to allow radiologists’ real-time interaction with 
the systems by overriding AI-generated imaging descrip-
tions and observing the resulting changes in predicted dif-
ferential diagnoses.

In this study, we sought to determine whether these AI 
systems, instantiated in ARIES, could improve the perfor-
mance of radiologists in generating differential diagnoses. A 
handful of recent studies have shown the ability of artificial 

intelligence methods to augment radiologist performance. 
This includes convolutional neural networks for the detec-
tion of fractures on radiographs [27, 28], cerebral aneurysms 
on computed tomographic angiograms [29], anterior cruci-
ate ligament and meniscal tears on knee magnetic resonance 
imaging [30], and cancer screening mammograms [31, 32]. 
These prior studies all utilized end-to-end deep learning 
models and focused on just one or two diagnostic entities. 
While the findings of these studies are promising for these 
particular tasks, when compared to the spectrum of possible 
diagnoses that a radiologist must consider when interpreting 
medical imaging, they represent a narrow perspective. No 
prior studies have evaluated whether AI diagnostic systems 
encompassing 50 diagnostic entities, as we test here, could 
augment radiologists’ performance.

Materials and Methods

Patient Data

As part of an institutional review board approved study at 
our institution, multimodal brain MRIs from 390 patients 
(52 ± 17 years [standard deviation], 228 women) with dis-
eases representing 50 different neurologic entities and nor-
mal were included in this study (Table 1). The brain MRIs 
were collected as part of two separate AI systems evaluating 
19 diseases involving cerebral hemispheres [25] and (36) 
diseases involving deep gray matter [26]. These distinct 
systems were initially chosen to encompass a large array 
of brain diseases with notable exceptions including extra-
axial diseases and diseases primarily involving the posterior 
fossa. There were five entities (high-grade glioma, low-grade 
glioma, central nervous system lymphoma, and metastatic 
disease) overlapping between the two systems. The details 
of the case selection and randomization process of MRIs 
into training (n = 196) and testing samples (n = 194) of the 
two studies are fully described elsewhere [25, 26], with no 
individual MRI overlapping between the two studies. The 
diseases were classified as “common,” “uncommon,” or 
“rare” according to the relative frequency with which they 
are diagnosed on brain MRIs at a tertiary care academic 
institution, based on the consensus of two academic neu-
roradiologists (7- and 12-year post fellowship experience).

Automated MRI Processing Pipeline

The automated MRI processing pipelines have been exten-
sively described in prior publications [25, 26]. We utilized 
features derived from these previously developed image 
processing pipelines for diseases involving the cerebral 
hemispheres [25] and deep gray matter [26] to populate 
ARIES prior to radiologists’ review of images. Briefly, these 
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Table 1   Diagnostic entities 
included in the study. 
Prevalence ratings were 
determined by consensus of two 
neuroradiologists. CADASIL 
= cerebral autosomal 
dominant arteriopathy with 
subcortical infarcts and 
leukoencephalopathy

Prevalence Training Test

Cerebral Hemisphere Diseases
Acute Disseminated Encephalomyelitis moderate 4 5
Adreno-leukodystrophy rare 1 5
CADASIL rare 4 5
Central Nervous System Lymphoma common 5 5
Glioma: High Grade common 5 5
Glioma: Low Grade common 5 5
Human Immunodeficiency Virus Encephalopathy moderate 7 5
Metastatic Disease common 5 5
Migraine moderate 5 5
Multiple Sclerosis: Active common 5 5
Multiple Sclerosis: Inactive common 4 5
Multiple Sclerosis: Tumefactive rare 6 5
Neuromyelitis Optica rare 4 5
Posterior Reversible Encephalopathy Syndrome common 5 5
Progressive Multifocal Leukoencephalopathy moderate 5 5
Small Vessel Ischemic Disease common 7 5
Susac Syndrome rare 0 2
Toxic Leuko-encephalopathy rare 4 5
Vascular (Acute/Subacute Ischemia) common 5 5
Total Cerebral Hemisphere Cases 86 92

Deep Gray Matter Diseases
Abscess moderate 0 2
Anoxic Brain Injury: Acute moderate 5 3
Anoxic Brain Injury: Chronic rare 0 2
Anoxic Brain Injury: Subacute moderate 0 3
Artery of Percheron Infarct rare 0 2
Bilateral Thalamic Glioma rare 0 2
Calcium Depositon/Fahr's disease moderate 4 3
Carbon Monoxide: Acute rare 0 2
Carbon Monoxide: Chronic rare 0 2
Carbon Monoxide: Subacute rare 1 3
Central Nervous System Lymphoma common 8 3
Creutzfeldt-Jacob Disease moderate 8 3
Cryptococcus rare 0 2
Deep Vein Thrombosis: Acute rare 0 2
Deep Vein Thrombosis: Chronic rare 0 3
Deep Vein Thrombosis: Subacute rare 0 3
Encephalitis rare 1 3
Glioma: High Grade common 8 3
Glioma: Low Grade common 4 3
Hemorrhage: Acute moderate 5 3
Hemorrhage: Chronic common 3 3
Hemorrhage: Subacute moderate 4 3
Infarct: Acute common 7 3
Infarct: Chronic common 5 3
Infarct: Subacute common 7 3
Manganese Deposition common 6 3
Metastatic Disease common 8 3
Neuro Behçet's Disease rare 0 2
Neurofibromatosis Type 1 rare 0 2
Neurosarcoidosis rare 3 3
Nonketotic Hyperglycemia rare 0 2
Normal common 10 10
Seizures rare 0 2
Toxoplasmosis moderate 8 3
Wernickes Encephalopathy moderate 5 3
Wilson's Disease rare 0 2
Total Deep Gray Matter Cases 110 102

Total Cases 196 194
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pipelines perform segmentation of brain tissues, structures, 
and abnormal signal using a variety of CNNs and traditional 
atlas-based neuroimaging methods [25, 26, 33–35]. In addi-
tion to five signal features (T1-weighted, FLAIR, GRE, 
T1-post, diffusion), the pipelines also extracted anatomic, 
spatial pattern, and volumetric features. The deep gray pipe-
line included four anatomic subregion features (caudate, 
putamen, globus pallidus, and thalamus) and two spatial pat-
tern features (bilateral and symmetric). The cerebral hemi-
sphere pipeline included seven spatial pattern features (lobar 
distribution, periventricular, juxtacortical, symmetry, corpus 
callosum, anterior temporal lobe, cortical gray matter) and 
six volumetric features (lesion number, lesion volume, lesion 
extent, ventricular volume, mass effect, enhancement ratio) 
[25, 26].

Bayesian Network Construction

In addition to the signal, anatomic, spatial pattern, and volu-
metric features derived from the image processing pipelines, 
the cerebral hemisphere Bayesian network included five 
clinical features (age, gender, chronicity, viral prodrome, 
immune status) and the deep gray Bayesian network included 
four clinical features (age, gender, chronicity, immune sta-
tus), which were manually extracted from the electronic 
medical record system. These features represent all of the 
possible feature states on the ARIES website. The probabili-
ties of each features for each of the 19 possible diagnoses for 
the cerebral hemispheres network and 36 possible diagnoses 
for the deep gray network were determined by the consen-
sus of four neuroradiologists as previously detailed [25, 26]. 
These previously developed Bayesian networks have shown 
excellent performance relative to radiologists [25, 26].

ARIES Interface

The feature inputs and disease probability outputs of the 
Bayesian networks were displayed on the web ARIES inter-
face (Fig. 1) [23–34]. The ARIES web interface utilized a 
commercial Bayesian network backend (Netica, Norysys 
Software Company, Vancouver, Canada) to calculate naïve 
Bayes probabilities for each disease, depending on what 
feature states are selected [23, 24]. A web open-source ver-
sion of the interface was also developed (https://​aries-​penn.​
appsp​ot.​com/) with all source code available at https://​github.​
com/​jeffd​uda/​aries-​app. ARIES allows for the radiologist to 
either enter individual feature states or utilize automatically 
derived feature states, adjust feature states, and visualize 
the probabilities of different diseases updated in real time. 
The system provides a “radiographic” differential diagnosis, 
which is based on imaging features and a “clinical” differen-
tial diagnosis, which adjusts the “radiographic” differential 
diagnosis based upon additional clinical features and disease 

prevalence/prior probabilities. For the purposes of these 
experiments, the prior probabilities of each disease were set 
to be equivalent. The clinical differential diagnosis was used 
for final results of the AI systems. ARIES was customized to 
preload each of the test cases with the feature states derived 
from the previously developed image processing pipelines 
[25, 26].

Clinical Validation for Augmented Performance

As part of the same institutional review board approved 
study at our institution, under signed written consent, four 
radiology residents (three PGY-3 radiology residents and 
one PGY-4 radiology resident, each with ~3–4 months of 
neuroradiology experience) and three academic neuroradi-
ology attendings (with 7, 1, and 2 years of post-fellowship 
experience) reviewed the test cases, which were copied into 
anonymized accession numbers and then displayed in a 
standard fashion in the clinical picture archiving and com-
munication system (PACS; Sectra AB, Linköping, Sweden).

The cases were split into four blocks with ARIES and 
four blocks without ARIES (24–26 cases per block, which 
allowed participants to complete each block in a ~1-h sit-
ting). Each block contained half deep gray and half cerebral 
hemisphere cases. For blocks with ARIES, participants 
viewed the results of either the cerebral hemisphere or deep 
gray matter image processing pipelines preloaded onto the 
ARIES website with the same clinical information and pro-
vided their ranked top three differential diagnoses from an 
excel file dropdown menu of the 19 or 36 possible diagnos-
tic entities. The order in which the cases were seen with 
or without prepopulated imaging pipeline results in ARIES 
was alternated for each subject and counterbalanced between 
subjects. All participants completed eight blocks, except 
for one of the radiology residents, who only completed four 
blocks. The same clinical information used in the Bayesian 
network was made available to each reader when viewing the 
cases with or without ARIES, except radiologists were pro-
vided the exact age of the patient and the Bayesian network 
received a thresholded age as input.

For the cases with ARIES, the participants provided two 
sets of their own ranked differential diagnoses. They first 
provided their top 3 differential diagnoses from the 19 or 
36 possible diagnostic entities after reviewing both the pre-
populated features and outputted disease probabilities/dif-
ferential diagnoses, which was the result of the AI pipelines. 
The participants were not aware of the performance of the 
AI diagnostic pipelines and were instructed to use their best 
judgment when considering output presented by the Bayes-
ian networks via ARIES. Then they were then allowed to 
interact with ARIES and change features, such as if they dis-
agreed with one or more of the AI-provided features. Feature 
changes could result in updated disease probabilities, and the 
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readers could then change their differential diagnoses if they 
thought different diagnoses were more likely based on new 
information provided by interacting with ARIES.

Statistics for Comparison to Human Performance

Chi-squared tests were used for comparing the fraction of cases 
correctly answered with and without ARIES for correct top 
diagnosis (TDx) and correct top three differential diagnosis 
(T3DDx). This analysis was done across all diagnoses and as a 
function of disease prevalence for residents and attendings. All 
reported p-values represent non-directional, two-tailed tests 
with significance defined as P < 0.05.

Results

Artificial Intelligence System Performance

As previously reported [25], the AI systems determined the 
correct top diagnosis (TDx) in 61% of the test cases (57% for 
cerebral hemisphere pipeline and 64% for deep gray matter 
pipeline) and the correct diagnosis within the top 3 of the 
DDx (T3DDx) in 88% of the test cases (91% for cerebral 
hemisphere pipeline and 85% for deep gray matter pipeline) 
for the 194 test cases, which in prior experiments was found 
to be significantly better than radiology residents, neurora-
diology fellows, and general radiologists, and not different 
from academic neuroradiologists [25]. These autonomously 

Fig. 1   Adaptive Radiology 
Interpretation and Education 
System (ARIES). Example 
screen shots from the interactive 
ARIES web portal displaying 
results of sample anonymized 
test cases with features prefilled 
by the cerebral hemisphere (A) 
and deep gray matter (B) image 
processing pipelines

1053Journal of Digital Imaging (2021) 34:1049–1058
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derived features and diagnoses were presented to the radiolo-
gists in this experiment for their use via ARIES for subse-
quent analyses.

Radiology Resident Performance

Without ARIES, the radiology residents determined the cor-
rect TDx in 30% of the test cases and the correct diagnosis 
within the T3DDx in 52% of the test cases. Radiology resi-
dent performance was significantly better when they were 
given access to the results of the AI pipelines and ARIES 
for both TDx (55% vs 30%; 83% improvement; P < 0.001; 
Fig. 2A) and T3DDx (79% vs 52%; 49% improvement; 
P = 0.002; Fig. 2B). Residents changed their differential 
diagnosis in 24% ± 12% of cases when allowed to manipu-
late the features with ARIES. Resident performance was not 
significantly further changed when allowed to manipulate 
the automatically derived feature states within ARIES for 

both TDx (55% vs 53%; P = 0.22) and T3DDx (79% vs 78%; 
P = 0.38).

Academic Attending Performance

For academic neuroradiology attendings, there was no sig-
nificant difference between performance in cases with and 
without the use of ARIES for TDx (72% vs 69%; P = 0.48; 
Fig. 2A) or T3DDx (86% vs 89%; P = 0.39; Fig. 2B). In 
addition, academic neuroradiology attending performance 
was not significantly different when they were allowed  
to manipulate the automatically derived feature states  
within ARIES for both TDx (72% vs 70%; P = 0.58) and 
T3DDx (86% vs 86%; P = 0.58). Attendings changed their 
differential diagnosis in 21% ± 13% of cases when allowed 
to manipulate the features with ARIES, which was not  
significantly different from residents (21% vs 24%; P = 0.78).

Fig. 2   Comparison of radi-
ologist performance with and 
without ARIES. Diagnostic 
performance of radiology 
residents (green) and academic 
neuroradiology attendings 
without ARIES (horizontal bar) 
and with ARIES (diamonds) for 
correct top diagnosis (A) and 
top 3 differential diagnosis (B)

1054 Journal of Digital Imaging (2021) 34:1049–1058
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Performance Relative to Disease Prevalence

Next, we sought to assess how performance with and 
without ARIES varied as a function of disease prevalence  
(Fig. 3). For TDx, radiology residents were significantly 
better with ARIES for common (66% vs 50%; 32%  
improvement; P = 0.003), uncommon (53% vs 26%; 103% 
improvement; P = 0.002), and rare diseases (45% vs 16%; 
181% improvement; P < 0.001). Radiology residents also 
performed significantly better with ARIES for T3DDx 
for common (90% vs 73%; 23% improvement; P < 0.001), 
uncommon (73% vs 49%; 49% improvement; P = 0.03) and 
rare diseases (70% vs 41%; 71% improvement; P < 0.001). 
Academic neuroradiology attendings did not perform  
significantly different with ARIES for TDx or T3DDx for 
common (85% vs 82% for TDx; 97% vs 99% for T3DDx; 
P’s > 0.19), uncommon (73% vs 65% for TDx; 89% vs 88% 
for T3DDx; P’s > 0.19), or rare diseases (57% vs 57% for 
TDx; 72% vs 77% for T3DDx; P’s > 0.21).

Discussion

We previously developed two hybrid artificial intelligence 
systems for multimodal brain MRIs that performed at the  
level of academic neuroradiologists for distinguishing  
amongst 19 diagnoses involving the cerebral hemispheres 
[25] and 35 diagnoses involving deep gray matter and 
“normal” [26]. These systems automatically extract  
signal, anatomic, and quantitative imaging features,  
and then integrate them with clinical information to  
generate probabilistic differential diagnoses. Here we 
tested whether results from these systems displayed in 
ARIES, an interactive clinical decision support tool, could 
augment the performance of radiologists. We found that 
radiology residents had significantly better performance 
with ARIES, suggesting that such an AI-based clinical 
decision support system has the potential to improve the 
accuracy and efficiency of the radiology workflow for 
non-specialists.

Fig. 3   Comparison of radi-
ologist performance with and 
without ARIES as a function of 
disease prevalence. Diagnos-
tic performance of radiology 
residents (green) and academic 
neuroradiology attendings 
without ARIES (horizontal bar) 
and with ARIES (diamonds) 
as function of different disease 
prevalence for correct top diag-
nosis (A) and top 3 differential 
diagnosis (B)

1055Journal of Digital Imaging (2021) 34:1049–1058
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Previous work indicates that cognitive and perceptual  
errors made by humans differ from errors made by  
automated systems [3, 36]. This was borne out by our prior 
studies [25, 26], showing that errors produced by different 
humans were more alike than those produced by an AI 
system, thereby suggesting that these AI systems could 
improve the performance of radiologists. Here we found 
that the performance of radiology residents improved by 
83% for TDx and 49% for T3DDx when using ARIES. This  
increase in performance was significant across all disease 
prevalences, with the highest increase in performance 
for rare diseases. There were no significant differences  
between performance with and without ARIES for attending  
neuroradiologists. The lack of differences for attendings may  
be due to ceiling level performance of the current imaging  
processing pipeline. In addition, like other educational 
resources, it is perhaps not surprising that ARIES had the 
greatest impact on trainees. Although general radiologists 
were not included in this study, it is likely that this system  
could also augment their performance to the level of  
academic subspecialists, as suggested by their similar  
performance to radiology residents in our prior studies [25].  
However, this claim needs to be tested with further clinical 
validation studies which could include general radiologists  
as well as other specialized clinicians, such as neurologists.  
Increasing performance of non-specialist radiologists may  
prove particularly useful in countries where there is a 
shortage of subspecialists [6].

There are several limitations of the current AI diagnostic 
systems. The cases were preselected to focus on a limited 
set of pathologies separated into two previously developed 
pipelines compared hundreds to thousands in the real world. 
In addition, cases with multiple diagnoses or lacking a T1 
sequence necessary for the image processing pipeline were 
excluded. Thus, these AI diagnostic systems and clinical 
decision support tools can currently be considered a proof-
of-concept on a subset of diseases encountered on brain 
MRIs. Future improvements to a unified image processing  
pipeline could address these limitations, which might 
include additional features, diseases, improved segmentation 
methods, and updated Bayesian probabilities. A larger study 
that evaluates the efficacy of a more comprehensive unified 
pipeline on more cases, across different sites and on a larger 
number of radiologists of varying experience would also 
better support its ability to improve clinical decision making. 
In addition, it may also be possible to account for multiple 
diseases processes within individual subjects, such as has 
been used to distinguish white matter hyperintensities in 
patients with glioblastoma [11]. It is possible that further 
improvements to the system could ultimately prove 
synergistic with academic neuroradiologists, but this 
remains to be demonstrated. In addition, given the benefit 
for residents, ARIES may prove useful as a tool for precision 

radiology education [37] as it could provide diagnostic 
rationale about what features are heavily weighted and 
how confident it is about the differential diagnosis. Further 
studies could be performed to evaluate if and how a tool 
might improve radiology education in addition to compared 
more traditional forms of teaching and educational 
resources. The ARIES tool for these networks (https://​
aries-​penn.​appsp​ot.​com/) and ARIES source code (https://​
github.​com/​jeffd​uda/​aries-​app) has been made available 
for other individuals and institutions to adapt for their own 
applications and populations.

Along with improvements to the pipeline, an integration 
across PACS and dictation software could allow “real-time 
decision support” and workflow augmentation by pre- 
populating radiology reports, in an “end-to-end” solution 
in neuroradiology [38]. It has been shown that draft reports 
from trainees can provide 25%-time savings to academic 
neuroradiologists, suggesting that a real-time version of this 
system has the potential to accelerate image interpretation 
efficiency [39]. Importantly, a system such as this one, where 
intermediate features are made available to the radiologist 
and can be manipulated, keeps the human radiologist in the 
loop and renders the entire diagnostic process explainable 
to other humans. These features could allow a future version  
of this AI system to be seamlessly integrated into the  
radiologist’s workflow.

Conclusions

We found that results from AI systems displayed with a 
clinical decision support tool could augment radiologist 
performance on a classification task of multiple common 
and rare diseases on multimodal brain MRI, all while 
allowing for modification of the high-level features from 
the AI system to see disease probabilities updated in real 
time. Ultimately, this modular approach could be expanded 
across other modalities and organ systems, paving the way 
for comprehensive, automated, decision support tools 
that may improve the capacity of non-specialists across 
radiology.
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