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TEE FEP-14 DATA ACQUISITION SYSTEM

P. B. Maddan, D. Bessst, 5. J. Preedman, T. A. Harris,
C. P. Horne, M. J. losty, J. Napolitano, V. Vaillemin

Lawrence Berkelesy Laboratory, Berkeley, Californis 94720
Stanford (niversity, Stanford, California 94305
and Toiversity of Hewaii, Fonolulu, Haweii 96822

ABSTRACT

We have developed a real time software system for the VAX 11/780 which employs ten
processea cooperating coacurreatly in the task of data acquisitinon and online enalysis
for the "Free Quark Search" experiment at the new colliding beam storase ting facility
(PEP) located at the Stanford Linear Accelerator Center. The systeam utilizes most of the
resources available to the spplications programmer under VAX 11/780 VS including inter-
process communication via mailbox, global event flag cluster, and mapped global section,
and 10 wrixten primarily in FORTRAN IV PLUS with rime critical portions in MACRO-11. A
discuasion of the system architecturs, implemeantation and perforiance comprises the body

of this arzicle.

INTRODUCTION

The Stanford Linear Acrelerator Center (SLAC) ia a
national research facility cperated for the U. S.
Department of Enecgy by Stanford Univeraity for the
purpose of performing experiments in high enmergy
physics. Designed and constructed in a joint
effort involving the Lavrence Berkeley Luboratory
and SLAC, the "Ppsitron Electron Project" (PEP) is
nearins completion and seversl new experimental
detactors are under development to fully exploit
tha researca potentlal of this new machine.
Specifically, "PEP-14" designates one of these
detectors and the "Free Quark Search” it is
designed to sccomplisi.

Developed by phyaicists from three institutions in
s collaborative effort the software system has pro-
ven ita effectiveness after several months of use,
and represents omne of © 2 firar full implement
ctions at PEP of an online system designed specifi--
cally for the VAX 11/780. Although our discussion
here 18 necessarily &pplication dependent, the
architecture described below is juite flexible and
conforms readily to many sets of eysten require~
ments.

HARDWARE CONFIGURATION

Detector

The PEP-14 detector is especially designed to look
for elementary particles preduced in electron-
positron collisiouns st PEP which have an electric
charge leas than that of the electron - one distin-
guishing feature of the free quark. The apparatus
consists of two identical sections, arranged on
opposite aidea of the interaction region, each con-
taining five multi-wire proportfonul chambers
{MWPC’8), nine layers of scintillation counters,
and one layer of Cerenkov counters. It employas 456
photo-nultiplier tubes to measure the energy depo-
sited by the charged particles traversing the scin-
tillators and rtoughly 1800 channels of amnode
readout 1in the ten MWPC'a. The MWPC cathode

Teadout is wvis delay Jine (four per chamber).
Several layers of countere on each side of the
interaction region are alse used to measure time of
flight inforaation.

CAMAC

Tae CAMAC aystem required to support the detector
configuration described asbove includes about 800
channels of acalog to digital converters (ADC”s)
and 250 chaonels of time o digital converters
(TDC's). Additionally, there ls specialized elec-
tronice associated with the anode wire and delay
line resdout in the MWPC’s. The system requires
two CAMAC oranches which ‘nterface vi{a SLAC built
branch drivers through the SLAC Trunk UNIBUS Driver
(STUD) to the VAX. (1) The cycle time for the CAMAC
interface is 4 microseconds and a full readout of
data from the detector (about 1700 32 bit words)
requires about 10 millisecoads.

VAX 11/780

The configuration of the VAX employed by PEP-14 for
softvare developmenr, data acquisition, hardware
testing, and >ffline analysis is given below.

VAX 11/780 cpu

Floating poink accelerator

One megabyte of physical memory
One RFO6 disk urive

Two TU-77 magnetic tape drives
One VERSATEC line printer

Two GRINNELL visual display units

The PEP-14 VAX 1is one of six purchased by PEP to
support the online computing needs of experimental-—
ists. Since VAX 11/780 VMS provides a facilicy for
concurrent programming in FORTRAN IV and a full set
of software development tools, the VAX 11/780 {s
ideally suited to thia task. Additionally, w th
its 32 bir word size and virtual memory operating
system the VAX 11/780 is also capable of handling
much of the offline scientific computing required
by experimenters at SLAC.
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DESTGN CORSIDFRATIONS

The computing requirements for most high energy
physics experiments fall into thrae categories:
Firat, the online computer must hsndle the dara
scquisition phase of the experiment; Secondly, the
online machine is typically needad tc monitor the
state of the experimental apparatus; Finally, com=
puting support is usually required for a full off-
1ine snalysis of data collected during the acquisi-~
tion phase. In the past, “acquisition” and "monmi~-
toring" were usually haniled by a dedicated mini-
computer while offline analysis was accomplished on
2 larger mainframe. In this section wa discuss the
impact of each of the sbove mentioned categorias on
the PEP-14 software design.

Data Acquisition

Any experiment of an exploratory nature presents
special problems for the onlioe software. Since wea
do not know beforehand exactly what to expect in
terms of event rate or relative frequency of event
type ve must design 2 system which can deliver
optimum performance over & wide Tanga cf system
input parmmeters. We will show in the next section
that this requirement leads naturally to a mul-
tiprocessing architecture. In preparation for thet
discuesion, asn asbbreviated Jist of the systsa
requiremants is given below.

He begin with those requirements wvhich generate
real time critical code.

Rl - The goal of the PEP-14 expariment iz to wmake a
quantitive determination of the probability of
quark production at PEP. The accuracy of this
determination depcnds on the total smount of data
collected by th¢ =xperiment. Since the most valu-
ahle resource involved in an experiment at PEP is
the storage ring itself, the online software must
be designed to collect as much datr as posaible
while PEP 1s running. Consequently, ihe highest
priority item involves collecting the raw data from
the CAMAC system and moving it to the output tape.

R2 - Since the experiment requires the collection
of a large mount of data it becomes imporcant to
sample the dats online, convert some of it to phy~
sical quantities and perform a prelininary snalynis
of a subsct of the events tc ensure that the
apparatus is functioning properly.

R3 - We know that most of the events collected dur-
ing the experiment will not be creeial to our
results (except for the accuracy determination men-
tioned above). Consequently, as many events &s
possaible should be evaluated online in order to see
which ones are potential quark cand idates.

R4 - A portion of the converted data should ke col-
lected and put into histograms and scatterplota
(tallied) so detector performance can be scudind
and preliminacy phyeics results can be obtained
over the duration of a data acnuisition run.

BS = If there is cpu %ime remaining, some fraction
of the events (particularly quark candidatea)
should be subjected to a complete online analysis.

Monitoring

As can be sesn from the digcussion in the previous
section the PEP-l4 detector and associated elec-
tronies is sufficiently complex it require a set of
computer assisted monitoring procedures. Although
seemingly untelated to the dara ascquisicion
software, these procsdures do require access to the
CAMAC system. In addition, a subset of these pro-
cedures must be executed just prior to every run of
tb- uquhi:ion software. It swvems reasonable
a consideretion of these
wmonitoring ptoccduru into the desigr of the online
system. This requiremen: will be referred to in
later discussions ss "M1".

Offline Analysis

As meztioned in the introduction to this section a
provisina must be made for a full snalysis of the
rev data tapes offline. Since the VAX 11/780 has
the potential to handle thia phase of the computing
effort as well #s the online vork discussed above,
it  would be vwery advantageous if the online
softwars were designed in such a way thar it could
be mmployed in offline snalysis. This possiblility
wvas incorporated ss a tequirement iInto our design
conaiderations for the PEP-]4 system and will be
referzed to in later discussionos as requirement
"ol".

Overall Sysces

The following 1Is a list of requirsments vwhich are
lees real time critical, but equally impottant from
the point viev of a sound overall aystem deaign.

S1 - Apart from PEP sanother valuable resource in
auny experimentsl effort is rhe time of the physi-
cista involved. Consequently, we require a good
man/machine interface vhich will allow the experi-
menters to control and monitor the operation of the
onl ine system.

S$2 = In keeping with the requirement just men—
tioned, we need a flexible praphics display facil-
ity which allows the experimenters to see at a
glance the effect of a given event on the detector
and to quickly evaluate any of the histograms and
scatterplots accumulated by the system.

S3 « A centralized alarm message facility 1is
rejuired to ensure accurate rcporting an. logging
of system problems throughout the experimert.

S4 - Since the requireuents already considered
imply a mnultiprocecsing architecture, a procedure
should be provided to automate as much as possihle
of the mechanics of process creation, inmitializa~
tion and direction.

85 = FPinally, a strictly applications dependent
requirement is that the stacus of the PEP storage
ring must be checked periodically and relevant data
logged to the output tape.

SYSTEM ARCRITECTURE

A schematic representation of the system architec~
ture and data flow is shown iu Fig. 1. Each pro-
cess in the system (representated by a circle) is
labeled by a process name and the requirement it is
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designed to satisfy, wvhile sach of the mapped glo-
bal sections is repr d by ar le and
labeled with the section name. This figure
rep 8 the ig of the online softvare
when operating in the "acquisition” wode. There
are two other modes of operation for the sofcware
syaten. One of these, "monitoring”, 1is
simpler architecturally and 4is shown in F
The final wode, "replay", is designed to bandle the
wvork of the offline analysis. As we will sge In
our discussion of this mode the architecture of the
online softwvare permits a rather elegant solutfon
to the problem of offline analysis. A brief
description of each process invulved in the PEP-14
system is given below.

The PEP~l4 Proceuses

EVENTSIN — The EVESTSIN process is designed to
function as the applicacion software interface to
the CAMAC system. Cantrolled by parmmeters placed
in a global section by other processes, i reads
all or some subset of data from the CAMAC when an
interrupt has occurred and places the data at
pcedefined locations in the raw data buffer. This
process mnust be very fast to allow for high svent
rates.

TAPEOUT - During data acrquisition this process is
responsible for moving the data from the rav data
buffer and onto the output tape. Very 1little
reformacting of data is involved here, but several
event records must be blocked into a single physi-
cal Tecord on tape.

PREANALYSIS - Tuis process contains the minimal
amount of analysis required to determine if an
event is a potential quark candidate and must sam~-
ple as many events as possible online. It ge:s
data from the raw data buffer, converts it to phy~
£ical quantities, does a preliminary recomstruction
of the event, and moves its vresults to a
preanalysis output buffer.

TALLY = The TALLY process is designed to look at
selected locations in the various data buffers and
collect the data into histograms and scatterplots.
The locations whose contents are to be tallied are
designsted by the operator and can be changed vhile
the gystem is running- Tally must alsc be faat in
order to gather sufficient statistics over the
courgse of a rum.

ANALYSIS = The ANALYSIS process is remponsible for
the complete analysis of an event. It tskes the
data from a Preanalysis output buffer, makes the
best possible evaluation of each event, and moves
its resulrs to an analysis output buffer. Parzicu-
larly interesting events are written to the disk.
Considering the size of its job this process 1is
expected to look at only a few events during the
dsta acquisition phase of the experimen.. .

ONE EVENT DISPLAY - This process is responsible for
displaying information on single eventa for the
operator. It interfaces with the GRINNELL visual
display units and produces a drawing of the experi=-
mental apparatus with hita and tracks (based on
data in the preanalysis or analysis buffers) super-
imposed. The operater can see immediately which
asctions of the counters and chambers vere effected
by the event. Additionally, an operator wmay

tequest ¢ dump from any of the threze data buffers
be directed to a user terminsl or to the VERSATEC.

DISFLAY ~ This process will cause any of tha histo-
'3 er scactarplots accumulated by the TALLY pro=
cess to be dicplayed on tha GRINNELL, s terminal or
the VERSATEC. Any display can be callad upon
demsnd by the operator or he may request thst they
be shown automatically at some time interval.

COMMAND - The COMMAND process represents ths usor
interface to the online software. Through this
process the user can communicate vith the other
processes to control the operacion of the online
system. (1ie, which varisbles ara to be tallied,
which displays ere active, vhen to sctart and stop
the run, etc.)

ALAMM = This process provides a uniform slarms
reporting scheme for the system. Any process which
encounters an alarm condition simply wvrites a
uniqua prioritized alavra nusber into the ALARM
wailbox. This number 1is wmatchad with the
corresponding ASCII string in the ALARM process and
the full alarm message is output to the console.
In addition to the identifying alarm number, any
process in che systea may also pass associsted
parsmater values to ALARM which will be output with
tha error messsge to aid che operator in diagnosing
tha alare condition. Alarm w=essages may be
supprensed or the severity of the alarm may be
changed by the operator vis the COMMAND process.

MASTER =~ Although the MASTER process 1is not
directly involved in the event driven execution of
the system it plsys an important role during system
inicislization and at the beginning and end of each
run. MASTER is recaponsible for the creation of
each of the subprocesses, for notifying thea when
they are supposed to participate in a parcicular
wmode of operatinm, and for deleting them at the end
of a run. It also keepe track of experim:ental run
and tape numbers and monitors the performance of
the system by computing statistics at the end of
each run and receiving any termination mailbox mes~
sages from VAX 11/780 VMS.

PERIODIC MONITORING - This process is vesponsible
for checking the status of the PEP storags ring st
periodic intervals (via a network from the PEP con~
trol compurer) and notifying TAPEOUT to log the
results to the data tape.

As can be seen from the above descriptions there is
esgentially a one o one correspondence between
processes and -equirements. One exception to this
statement 1s requirement RI1 which is embodied in
two processes, EVENISIN and TAPEOUT. There are two
reasons for this split: First, the interarrival
time between interrupts for our application is not
uniform dut is more closely described by a Poisson
diatribution. By uallowing the tape writing to
operate concurrently with the CAMAC reading, and by
placing multiple buffers bztween the two processes
{currently five) we can withstand a higher mesn
event rate without losing events; Secondly, the
EVENISIN process can be replaced by s process which
reads data from magnetic tape. This not only per~
mits testing of the online software with Monte
Carlo data, but also allows the online software o
be used for offline analysis (Replay mode)}.
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C ly, it is euployed by the COMMAND process

The second exception occurs in the
PREARALYSIS which combines requiremencs 22 and R3.
Both of these requirsments are so crucial to tie
experimcnt that thare 1s no reason to prefsr one
over the other. Since there also is considersble
overlap between the data required for both require-
ments, a single process is clearly the best solu~
tion.

Mapped Global Sections

As shown in Fig. 1 thare are six mapped global sec-
tions employed in the PEP-14 syatem. Two of these
are used to pass control information to the various
processes vhile the remaining four are used for
dats storage. Among these last four thers is still
another distinction to be made. Three of them are
used to contain experimental data from events in
various stages of analysis vhile the fourth con—
tains histograms and 3catterplots accumulated Jver
the duration of the run. Finally, those global
sections which contain events are partitioned into
asevaral "buffers" each of which contazins the dets
from only one event. Through this di wa
will use the term "buffer" to refer to that portion
af a global section which holds the data from a
singie event. A brief description of each section
and its use is given balow.

MASSYNC - This is the control global section for
the event driven operation of the software system.
It contains information that the real time criticul
processes need to synchronize their operation and
is used by the MASTER process to comsuricate the
mode of operation, run number and other information
characterizing the state of the run.

COMGLOBAL - This global section is used by the COM-
MAND process to communicate control information
from the operator to the varioua processes.

BUFRAW ~ This global section contains the five rtaw
data buffers currently provided for data read from
the CAMAC: This placement of multiple event
"buffers” betwben processes is an important feature
of the cnline architecture since it allows the
higher priority processea to decouple themseives
from the downstream processea while buffers are
available-

BUFPPNL - This global section cantains the five
buffers currently provided for the preliminary
resvlts of PREANALYSIS.

BUPANL- Two buffers are provided in the BUFANL glo-
bal Bsection for fully analyzed results of the
ANALYSIS process.

HBOOK -~ This global section holds the results accu-
mulated by che TALLY process. In order to handle
the definition, accumulation and editing of histo-
grams and scatterplots we l.ave chosen a general
package, "HBOOK", which is available from the Data
Handling Division of the European Organization for
Nuclear Research {CERN).

Mailbox Communication

The mailboxea employed by the online system are
shown in Fig. 3. The mailbox allows a simple
implementation of a FIFO queue for interprocess
communications that are not resl time critical.

to communicate informetior from the operator to
TALLY and DISPLAY &s wull as by thse ALARM subpro-
cess to receive messages from every other subpro-
cess in the online aystem. Additionally, the mail-
box can perform specialized functions under VAX
11/780 ¥MS. It 1a used by COMMAND in conjunction
with terminal I/0 to trap unsolicited input from
the operator. MASTER also specifies a wuailbox at
process creation time to receive messages from VAX
11/780 VS about the status of a procesa vhich ter-
minstes abnormally.

e nowv turn to a discussion of sach mode of opera~
tion seperately.

Data Acquisition

The operation of the online roftware 1n the dara
acquisition mode is best illustrated if we make the
following assumptions.

1. Assume a uniform interarrival time for eveats
and denote the tfae between interrupts by I.

2. Assume each process consuaes the same asmount
of cpu time per eveat which we denote by P.

3. Finally, ve 4ignore the effects of context
switching and 1/0 requests.

With these assumptions the number of events
anslyzed by each process fov four values of I aver
a period NI is shown in Flg. 4. A3 can be seen
from the figure, when I=2¢ there s only time to
write the raw data to output tape. As I becomes
larger each dowmstream process comes closer o
analyzing all events until finally for values of
I>5P every process has time to analyze every svent.
1his simple example is somevhat misleading since it
also demonstrates that a multiprocessing architec—
ture is not the best solution for a sitnation in
which the event rate 1s uniform. It we relax
assumption 1 and assume a Poisson distributed
interarrival time with mean <I> we get a closer
approximation to the true system performance. This
case 1s shown in Fig. 5 for several values of <I>
and i» obtained by forming a weighted average of
the graphs in Fig. &4 with the Poisson distribution
as the weighting factor. It can be seen from Fig.
5 thact even for wvalues of <I> near 2P the down-
stream processes still have time to analyze a sub~-
sert of events. Additionally, the system adjusts
its response dynamically to the value of <I> as was
mantioned in the previous section.

Monitering

A detailed description of the monitoring procedures
required for the experimental apparatus 1is not
relevant to our discussion of the system architec-—
ture and as can be seen from Fig. 2 they are gll
incorporated into a single process. The central
point here 1= that the HONITORING process is able
to use the EVENISIN pzocess to obtain data (by
placing control information into a global section
shared between the two processes) thereby saving
considerable duplication of code required to read
tha CAMAC. Additionally, the MASTER process
automatically invokes the MONITORING system at the
request of the operator and places those processes
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not 1involved in the monitoring procadures in a
hibernsting state.

Replay

As nmentioned in the introduction to this section,
the Replay wmode is designed to accomplish a full
analysis of the experimental results offline. The
input to this mode of operation iz a rav data tape
produced by the "acquisition” mode. Architectur=
ally, the replay mode is sluost identical to the
system shown in Fig. l. The only differences sre
that the EVERTSIN process is replaced by TAPEIN and
tbat PERIODIC MONITORING is uo longer required.

Though the architecture 41s similar this wode
differs significantly from data acquisition in ite
operstion. Ghile the acquisition wmode allows for
concurrent operation the replay is completely syn-
chronous. Mo new event ia placed in the rev date
buffer until all the downstresm processes have
fully compieted their tasks.

TMPLEMENTATION

Until now we have been using the I:eru "process" to
denote both bp and d P

Por the implementation of the archicecture dis-
cussed above, we chose to use subprocesses rather
than detached processes. This choice 1s not criti-
cal to the following discussjon. The ume of sub-
proceases ali s~ for some simplification iIn the
fllocetion of various devices to the online systea
and has the advantage during the debugging phase
that one can usually recover from a hung system by
simply logging out and starting over.

Development Scheme

The portion of a multiprocessing architecture wmost
prone to error is that vhich has to do vith inter-
process aynchronization. Fortunately, for most
processes in the system there 1s a clear line of
demarcation between that portion of the code
required to handle interprocess communication and
the portion which is strictly applicarions related.
Consequently, we chose & "top down" implementation
scheme for the online software. A control "shell"
was defined for each subprocess which contained che
code Tequired for interprocess protocol, {mitisli-
zation and finalization. It provides the mechanism
for each process to transfer betweea modes and
hooke for the striccly applicarion related rou-
rines.

The first step in the implementation process wss to
code a versjon of the MASTER process and to set up
a shell for each of the subprocesses. This skale-
tal system was then tested to make sure that the
ovverall dzsign philosophy was sound. Once the
operation of the skeleta system was verified the
applications routines werc included.

Interprocess Synchronizetion

-In aldition tc the even. flags required for event
driven execution of the syatem, we are also using
global event flags to haodle the handshaking
required during the subprocess creation, initiali-~
zation and finalization. VAX 11/780 VMS provides
64 global event flags, divided into cwo
clusters,for applications uaers. Although this

nusber is wmore than adequate for tha job at hand,
some care must be taken in organization of the-
flags since it is nor possible to wait for a logi-
cal "or™ of event flags in more than one cluster.

Subprocess Creation - The MASTER process is respon—
sidle for creating ell the subproceases and insur~
ing that they have successfully completed their
initialization sequence (associating event flag
clusters, mapping global sections, etc.) The MAS-
TER process creates the sub in a

tial mammer with calls to the $CR.BFRC system ser—
vice routine. Creatiou of the next subprocess in
lins is not initisted until MASTER receives notifi-
cation (via global event flag) that the previous
subprocess has cowpleted its initislization, or
until a "timeout" occurra in MASTER.

Mode Initialiration = The initislization described
above which occurrs at subprocess creation time is
referred to a3 "one-time” initialization since it
must be done only when the online soltware is
brough wp in P for a run. In wddition
to the om—tue initislization there is also an
initialization procedure involved at the begiming
of each wmode of operation. Since the online
softwvare nust be able to switch between data
acquisition, monitoring, or replay mode fairly
quickly we prefer not to go through the creation
mequence for each different mode. Consequentiy, a
subprocess cannot depend on the loader to 1oitial~
ize variables. Mditiopally, rewinds wmust be
issued to tape drives, run numbers xzust be updated,
the CAMAC must be cleared as well as wnany other
miscellaneous items depending on the mode chosen-
Again cthe MASTER process handles this inicisliza~-
tion in a sequential manner, notifying each subpro-
cess via a unique global event flag to begin a
mode, psesing the mode information in the controf
global section, and waiting for successfull comple-
tion.

Mode finalization — As in the mode initialization
sequence described z2bove each subprocesses gen—
erally has one or more things to perform at the end
of each mode of operation. Mode finaltzatioa is
also handled in a sequential manner with a unique
event flag for each subprocess.

Event Driven Execution - Executicn of the cnline
system during data acquisition is controlled by
global event flags and buffer status arrays con-
tained in the HASSYNC global section and by the
priorities assigned to each subprocess under VAX
11/780 VMS. A schematic rtepresentaticn of the sub
process execution sejuence 18 ghown in Fig. 6. In
thia figure an event flag which initiates subpro=-
cess execution is representated by sn arrov from
the subprocess which sets it to the subprocess
which receives it. Upon having received the event
f.ag (from $WAITFR or $WFLOR) the subprocess, in
genersl, reads the event flsg cluster to determina
the sender. This information directs the suhpro~-
cess to the global section containing the data to
be processed.

It is at this point that the buffer status arrays
come into play. Since the giobal rections are
shared by more than one subprocess (up to four in
the case of BUFRAW and BUFPNL) and since we require
asynchronous operstion, some "interlock” mechanism
must be provided. This im accomplished by declar—
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ing an srray in MASSYNC for each evant buffer in
the system. The number of locatioms in the array
is equal to the naumber of subprocasses which
require sccess to the corresponding buffer and the
valus contained in each location signifi the
state of a buffer relative to the subproce
buffar can be in one of the three states listed
below.

1. Tot Done - This indicates that the buffer con=

tains data which requires the attention of tha
subprocesn.

2+ Musy - Indicates that a buffer 1s currently
locked by the subprocess and should not be
sccesssd hy others.

3. Done - Indicatea that the subprocess has com=
pleted its work on the data in the buffer and
that the buffer is available for s nev event.

By appropriate manipulatisn of these buffer status
arrays esach subprocess in the system directs the
axecution of the P This
point is crucial to the opsration of the aystem
since the buffer status errays together with multi-
ple buffers give the real time critical wub-
processes the capability to bypasa completely the
slower downstream subprocesses 1if the data rute
should juatify it

There is one special case nor covered in the gen-
eral scheme just described. If PREARALYSIS should
decide that an event is particularly interestirg,
the capebility exists to flag sny buffer ad & "spe-~
cial event". Each process in the system caun then
direct its sttention immedfately to that event giv-
ing it precedence over all others.

Implenentation Details

Some decails of our particular implementation are
given below.

User Interface - The COMMAND process employa a
table driven "action verb" parsing scheme allowing
both "key word" and pesitional parameteras. It also
provides an extensive set of help files and a
facilicty for processing indirect command files.
This interface has the advantage of being vary
flexible and of closely approximating the command
language available under VAX 11/780 VMS. COMMAND
also employs the "unsolicited input" feature of the
terminal driver. In this scheme, COMMAND mimply
associates a single mailbox with one or more termi-
nala (wvith the SASSIGN aysteu service) ani poats a
read request to the mailbox. If any of the termi-
nals receive input for which there ia no read pend-
ing a message identifying the terminal is written
to the mailbox. COMMAND can then issue a read
directly to the terminal to obtain the input
string. This feature has proven quite useful since
uore than one terminal can be assiguned to control
the operation of the online system. Additionally,
gince the terminals are allocated to the MASTER
process they are also available for 1/0 from any of
the subprocesses in the system.

Parsmeter Yiles - We have made avery effort in the
implementation to keep the system as '"table driven”
su pasaible. Toward this end, we have made exten—
sive use of ASCII files, accussible with the text

editor, to control tha fnitialization of the wsys-
tem. ‘the MASTER process, for exsaple, determines
from a file at the beginning of each mode of opars-
tion which procerzes are invol.ad, wb.t their
prioricies sho:14 be, and which eveut flags to use
in the inftiulfization sequence- The effort vas
well justified since the ability to change the con-
tiguration of the system .t will without a recompi-
lation “as p--ven to he invaluable oot vnly in tne
~esting phase but in the day to day operation of
the systea as vell.

Clobal Sections - Exc-pt fnr considarations of
spssd and afficiency, there are only two things
vhich prohibit an implementstion entirely in FOR-
TRAK 1I¢. The fire. of these has to dv vith the
fact that filer created for use as mapped globa'
sections must have the "User F{l- Open" bit wet in
the "File Options” fisld of the File Access Block.
This can be dJdone by setting up the File Access
Rlock 40 MACRO-i] with thz SFAN macro and i-suiog
SOPEN within the MACRO-11 rourine or ., providing a
"USEROPEN" rcutine for use vith “he FORTRAN 1V
"OPEN" etatemenc. Since the section files are dlsa
used w3 paging fil:s for the global section pages
the "Contiguous” bit ahould also be set in the Mile
Access Block. Zinslly, by setting the "Create If" bit
in the same field one need not worry about ‘rhether
one is creating or openiug files since the CRE/YE
macro %111 haandle this automaticallv. (2) The sec-
ond onsideration hes to do with the fa.t that
global sections can only be mapped into the virtual
sdéress space ca page boundaries. This presents 4
prcblem because the address s-ice to be .:».ped to
the sec~isc file appears in FORTRAL IV code as =»
CWMON block and the FORTRAN IV compiler currently
aligns these blocks on a lo~g word boundary. Since
each COMMOR Llock appears to the ~.nker ss a PSECT
with che Jeme name as tne l:ihelled common, one can
force page alignment by including a dummy MACKU-11
ror:ine in the link vhich containe a jrograr sec=
tion of the same name as the labelleu common, but
redefines th: aligment attribute to “PAGE". The
linker issies a warning diagnostic, but fc “tunarely
teker the correct course and starts the program
section on = page “oundary. (3)

Two othe: mincr problems were encountered wit'. the
use of mapped global secticns Eariy in our
development we Yad to increase the major system
perazeter GBLSECTIONS from its defaulr value of 40
to a new value of b0. This inerease was prompted
by the "SECTBLFUL" error messaje Irom VX 11/780
VMS vhen the SCRMPSC system waa invoked. The
second problem is due to the fact that when an
image exits some pages of the asection file may
remain in phyaizel memory. If another image tries
to mag *o this file or if one rries to delete it
the wmessage “FILE LOCKED BY ANOTHER USER" s
received. This persists until normal system
activity rorces the section pages back to tae ~ec-
tion file. The solution 1s c¢c s=xplicitly invoke
the S$UPDSEC rvstam eervice just before the image
exits which forces the section paxes to be writtey
back to the section file and all-ws the file to be
closed normally.

Maflboxes - So far we have encountered only one
relatively subtie problezm with mailboxes related to
their usc with "unsolicited inpur". The problem is
connected with the distinction between a "process™
and an executable image under VAX VMS 11/7B0 and
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sre in the real tise locp and conse=

manifests itself 1in the following way.
the cage of an imsge vhich cresstes a temporary
mailbox, associstes it to a termisal snd then exits
oormally. If one sgain executes that image within
the context of the came process (ie. without ln;—

quantly, nesd to be as efficient ae possible.
Aditionally, the specislired nature of their tasks
lends itsalf to a much more efficient implementa-
tion in MACRO-1l. Specifically, several levels of
ind £ are rTequired for TALLY while

ging out) the message SS§ SUFERSEDE im
from the $CREMBX system service routine. This is
because the previously created wsilbox was not
deleted vhen the image exited. Ghen the image then
associates tha newly created mailbox with the ter-
minal it will not receive any messages since they
are all spparantly Sent to the previously created
mailbox. One solution 1{s to sssociate a logical
name with the meflbox and have the image check to
sce 1if the mailbox already exists before calling
$CREMEX.

Quotas ard Frivileges - In order to accomodata an
online system invelving many wubprocesves we
created a specilal account with the AUTHORIZE pro~
wofm to provide the context in which to execute the
MASTER iImige. The minimal set of privileges
roquired for this account o support our configura-
ticn 18 given below.

GRPNAM = This 18 required becsuse the sub=
proceases are using logical nanes placed in
the group logical name tsble to refer to I/0
devices.

1.

2. ALTTRI - This privilege is needed because we
require real cime prinrities for some sub-
processes, The MASTEx nrocess sets Lnese
priorities at creatio. ne and during mode
iritialization.

3. TMPMEK - The MASTER grocc.s requires :his
privilege to create the mailboxes used for
interprocess communi.ation.

with the maximm
Vecy early n the
that the

We also provided
allowed value for
development pracess

the account
earh quota.
it became obvious

default quota 1ist supplied at process creation
time was not adequate for our purposes. Conse-
quently, ™e quota list is set up explicitly fer

each subprocess in MASTER baced on parameter ([ile
input. Since each subprocess in our system nas 2
rather specialized function, this has proven quite
useful -  The penalty for a poorly conmptructed quota
1ist can be a few hours of puzzlement. Either the
subprocess will not be created at all or ic will
wind up in a "Mutex Wait" state. The latter shows
up &8 an HWAIT gtcte with either the DCL SHOW SYS~-
TEM command or with the USER festure of the DISPLAY
utility. In principle, the problems with MWAIT can
be eolved with the §SETRWHM system service, although

we have w0 far not had to resort to this renedy.
The problems enconatered at subprocess creation
time are typically more subtle snd require the

aspecific_tion of a "terxinaiion matlbox" i1n the
SCREPRC system carvice routine. If tke subprocess
is not successfully created or if it terminates
gbnormally during executicn VAX 11/780G VMS will
write a termination mcizage Inta the wailvox which

can be read by the MASTER process to diagnose the
problem.
MACRO-11 Implementation = As mentioned in the

abstract the online system is implemented primarily
in FORTRAN IV PLUS. The two exceptions to cthis
rnle occur in PHEANALYSIS ard TALLY. Both of these

L]
PREANALYSIS requires mansgement of linked list data
structures for the tracking elgorithm. Although
TAPEOUT i1s implemented completely fn FORTRAN IV
PLUS it does make use of a MACRO-11 routine to mova
data between huffers. This routine is essentially
Jjust the MOVC3 instruction and gains about a factor
of two over the standard FORTRAN do loop. As wiil
he seen in the next sectina this use of MACRO-11
has been well justified- It should also be men~
tioned here that the enhanced instruction set of
the VAX 11/780 brings MACRO-I1 much closer to
higher level 1r ;:sges in ease of implementation.

SYSTEM PERFORMARCE
Performance Messurement

In order to measure the performance of the oniine

system the following test was performci.

1. A version of EVENTSIN was set up to read data
from magnetic taps rather than from the CAMAC
aystex.

2. The $SETIMR system service routine was
employed to provide a uniform cvent rate.

3. ¥Finally the $GETJPY rystem service routine was

used to get the total cpu time consumed during
the simulated run.

The "run" described above var perforued for four
uniforn event interarrival times, I, with 1000
events in each run. After subtracting the ~pu time
required for "initialization™ the cpu time per
event for each cf the real time subprocesses in the
bystem was comprted. Since the performance of che
[ALLY s:bprocess depeads on tha number of hirtc-
grams and scatterplots accumulated, a rtyrical
indirecc command file was erzcutea before each run
vwhich defired 21 histograms and 16 scatter plota.
This cpu time per event (in milliseconds) as well
as the number of events, W, handled by each subpro-

cesy 1s given in TABLE 1l for each value of T (al'>
glven in milliseconds).

TARLE 1

I=200 1I=100 1I=70 I=50

Subprocessa 1 N N T ms/av
TAPEOUT 1000 1930 1000 1000 7.6
PREANALYSIS Looe 97 967 683 55.8
TALLY 1000 967 252 17 4.3
ANALYSIS 248 64 n 7 510.5

A few words o[ expianation are in order about the

results in TABLE l.
1. The interarrival rimes listed in the table do
no* inclide tne time required to actually read
the dat. from the tape intos the raw data
tuffers.
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2. All the subprocessss listed in the table wers
run at real time priorities. The highest
(TAPEOUT) was set at 21 with prioritiss for
tha othsr subprocesses daecreasing by one in
the order they are shown in tbe table.

3.  Since the run vas meda with a uniform eveut
rate Za principle che d emm p
should hava gotten no avents at all as the
interarrival tinmes becanme smaller. The mmall
number of events processed by ANALTSIS and
TALLY for the smallar values of I is due to
the fact that there wvas a small amount of ter-
minal I/0 done while the tape was being ~esd.

4. Since the ANALYSIS subprocess is not fully
implementsd at this polnt its applications
portion was replaced with a simple 1loop
designed to consuse about ten times the cpu
time of PREARALYSIS.

Although vot specifically measursd in this teat,
the cpu time per evant for EVENTSIN wvhen reading
dats from the CAMAC system is roughly 7 mil-
liseconds.

VAX 11/7B0 VMS considerations

So far, the problems encoimtered vith tuning VAX
11/730 V™S to run the online system have been - :la-
tively minor and are discusaed below.

Subprocess working set size - At subprocess crea-
tion time the systemfchecks the values in the quota
list supplied to the SCREPRC syrtem service routine
against its own valucs set up hy the SYSGEN util-
ity. At our installation the value for the minar
system parameter PQL DWSQUOTA wan originslly se: to
100 pages which imposed a limit on the size of the
working eet for each subprocess. One can solve
this problem either by giving each subprocess the
EXQUOTA privilege or by running SYSGEN to change
the velue of PQL_DWSQUOTA. Ve took the laiter
course and set PUL_DWSQUOTA to 256 pages which is
more than alequate for our real time critical sub-
processes.

Global Section Page Fault Cluster Size - The per—
formance characteristics of the online system can
aleo be quite sensitive to the page rault cluster
sire parameter apecified to the SCRMPSC system ser-
vice. Apparently a subprocess pays a double
penalty for swapping when a significant portion of
the werking set conaists of shared  ages. Since
the pages of a mapped global section are used by
other processes they are not writtem to the pswap
file vhen a given process ia swapped out. Conma-
quently, il these pages are forced back to the sec-
tion file while the process is swapped out it musc
generate page faults to reaccess them when it 1s
again ready for execution. With our current full
megabyte of physical memory swapping is nut a sig-
nificant factor in the operation of thz raline sys-
ten« Moot of our developmant work, however, was
done with one half megabyte so thz spportunity *o
observe the ¢ffects discussed above was readily
available.

CONCLUSTONS

_As can be seen from the results of the the preced-
ing section the performance of the online sysrem

conforms clossly to our original design specifica~-
tions. Our dats tate is limited only by the epesd-
of the tape drive (currently about 145,000 bytes
per second) and we expect this to be the case even
vhen we go to Easter 6250 BPI drives. Additfon-
ally, we should be able tn preanalyze and tally
roughly half the events online evea with a wean
evant rate of 20 evente per mecond. Our satisfac-
tiou with the performance of the online tea 1is
due, in large part, to an extenzive design effort
undertaken by members of the sof’vare development
group which produced a complete design document
before implementation began. (4) The importance of
a well defined design phase in the development of
any rsal tiae system has long beer recognized and
our expsrience again confirms this helief.

In ratrospect, our experience with the developmen®
of a real time system on the VAX 11/780 has been &
pleasant one. We have found VAX 11/780 VMS to be
an 1y well d apd flexible ayatem
and we recommend it vithout hesitation for other
applications with cowparable computing require-
uents-
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