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THE M P - 1 4 DATA ACQUISITIOS STSTEH 

P. B. Madden, D. B a s s e t , 5 . J . Freedaan, ?> A. H a r r i s , 
C. P . Horna, H. J . Lnaty, J* H a p o l l t a n o , V. V n i l l e a i n 

Lawrence Berlceley Laboratory, B e r k e l e y , C a l i f o r n i a 94720 
Stanford U n i v e r s i t y , S t a n f o r d , C a l i f o r n i a 94305 

and U n i v e r s i t y o f B e w a i l , Hono lu lu , Hawai i 96822 

ABSTRACT 

He have developed a r e a l t ime s o f t w a r e ays test f o r t h e VAX 11 /780 which employs ten 
p r o c e s s e s coopera t ing c o n c u r r e n t l y i n t h e t a s k o f d a t a a c q u i s i t i o n and o n l i n e a n a l y s i s 
f o r the "Free Quark Search" experiment a t t h e new c o l l i d i n g beaa s t o r a g e r i n g f a c i l i t y 
(FEP) l o c a t e d a t the Stanford Linear A c c e l e r a t o r Center- The sys tem u t i l i z e s most o f the 
r e s o u r c e s a v a i l a b l e to t h e a p p l i c a t i o n s programmer under VAX 11 /780 VMS I n c l u d i n g i n t e r ­
p r o c e s s communication v i a m a i l b o x , g l o b a l e v e n t f l a g c l u s t e r , and mapped g l o b a l s e c t i o n , 
and l a w r i t t e n p r i m a r i l y I n FORTRAN IV PLUS w i t h t i n e c r i t i c a l p o r t i o n s In MACR0-11* A 
d i s c u s s i o n of the sys t em a r c h i t e c t u r e . Implementat ion and performance compr i ses the body 
o f t h i s a r t i c l e -

INTRODUCTION 

The Stanford Linear A c c e l e r a t o r Center (SLAC) l a a 
n a t i o n a l r e s e a r c h f a c i l i t y opera ted f o r the U> S. 
Department of Energy by Stanford U n i v e r s i t y f o r the 
purpose of performing exper iments In h igh energy 
p h y s i c s * Designed and c o n s t r u c t e d In a j o i n t 
e f f o r t i n v o l v i n g the Lawrence Berkeley Laboratory 
and SLAC, the " P o s i t r o n E l e c t r o n P r o j e c t " (PEP) i s 
nearinft comple t ion and s e v e r a l new exper imenta l 
d e t e c t o r s are under development t o f u l l y e x p l o i t 
t h e r e s e a r c n p o t e n t i a l o f t h i s new machine* 
S p e c i f i c a l l y , "PEP-14" d e s i g n a t e s one o f t h e s e 
d e t e c t o r s and the "Free Quark Llearch" i t I s 
d e s i g n e d to accomplish* 

Developed by p h y s i c i s t s from t h r e e I n s t i t u t i o n * i n 
a c o l l a b o r a t i v e e f f o r t the s o f t w a r e system has p r o ­
v e n I t s e f f e c t i v e n e s s a f t e r s e v e r a l months o f u s e , 
and r e p r e s e n t s one o f t •>. f i r s t f u l l implementa­
t i o n s a t FEP o f an o n l i n e system des igned s p e c i f i ­
c a l l y f o r the VAX 11/780* Although our d i s c u s s i o n 
h e r e i s n e c e s s a r i l y a p p l i c a t i o n dependent , the 
a r c h i t e c t u r e d e s c r i b e d below la q u i t e f l e x i b l e and 
conforms r e a d i l y to many s e t s o f Bystta: r e q u i r e ­
ments* 

HARDWARE CONFIGURATION 

D e t e c t o r 

The PEP-14 d e t e c t o r I s e s p e c i a l l y des igned t o look 
f o r e lementary p a r t i c l e s produced i n e l e c t r o n -
p o s i t r o n c o l l i s i o n s a t PEP which have an e l e c t r i c 
charge l e s s than that o f the e l e c t r o n - one d i s t i n ­
g u i s h i n g f e a t u r e of the f r e e quark* The apparatus 
c o n s i s t s of two i d e n t i c a l s e c t i o n s , arranged on 
o p p o s i t e s i d e s o f the i n t e r a c t i o n r e g i o n , each c o n ­
t a i n i n g f i v e m u l t i - w i r e p r o p o r t i o n a l chambers 
(MWPC's), n i n e l a y e r s of s c i n t i l l a t i o n c o u n t e r s , 
and one l a y e r of Cerenkov counter s* I t employs 456 
p h o t o - m u l t i p l i e r tubes to measure the energy d e p o ­
s i t e d by the charged p a r t i c l e s t r a v e r s i n g the s c i n ­
t i l l a t o r s and roughly 1800 channels o f anode 
readout i n the ten KVPC's. The MWPC cathode 

readout i s v i a d e l a y ] i n e ( f o u r per chamber) . 
S e v e r a l l a y e r s o f c o u n t e r s on each s i d e o f t h e 
I n t e r a c t i o n r e g i o n a r e a l s o used to measure t ime o f 
f l i g h t Informat ion* 

CAHAC 

The CAHAC sys tem r e q u i r e d t o support t h e d e t e c t o r 
c o n f i g u r a t i o n d e s c r i b e d above i n c l u d e s about 800 
c h a n n e l s o f ana log to d i g i t a l c o n v e r t e r s (ADC's) 
and 250 c h a n n e l s o f t ime to d i g i t a l c o n v e r t e r s 
( T D C s ) - A d d i t i o n a l l y , t h e r e i s s p e c i a l i z e d e l e c ­
t r o n i c s a s s o c i a t e d w i t n the anode w i r e and d e l a y 
l i n e readout i n the MWPC's. The sys tem r e q u i r e s 
two CAHAC oranches which i n t e r f a c e v i a SLAC b u i l t 
branch d r i v e r s through the SLAC Trunk UNIBUS Dr iver 
(STUD) t o the VAX. ( 1 ) The c y c l e t ime f o r the CAHAC 
I n t e r f a c e i s 4 microseconds and a f u l l readout o f 
data from the d e t e c t o r (about 1700 32 b i t words) 
r e q u i r e s about 10 m i l l i s e c o n d s * 

VAX 11/780 

The configuration of the VAX employed by PEP-14 for 
software development, data acquisition, hardware 
test ing, and i f f l ine analysis i s given belou* 

VAX 11/780 cpu 
Floatlsg point accelerator 
One megabyte: of physical memory 
One RF06 disk arive 
Two TtT-77 magnetic tape drives 
One VERSATEC l ine printer 
Two GRIHNELL visual display units 

The PEP-14 VAX is one of s ix purchased by PEP to 
support the online computing needs of experimental­
i s t s . Since VAX 11/760 VMS provides a fac i l i ty for 
concurrent programming in rORTRAN IV and a fu l l set 
of software development tools , the VAX 11/780 is 
Ideally suited to this task. Additionally, vith 
i t s 32 bi t word size and virtual memory operating 
system the VAX 11/780 Is also capable of handling 
much of the off l ine sc ient i f ic computing required 
by experimenters at SLAC* 

aiSTRiECTlC-, ^ ':'-
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DESTGH CORSttKRAIIONS KralCorlng 

The computing requirements for most high energy 
physIce experiments f e l l Into three categories: 
First , the online computer must handle the dera 
acquisition phase of the experiment; Secondly, the 
online machine is typically needed to monitor the 
state of the experimental apparatus; Finally, com­
puting support i s usually required for a ful l off­
l ine analysis of data collected during the acquisi­
tion phase* In the past, "acquisition" and "moni­
toring" were usually handled by a dedicated mini­
computer while offl ine analysis was accomplished on 
s larger mainframe- In this section we discuss the 
impact of each of the above mentioned categories on 
the PEP-X4 software design* 

Data Acquisition 

Any experiment of an exploratory nature presents 
special problems for the online software* Since we 
do not know beforehand exactly what to expect in 
terms of event rate or relative frequency of event 
type we must design a ays ten which car, deliver 
optimum performance over a wide range cf system 
Input parameters* He wi l l show in the next section 
that this requirement leads naturally to a mul­
tiprocessing architecture. In preparation for that 
discussion, an abbreviated l i s t of the system 
requirements is given below* 

WB begin with those requirements which generate 
real time critical code* 

Rl - The goal of the PEP-14 experiment i s to make a 
quantltlve determination of the probability of 
quark production at PEP* The accuracy of this 
determination depends on the total amount of data 
collected by the experiment* Since the moat valu­
able resource involved in an experiment at PEP i s 
the storage ring itself* the online software must 
be designed to collect as much dat* as possible 
while PEP i s running* Consequently. ~he highest 
priority item involves collecting the rsw data from 
the CAMAC system and moving i t to the output tape* 

R2 - Since the experiment requires the collection 
of a large amount of data i t becomes important to 
sample Che data online, convert some of i t to phy­
s ical quantities and perform a preliminary Analysis 
of a subset of the events tc ensure that the 
apparatus is functioning properly-

R3 - We know that most of the events collected dur­
ing the experiment wi l l not be crvclal to our 
results (except for the accuracy determination men­
tioned above) • Consequently, as many events as 
possible should be evaluated online in order to see 
which ones are potential quark candidates* 

R4 - A portion of the converted data should be col­
lected and put into histograms and scatterplots 
(tal l ied) so detector performance can be studied 
and preliminary physics results can be obtained 
over the duration of a data acquisition run* 

RS - If there is cpu time remaining, some fraction 
of the events (particularly quark candidates) 
should be subjected to a complete online analysis* 

Aa can be seen from the discussion in the previous 
section the PEP-14 detector and associated e lec­
tronics la sufficiently complex to require a set of 
computer assisted monitoring procedures* Although 
seemingly unrelated to the data acquisition 
software, these procedures do require access to the 
CAMAC system* In addition, a subset of these pro­
cedures must be executed just prior to every run of 
the acquisition software. I t auems reasonable 
therefore to Incorporate a consideration of these 
monitoring procedures into the design of the online 
system* This requirement wi l l be referred to In 
later discussions as "HI". 

Offline Analysis 

as mentioned In the introduction to this section a 
provision must be made for a fu l l analysis of the 
raw data tapes offline* Since the VAX 11/780 has 
the potential to handle this phase of the computing 
effort as well as the online work discussed ebove, 
lr. would be very advantageous i f the online 
software ware designed in such a way that i t could 
be employed in offl ine analysis* This poss lb l l l i ty 
was incorporated as a requirement Into our design 
considerations for the PEP-14 system and wil l be 
referred to In later discussions ss requirement 
"01". 

Overall System 

The following Is a l i s t of requirements which are 
l e s s real time c r i t i c a l , but equally important from 
the point view of a sound overall system design. 

51 - Apart from PEP another valuable resource in 
any experimental effort i s the time of the physi­
c i s t s Involved* Consequently, we require a good 
man/machine interface which wi l l allow the experi­
menters to control and monitor the operation of the 
online system* 

52 - In keeping with the requirement just men­
tioned, we need a flexible graphics display fac i l ­
i ty which allows the experimenters to see ac a 
glsnce the effect of a given event on the detector 
and to quickly evaluate any of the histograms and 
scatterplots accumulated by the system* 

53 - A centralized alarm message fac i l i ty i s 
required to ensure accurate reporting «nJ logging 
of system problems throughout the experiment* 

54 - Since the requireuents already considered 
Imply a multiproceESlng architecture, a procedure 
should be provided to automate as much aa posBlhle 
of the mechanics of process creation, i n i t i a l i s a ­
tion and direction* 

55 - Finally, a s tr ic t ly applications dependent 
requirement i s that the status of the PEP storage 
ring must be checked periodically and relevant data 
logged to the output tape* 

SYSTEM ARCHTTECTORE 

A schemat ic r e p r e s e n t a t i o n o f the system a r c h i t e c ­
t u r e and data f low i s shown i n Fig* 1* Each p r o ­
cess In the system (representsted by a circle) i s 
labeled by a process name ar-i the requirement i t i s 
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designed to sat is fy , while each of the sapped glo­
bal sections Is represented by a rectangle and 
labeled with the section name. This figure 
represents the configuration of the online software 
when operating In the "acquisition" mode. There 
are two other nodes of operation for the software 
syatea. One of these, "monitoring", Is much 
simpler architecturally and la shown In Fig. 2. 
The final mode, "replay", Is designed to handle the 
work of the offline analysis* As ve w i l l see In 
our discussion of this node the architecture of the 
online software peralta a rather elegant solution 
to the problem of offl ine analysis. A brief 
description of each process involved in the PEP-i* 
systea Is given below-

The PEP-14 Processes 

BVBNTSIN - The EVENTSXH process i s designed to 
function as the application software interface to 
the CAHAC system- Controlled by parameters placed 
in a global section by other processes, l c r«.ads 
e l l or sone subset of data froa the CAHAC when en 
Interrupt has occurred and places the data at 
predefined locations in the raw data buffer* This 
process aust be very fast to allow for high event 
rates. 

TAPEOUT - During data acquisition thla process i s 
responsible for noving the data froa the raw data 
buffer and onto the output tape. Very l i t t l e 
reformatting of data is involved here, but several 
event records must be blocked into a single physi­
cal record on tape* 

PREANALYSIS - Tula process contains the ainiaal 
amount of analysis required to determine if an 
event is a potential quark candidate and aust Ma­
ple as many events as possible online. It gets 
data fron the raw data buffer, converts i t to phy­
s ical quantities, does a preliminary reconstruction 
of the event, and moves i t s results to a 
preanalysis output buffer* 

TALLY - The TALLY process i s designed to look at 
selected locations in the various data buffers and 
col lect the data into histograms and scatterplots* 
The locations whose contents are to be tall ied are 
designated by the operator and can be changed while 
the system i s running* Tally must also be faat In 
order to gather sufficient s ta t i s t i c s over the 
course of a run* 

ANALYSIS - The ANALYSIS process i s responsible for 
the complete analysis of an event. I t takea the 
data from a Preanalysis output buffer, makes the 
best possible evaluation of each event, and aoves 
i t s results to an analysis output buffer* Particu­
larly Interesting events are written to the disk. 
Considering the si=e of i ts job this process i s 
expected to look at only a few events during the 
data acquisition phase of the experiment > 

ONE EVENT DISPLAY - This process i s responlble for 
displaying information on single events for the 
operator* It interfaces with the GRINNELL visual 
display units and produces a drawing of the experi­
mental apparatus with hits and tracks {based on 
data in the preanalysis or analysis buffers) super­
imposed* The operator can see immediately which 
sections of the counters and chambers were effected 
by the event. Additionally, an operator nay 

request a duap froa any of the three data buffers 
be directed co a user terminal or to the VERSATEC. 

DISPLAY * This process wi l l cause any of the h i s to ­
grams or scatterplots accumulated by the TALLY pro­
cess to fas displayed on the GRMMELL, a terminal or 
the VEISATEC* Any display can be called upon 
demand by the. operator or he may request that they 
be shown automatically at some time interval. 

COMMAND - The COMMAND process represents the user 
Interface to the online software. Through th i s 
process the user can communicate with the other 
processes to control the operation of the online 
systea* ( i e , which variables are to be ta l l i ed , 
which displays are act ive , when to s tart and atop 
the run, e t c . ) 

ALAIM - This process provides a uniform alarm 
reporting scheme for the system* Any process which 
encounters an alarm condition simply writes « 
unique prioritized alarm number into the ALARM 
mailbox. This nuaber Is Batched with the 
corresponding ASCII string in the ALARM process and 
the fu l l alarm message is output to the console. 
In addition to the Identifying alarm number, any 
process In the system aay also pass associated 
parameter values to ALARM which wi l l be output with 
the error aeaaage to aid the operator in diagnosing 
tha alarm condition* Alarm messages aay be 
suppressed or the severity of the alarm aay be 
changed by the operator via the COMMAND process* 

MASTER - Although the MASTER process i s not 
directly involved in the event driven execution of 
the system i t plays an important role during system 
in i t ia l izat ion and at the beginning and end of each 
run* MASTER Is responsible for the creation of 
each of the subprocesaes, for notifying then when 
they are supposed to participate in a particular 
mode of operation, and for deleting them at the end 
of a run* It also keeps track of experimental run 
end tape numbers and monitors the performance of 
the system by computing s t a t i s t i c s at the end of 
each run and receiving any termination mailbox mes­
sages from VAX 11/780 VMS. 

PERIODIC HONH0RING - This process i s responsible 
for checking the ststus of the PEP storagj ring at 
periodic Intervals (via a network from the PEP con­
trol computer) and notifying TAPEOUT to log the 
results to tht* data tape* 

As can be seen from the above descriptions there i s 
essential ly a one to one correspondence between 
processes and requirements. One exception to this 
statement i s requirement Rl which i s embodied in 
two processes, EVENTSIN and TAPEOUT. There are two 
reasons fot this sp l i t : First , the interarrival 
tine between Interrupts for our application is not 
uniform but i s more closely described by a Polsson 
distribution* By allowing the tape writing to 
operate concurrently with the CAMAC reading, and by 
placing multiple buffers between the two processes 
(currently five) we can withstand a higher mean 
event rate without losing events; Secondly, the 
EVENTSIN process can be replaced by a process which 
reads data from magnetic cape* This not only per­
mits testing of the online software with Monte 
Carlo data, but also allows the online software to 
be used for off l ine analysis (Replay mode}* 
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The second exception occurs in the process 
PREANALYSIS which combines requirements 22 and R3-
Both of these requirements are so crucial to the 
•xperlmi-nt that there Is no reason to prefer one 
over the other* Since there also Is considerable 
overlap between the data required for both require­
ments, a •ingle process Is clearly the best solu­
t ion. 

Happed Global Sections 

As shown In Fig. 1 there are s ix sapped global sec­
tions employed In the FEP-14 system* Two of these 
are used to pass control Information to the various 
processes while the remaining four are used for 
data storage* Among these last four there i s s t i l l 
another distinction to be made. Three of them are 
used to contain experimental data from events in 
various stages of analysis while the fourth con­
tains histograms and jcatterplota accumulated jver 
the duration of the run. Finally, those global 
sections which contain events are partitioned into 
several "buffers" each of which contains the dees 
from only one event- Throughout this discussion ve 
wi l l use the term "buffer" to refer to that portion 
of s global section which holds the data from a 
single event. A brief description of each section 
and Its use Is given below-

MASSYNC - This ia the control global section for 
the event driven operation of the software system-
It contains Information that the real time cr i t ical 
processes need to synchronize their operation and 
is used by the MASTER process to communicate the 
mode of operation) run number and other information 
characterizing the state of the run. 

COHGLOBAL - This global section Is used by the COM­
MAND process to communicate control information 
from the operator to the various processes. 

BOFRAW - This global section contains the f ive raw 
data buffers currently provided for data read from 
the CAMAC* This placement of multiple event 
"buffers" between processes i s an Important feature 
of the cnllne architecture since i t allows the 
higher priority processes to decouple themselves 
from the downstream processes while buffers are 
available. 

BUFPNL - This global section contains the five 
buffers currently provided for the preliminary 
results of PREANALYSIS. 

BUFANL- Two buffers arc provided in the HUFANL glo­
bal section for fully analyzed results of the 
ANALYSIS process. 

HBOOK - This global section holds the results accu­
mulated by the TALLY process. In order to handle 
the definition, accumulation and editing of h i s to ­
grams and scatterplots we l.ave chosen a general 
package, "HBOOK", which Is available from the Data 
Handling Division of the European Organization for 
Nuclear Research (CERN). 

Mailbox Communication 

The mailboxes employed by the online system are 
Shown In Fig. 3. The mailbox allows a simple 
Implementation of a FIFO queue for interprocess 
communications that are not real time c r i t i c a l . 

Consequently, i t Is employed by the COMMAND process 
to communicate Information from the operator to 
TALLY and DISPLAY as well as by the ALARM sufapro-
cess to receive messages from every other subpro-
eess in the online system* Additionally, the mall-
box can perform specialized functions under VAX 
11/780 VMS. It la used by COMMAND In conjunction 
with terminal I/O to trap unsolicited input from 
the operator* MASTER also specif ies a mailbox at 
process creation time to receive messages from VAX 
11/780 VMS about the ststus of a process which ter-
mlnstes abnormally. 

tie now turn to a discussion of each mode of opera­
tion seperstely. 

Data Acquisition 

The operation of the online 'toftware In the data 
acquisition mode Is best Illustrated If we make the 
following assumptions. 

1* Assume a uniform interarrlval time for events 
and denote the C4me between interrupts by I . 

2. Assume each process consumes the same amount 
of cpu time per event which we denote by P. 

3. Finally, we Ignore the effects of context 
switching and I/O requests. 

With these assumptions the number of events 
analyzed by each process fov four values of I over 
n period NI i s shown in Fig. &• As can be seen 
from the figure, when 1-2? there is only time to 
write the raw data to output tape. As I becomes 
larger each downstream process comes closer to 
analyzing a l l events until f inal ly for values of 
I>SP every process has time to analyze every event. 
This Simple example Is somewhat misleading since i t 
also demonstrates that a multiprocessing architec­
ture is not the best solution for a situation in 
which the event rate Is uniform. It we relax 
assumption 1 and assume a Pols son distributed 
interarrival time with mean <I> we get a closer 
approximation to the true system performance- This 
case la shown in Fig. 5 for several values of <I> 
and Is obtained by forming a weighted average of 
the graphs in Fig. 4 with the Poisson distribution 
aa the weighting factor. It can be seen from Fig. 
5 that even for values of <I> near 2P the down­
stream processes s t i l l have time to analyze a sub­
set of events. Additionally, the system adjusts 
Its response dynamically to the value of <I> as was 
mentioned in the previous section. 

Monitoring 

A detailed description of the monitoring procedures 
required for the experimental apparatus is not 
relevant to our discussion of the system architec­
ture and as can be seen from Fig. 2 they are a l l 
incorporated into a single process. The central 
point here Is that the MONITORING process i s able 
to use the EVENTS IN process to obtain data (by 
placing control information into a global section 
shared between the two processes) thereby saving 
considerable duplication of code required to read 
the CAMAC. Additionally, the MASTER process 
automatically invokes the MONITORING system at the 
request of the operator and places those processes 



not involved In the moni tor ing procedures In a 
h i b e r n a t i n g s t a t e * 

Replay 

A* mentioned i n the i n t r o d u c t i o n t o t h i s s e c t i o n , 
the Replay node is des igned to accomplish a f u l l 
a n a l y s i s of the experimental r e s u l t s o f f l i n e The 
Input to t h i s node of o p e r a t i o n i s a r e v data tape 
produced by the " a c q u i s i t i o n " mode. A r c h i t e c t u r ­
a l l y , the rep lay node I s a l a o s t i d e n t i c a l to the 
system shown In Pig* 1> The o n l y d i f f e r e n c e s a r e 
t h a t the EVEHTSIN p r o c e s s I s r e p l a c e d by TAPEIH and 
t h a t PERIODIC MONITORING i s no l o n g e r r e q u i r e d . 

Though the a r c h i t e c t u r e i s s i m i l a r t h i s mode 
d i f f e r s s i g n i f i c a n t l y from d e t a a c q u i s i t i o n In i t s 
o p e r a t i o n ' ttiile the a c q u i s i t i o n mode a l l o w s f o r 
concurrent o p e r a t i o n the r e p l a y i s c o m p l e t e l y s y n ­
chronous . K> new event i s p laced i n the raw data 
b u f f e r u n t i l a l l the downstream p r o c e s s e s have 
f u l l y completed t h e i r t a s k s . 

IHFLEHEMTATION 

U n t i l now we have been u s i n g the term "process" t o 
d e n o t e both aubproceases and detached p r o c e s s e s . 
For the Implementation of the a r c h i t e c t u r e d i s ­
cussed above , we chose t o use s u b p r o c e s s e s r s t h e r 
than detached p r o c e s s e s . This c h o i c e I s n o t c r i t i ­
c a l to the f o l l o w i n g d i s c u s s i o n . The uae of s u b -
p r o c e s s e s a l l ,!=.-•• Cor some s i m p l i f i c a t i o n In the 
f l l o c a t l o n of v a r i o u s d e v i c e s t o the o n l i n e sys tem 
and has the advantage during the debugging phase 
t h a t one can u s u a l l y r e c o v e r from a hung system by 
s imply l o g g i n g out and s t a r t i n g o v e r . 

Development Scheme 

The p o r t i o n of a m u l t i p r o c e s s i n g a r c h i t e c t u r e most 
prone to error Is tha t which has t o do w i t h i n t e r ­
p r o c e s s s y n c h r o n i z a t i o n . F o r t u n a t e l y , f o r moat 
p r o c e s s e s i n the system there i s a c l e a r l i n e o f 
demarcat ion between that p o r t i o n of the code 
required to handle i n t e r p r o c e s s communication and 
the p o r t i o n which Is s t r i c t l y a p p l i c a t i o n s r e l a t e d . 
Consequent ly , we chose a "top down" Implementation 
scheme for the o n l i n e s o f t w a r e . A c o n t r o l " s h e l l " 
was de f ined f o r each subprocess which conta ined ehe 
code required f o r I n t e r p r o c e s s p r o t o c o l , i n i t i a l i ­
z a t i o n and f i n a l l z a t l o n . I t prov ides the mechanism 
f o r each proces s to t r a n s f e r between modes and 
hooks for the s t r i c t l y a p p l i c a t i o n r e l a t e d r o u ­
t i n e s • 

The f i r s t s t e p In the Implementation p r o c e s s was t o 
code a v e r s i o n of the MASTER p r o c e s s and t o s e t up 
a s h e l l f o r each of the s u b p r o c e s s e s . This s k e l e ­
t a l system was then t e s t e d to make sure that the 
o v e r a l l dasifcn phi losophy was sound. Once the 
o p e r a t i o n of the s k e l e t a 1 . system was v e r i f i e d the 
a p p l i c a t i o n s r o u t i n e s were inc luded-

I n t e r p r o c e s s Synchronizat ion 

-In a d d i t i o n to the event, f l a g s required f o r event 
d r i v e n e x e c u t i o n o f the sys tem, we are a l s o us ing 
g l o b a l event f l a g s to handle the handshaking 
required during the subprocess c r e a t i o n , i n i t i a l i ­
z a t i o n and f i n a l l z a t i o n . VAX 11/780 VMS prov ides 
64 g l o b a l event f l a g s , d iv lded i n t o two 
c l u s t e r s , f o r a p p l i c a t i o n s uaera . Although t h i s 

number I s more than adequate f o r the j o b a t hand, 
soma c a r * must b e taken In o r g a n i z a t i o n o f t h e -
f l a g s s i n c e i t l a n o t p o s s i b l e t o w a i t f o r a l o g i ­
c a l "ox" o f e v e n t f l a g s i n more than o n e c l u s t e r -

Subprocess C r e a t i o n - The MASTER p r o c e s s i s r e s p o n ­
s i b l e f o r c r e a t i n g e l l the s u b p r o c e s s e s and I n s u r ­
ing t h a t t h e y have s u c c e s s f u l l y completed t h e i r 
I n i t i a l i z a t i o n sequence ( a s s o c i a t i n g e v e n t f l a g 
c l u s t e r s , mapping g l o b a l s e c t i o n s , e t c . ) The MAS-
TEE, p r o c e s s c r e a t e s the s u b p r o c e s s e s In a s e q u e n ­
t i a l manner w i t h c a l l s t o the SCREPRC sys tem s e r ­
v i c e r o u t i n e . C r e a t i o n o f the n e x t s u b p r o c e s s i n 
l i n e I s n o t I n i t i a t e d u n t i l HASTEK r e c e i v e s n o t i f i ­
c a t i o n ( v i a g l o b a l e v e n t f l a g ) t h a t the p r e v i o u s 
s u b p r o c e s s h a s completed i t s i n i t i a l i s a t i o n , o r 
u n t i l e " t imeout 1 1 occurra i n MASTER. 

Mode I n i t i a l i z a t i o n - The i n i t i a l i z a t i o n d e s c r i b e d 
above which o c c u r r s a t s u b p r o c e s s c r e a t i o n t ime I s 
r e f e r r e d t o ma "one-time** I n i t i a l i z a t i o n s i n c e i t 
must be done o n l y when the o n l i n e s o f t w a r e i s 
brought up In p r e p a r a t i o n f o r a run . In a d d i t i o n 
t o the "on e - t ime" i n i t i a l i z a t i o n t h e r e i s a l s o an 
i n i t i a l i z a t i o n procedure Involved a t the b e g i n n i n g 
o f each mode o f o p e r a t i o n . S ince t h e o n l i n e 
s o f t w a r e must b e a b l e to s w i t c h between data 
a c q u i s i t i o n , m o n i t o r i n g , o r r e p l a y mode f a i r l y 
q u i c k l y we p r e f e r not to go through t h e c r e a t i o n 
sequence f o r «ach d i f f e r e n t mode* Consequent ly , a 
s u b p r o c e s s cannot depend on the l o a d e r t o I n i t i a l ­
i z e v a r i a b l e s . A d d i t i o n a l l y , rewinds must be 
I s sued t o tape d r i v e s , run numbers must be updated , 
tha CAHAC must be c l e a r e d a s w e l l a s many o t h e r 
m i s c e l l a n e o u s i t e m s depending on the mode c h o s e n . 
Again the MASTER p r o c e s s h a n d l e s t h i s i n i t i a l i z a ­
t i o n i n a s e q u e n t i a l manner, n o t i f y i n g each s u b p r o -
c e s a v i a a unique g l o b a l e v e n t f l a g t o b e g i n a 
mode, p a s s i n g the mode in format ion in the c o n t r o l 
g l o b a l s e c t i o n , and w a l t i u g f o r s u c c e s s f u l ! comple­
t i o n . 

Mode f l n a l i z a t i o n - As i n the mode i n i t i a l i z a t i o n 
sequence d e s c r i b e d above each s u b p r o c e s s e s g e n ­
e r a l l y has one o r more t h i n g s t o perform at the end 
of each mode of o p e r a t i o n . Mode f I n a l i z a t l o n Is 
a l s o handled i n a s e q u e n t i a l manner with a unique 
e v e n t f l a g f o r each s u b p r o c e s s . 

Event Driven Execut ion - E x e c u t i o n o f the o n l i n e 
sys t em dur ing data a c q u i s i t i o n i s c o n t r o l l e d by 
g l o b a l e v e n t f l a g s and b u f f e r s t a t u s a r r a y s c o n ­
t a i n e d In the MASSYNC g l o b a l s e c t i o n and by the 
p r i o r i t i e s a s s i g n e d to each s u b p r o c e s s under VAX 
11/780 VMS. A schemat ic r e p r e s e n t a t l c n o f the sub-
p r o c e s s e x e c u t i o n sequence i s shown In F i g . 6. In 
t h i s f i g u r e an event f l a g which i n i t i a t e s s u b p r o ­
c e s s e x e c u t i o n i s r e p r e s e n t a t e d by an arrow from 
the subproces s which s e t s i t to the subproces s 
which r e c e i v e s i t . Upon having r e c e i v e d tha e v e n t 
fxag (from $WAITFR o r $WFL0R) the s u b p r o c e s s . In 
g e n e r a l , r e a d s the e v e n t f l a g c l u s t e r to de termine 
the s e n d e r . This in format ion d i r e c t s the aubpro-
c e s s t o the g l o b a l s e c t i o n c o n t a i n i n g the data to 
be p r o c e s s e d . 

I t I s a t t h i s p o i n t that the b u f f e r s t a t u s a r r a y s 
come i n t o p l a y . S in ce the g l o b a l r e c t i o n s are 
shared by more than one subproces s (up to four i n 
the c a s e o f BVFRAW and BUFFHL) and s i n c e we r e q u i r e 
asynchronous o p e r a t i o n , some " i n t e r l o c k " mechanism 
must be p r o v i d e d . This la accompl i shed by d e c l a r -



log an array In HASSWC for each event buffer In 
the aystee* Hie number of locations In the array 
Is equal to the nueber of subprocesses which 
require access to the correspond Ins, buffer and the 
value contained in each location s ignif ies the 
state of a buffer relative to the subprocess* A 
buffer can be In one of the three states l i s ted 
belov. 

1. Hat Done - This indicates that the buffer con­
tains data which requires the attention of the 
eubprocesa* 

2. Busy - Indicates that a buffer Is currently 
locked by the subprocess and should not be 
accessed by others. 

3 . Done - Indicates that the subprocess has com­
pleted i t s work on the data in the buffer and 
that the buffer Is available for a new event* 

By appropriate manipulation of these buffer status 
arrays each subprocess In the system directs the 
execution of the downstream subprocesses. This 
point Is crucial to the operation of the system 
since the buffer status errays together with multi­
ple buffers give the reel time cr i t ica l sub-
processes the capability to bypass completely the 
slower downstream subprocesses i f the data rate 
should justify i t t 

There is one special case not covered in the gen­
eral scheme just described. If PREANALYSIS should 
decide that an event is particularly interesting, 
the capability exists to flag any buffer es s "spe­
c ia l event". Each process In the system can then 
direct i t s attention Immediately to that event giv­
ing i t precedence over al l others. 

Implementation Details 

Some details of our particular Implementation are 
given below. 

User Interface - The COMMAND process employs & 
cable driven "action verb" parsing scheme allowing 
both "key w&rd" and positional parameters. It also 
provides an extensive set of help f i l e s and a 
fac i l i ty for processing indirect command f i l e s . 
This interface has the advantage of being very 
flexible and of closely approximating the command 
language available under VAX 11/780 VMS. COMMAND 
also employs the "unsolicited input" feeture of the 
terminal driver. In this scheme, COMMAND simply 
associates a single mailbox with one or more termi­
nals (with the $ AS SIGN systeu service) ai..1 posts a 
read request to the mailbox. If any of the termi­
nals receive input for which there Is no read pend­
ing a message identifying the terminal i s written 
to the mailbox• COMMAND can then issue a read 
d irec t ly to the terminal to ob tain the input 
string. This feature has proven quite useful since 
more than one terminal can be assigned to control 
the operation of the online system. Additionally, 
since the terminals are allocated to the MASTER 
process they are also available for 1/0 from any of 
the subprocesses in the system* 

Parameter r*Ues - We have made every effort in the 
implementation to keep the system as "table driven" 
as possible. Toward this end, we have made exten­
sive use of ASCII f i l e s , accessible with the text 

editor, to control the Ini t ia l i sat ion of the sys­
tem* die MASTER process, for example, determiner 
from a f i l e at the beginning of each mode of opera­
tion which procerses are Invol.ad, wh.t their 
priori t ies should be, and which evtr.it flags to use 
in the in i t ia l i sat ion sequence- The effort was 
wall just i f ied since the abi l i ty to change the con­
figuration of the system .>t wi l l without a recompl-
latlon : as p—ven to be Invaluable not only In tne 
..estlne, phase but in the day to day operation of 
the system as v n l l . 

Global Sections - Exc-pt for considerations of 
speed and efficiency, there ere only two things 
which prohibit an implementation entirely in F0R-
TJUUI IV* The firs:, of these has to do with the 
fact that f i l er created for use as mapped globa1 

sections must have Che **Jser *!!•> Open" bit set In 
the "File Options" field of the File Access Block. 
This can be done by sett ing up the File Access 
•lock In MACRO-U with ths $FAB macro and issuing 
SOFEH within the MACR0-1I routine or ^ providing a 
"GSEROFEir reJtine for use ufth Lhe FORTRAN IV 
"OPES" statement. Since the section f i l e s are disc 
used *>3 paging f l l i s for the global section pages 
the "Contiguous" b i t should also be set in the Pile 
Access Slock. ?inally, by sett ing the "Create If" bi t 
In the seme f ie ld one need not worry about whether 
one i s creating or opening f i l e s since the $CREt-mCZ 
macro wil l handle this automatically. (2) The sec­
ond consideration has to do with the fa'.t that 
global sections can only be mapped into the virtual 
address space en page boundaries. This presents -i 
prcblem because the address S'.;re to be .-.:•.-ped to 
the ser*iOii f i l e appears in FORTRAN IV code as r, 
COMMON block and the FORTRAN IV compiler currently 
aligns these blocks on a lo~g word boundary. Since 
each COMMON block appears to the inker as a PSECT 
with the jeae nvne as tne labelled common, one can 
force page alignment by including a dummy HACRu-U 
rov^lng In the link which contains a Trogram sec­
tion of th«! same name as the labelled common, but 
redefines the alignment attribute to "PACE". The 
linker issues a earning diagnostic, but ft "tunately 
taken the correct course and starts the program 
section on a page L-oundary. (3) 

Two othei minor pioblems were encountered wit', the 
use of mapped global sections Early in our 
development wc had to increase the major system 
parameter GBLSECTI0N5 from i t s default value of 40 
to a new value of bO. This increase was prompted 
by the "SECTBLFUL" error message Zrom VAX il /780 
VMS when the SCRMPSC system was invoked. The 
second problem i s due to the fact that when an 
Image exits some pages of th£ section f i l e may 
remain in physical memory. If another Image tr ies 
to mao to this f i l e or if one cries to delete i t 
the message "FILE LOCKED BY ANOTHER USER" is 
received. This persists until normal system 
activity rorces the section pages back to tne -ec-
tion f i l e - The solution is EG expl ic i t ly invoke 
the $DPDSEC Fvstem service just before the image 
exits which forces t.he section pa^es to be written 
back to the section f i l e and allows the f i l e to be 
closed normally* 

Mailboxes - So far we have encountered only one 
relatively subtle problsm with mailboxes related to 
their use with "unsolicited input". The problem is 
connected with the distinction between a "process" 
and an executable image under VAX VMS 11/780 and 
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m a n i f e s t ! I t s e l f In the f o l l o w i n g way. Consider 
the c a s e o f an Image which c r e a t e s a temporary 
m a i l b o x , a s s o c i a t e s i t to a t e r r i j a l and then e x i t s 
normal ly . If one aga in e x e c u t e s t h a t Image w i t h i n 
the c o n t e x t o f the sane p r o c e s s ( i e . w i t h o u t l o g ­
g ing o u t ) the message SS$_SDFERSEDE i s r e c e i v e d 
from the $CREMK system s e r v i c e r o u t i n e - This i s 
because the p r e v i o u s l y c r e a t e d mai lbox vas n o t 
d e l e t e d when the Image e x i t e d . When the Image than 
a s s o c i a t e s ttm newly c r e a t e d mai lbox w i t h t h e t e r ­
minal i t w i l l not r e c e i v e any messages s i n c e they 
are a l l apparent ly s e n t to the p r e v i o u s l y c r e a t e d 
mailbox* One s o l u t i o n I s t o a s s o c i a t e a l o g i c a l 
name w i t h the m i i l b o x and have the image check to 
s e e i f the mailbox a lready e x i s t s b e f o r e c a l l i n g 
SCREWRX. 

Quotas and P r i v i l e g e s - In order to accomodate an 
o n l i n e system i n v o l v i n g many subproceseea we 
c r e a t e d a s p e c i a l account w i t h the AUTHORIZE p r o -
biTies t o provld> the c o n t e x t i n which to e x e c u t e the 
MASTER Im^ge. The minimal s e t o f p r i v i l e g e s 
required f o r th iJ account to support our c o n f l g u r a -
t i c n i s g i v e n be low. 

1 . GRPNAH - This i s required because the s u b -
p r o c e s s e s are us ing l o g i c a l names placed i n 
the group l o g i c a l namr t a b l e to r e f e r to I /O 
d e v i c e s . 

2 . ALTO I - This p r i v i l e g e i s needed because we 
r e q u i r e r e a l tlr;e p r i o r i t i e s f o r some s u b -
p r o c e s s e s . The MASTE« p r o c e s s s e t s tnese 
p r i o r i t i e s a t c r e a t i o . i e and during mode 
i n i t i a l i z a t i o n -

3 . TMPMBX - The MASTER p r o e m s r e q u i r e s t h i s 
p r i v i l e g e to c r e a t e the mai lboxes used f o r 
i n t e r p r o c e s s communication. 

We a l s o provided the account w i th the maximum 
al lowed va lue for earh quota . Veiry e a r l y ••n the 
development proces s i t became o b v i o u s tha t the 
d e f a u l t quota l i s t suppl ied a t p r o c e s s c r e a t i o n 
jimo was not adequate for our p u r p o s e s . Conse­
q u e n t l y , ''he quota l i s t i s sec up e x p l i c i t l y f o r 
each subprocess in MASTER based on parameter f i l e 
input< Since each subprocess i n our system has a 
r a t h e r s p e c i a l i z e d f u n c t i o n , t h i s has proven q u i t e 
u s e f u l ' The p e n a l t y f o r s poor ly c o n s t r u c t e d quota 
l i s t can be a f»w hours o f puzzlement* E i t h er the 
subprocess w i l l not be c r e a t e d a t a l l or i c w i l l 
wind up in a "Muttx Us i t " s t a t e . The l a t t e r shows 
up as an HWAIT s t a t e wi th e i t h e r the DCL SHOW SYS­
TEM command or wi th the USER f e a t u r e o f the DISPLAY 
u t i l i t y . In p r i n c i p l e , the problems with MWAIT can 
be solved wi th the $SETRHM system s e r v i c e , a l though 
we have so f a r n o t had t o r e s o r t t o t h i s remedy• 
The problems encountered a t subproces s c r e a t i o n 
time are t y p i c a l l y more s u b t l e and require the 
a p e t . l f i c - . t l o n of a. " t enLlna i lon mailbox" i n the 
$CREPRC system s a r v i c e rout ine* Zf the subprocess 
Is not s u c c e s s f u l l y crea ted or i f i t t e rminate s 
abnormally during e x e c u t i o n VAX 11 / / 6 0 VMS w i l l 
w r i t e a terminat ion message in to th* mai lbox which 
can be read by the MASTER p r o c e s s t o d i a g n o s e the 
problem* 

MACRO-11 Implementation - As mentioned in the 
a b s t r a c t the o n l i n e system 1B Implemented pr imar i ly 
i n SORTRAN IV PLUS. The two e x c e p t i o n s t o t h i s 
r u l e occur in PREANALYSIS and TALLY. Both of these 

s u b p r o c e s s e s a r c In t h e r e a l t ime l o o p and cons*- , 
q u e n t l y , need t o b e a s e f f i c i e n t a s p o s s i b l e . 
A d d i t i o n a l l y , the s p e c i a l i z e d n a t u r e o f t h e i r t a s k s 
l e n d s i t s e l f t o a much more e f f i c i e n t implementa­
t i o n In HACRO-11. S p e c i f i c a l l y , s e v e r a l l e v e l s o f 
i n d i r e c t a d d r e s s i n g are r e q u i r e d f o r TALLY w h i l e 
PREANALYSIS r e q u i r e s management o f l i n k e d l i s t d a t a 
s t r u c t u r e s f o r t h e t r a c k i n g a l g o r i t h m . Although 
TAFEOOT i s implemented c o m p l e t e l y f n FORTRAN IT 
PLUS i t d o c s make u s e o f «. MACRO-11 r o u t i n e t o move 
d a t e between b u f f e r s . This r o u t i n e i s e s s e n t i a l l y 
j u s t the M0VC3 i n s t r u c t i o n and g a i n s about a f a c t o r 
o f two o v e r the s tandard FORTRAN do l o o p . As w i l l 
be s e e n In the n e x t s e c t i o n t h i s u s e o f MACRO-11 
has been w e l l j u s t i f i e d . I t should a l s o b e men­
t i o n e d h e r e t h a t the enhanced i n s t r u c t i o n s e t o f 
t h e VAX 11 /780 b r i n g s HACRO-I1 much c l o s e r to 
h i g h e r l e v e l lr. s t a g e s i n e a s e o f Implementa t ion ' 

SYSTEM PERFORMANCE 

Performance Measurement 

In o r d e r t o measure the performance o f the o n l i n e 
sys t em the f o l l o w i n g t e s t was performed -

1. A v e r s i o n o f EVERTS IN was s e t up t o resd d a t a 
from magnet ic tape r a t h e r than from the CAMAC 
a y s t e s . 

2- The SSETIMR sys tem s e r v i c e r o u t i n e was 
employed to prov ide a uniform e v e n t r a t e . 

3 . F i n a i l v t h e $GETJPI sys tem s e r v i c e r o u t i n e was 
used t o g e t the t o t a l rpu t-'-me consumed dur ing 
the s i m u l a t e d run . 

The "run" d e s c r i b e d above was performed f o r four 
uniform rrvent i n t e r a r r l v a l t i n e s , I , w i th 1000 
e v e n t s In each r u n . After s u b t r a c t i n g the >-.pu t ime 
required f o r " i n i t i a l i z a t i o n " the cpu t ime per 
e v e n t f a r each c f the r e a l time s u b p r o c e s s e s in the 
t .ystea was comp>ted» S inc» the performance o f the 
TALLY S'.bprocess depends on th* number o f h i s t o ­
grams and s c a t t e r p l o t s accumulated , a t y - j c a J 
i n d i r e c t command f i l e was e r i c u t e a b e f o r e each run 
which d e f i n e d 21 h i s tograms and 16 s c a t t e r p l o t s . 
This cpu t ime per e v e n t ( i n m i l l i s e c o n d i ) a s w e l l 
a s t h e number of e v e n t s , N, handled by each s u b p r o ­
c e s s i s g i v e n in TABLE I f o r each v a l u e o f I ( a l ' i 
g i v e n In m i l l i s e c o n d s ) . 

TABLE I 

1-200 1-100 1-70 1-50 
Subprocess H N N V ms/^v 

TAPEOUT 1000 1030 1000 1000 7 .6 
PREANALYSIS 1000 997 967 683 55.ti 
TALLY 1000 967 252 17 4 . 3 
ANALYSIS 248 64 in 7 5 1 0 . 5 

A few words o i e x p l a n a t i o n are In o r d e r about the 
r e s u l t s in TABLE I . 

I . The i n t e r a r r l v a l rimes l i B t e d i n '.he t a b l e do 
no" i n c l u d e tne time required to a c t u a l l y read 
the daf. from the t%pe i n t o the raw d a t a 

v u f f e r s . 
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2. A l l the subproces se s l i s t e d In t h e t a b l e were 
run a t r e a l t ime p r i o r i t i e s - The h i g h e s t 
(TARODT) was s e t a t 21 w i t h p r i o r i t i e s f o r 
the o ther subproceasea d e c r e a s i n g by one In 
the order they are shown In the t a b l e * 

3 . S ince the run was aade w i t h a uniform eveut 
r a t * i n p r i n c i p l e the downstream p r o c e s s e s 
should have g o t t e n DO e v e n t s a t a l l as t h e 
l n t e r a r r l v a l t i n e s became s m a l l e r . The smal l 
•umber o f event s processed by ANALYSIS and 
TALLY f o r the s m a l l e r v a l u e s o f I i s due t o 
the f a c t tha t t h e r e waa a smal l amount o f t e r ­
minal I/O done w h i l e the tape waa b e i n g read . 

4 . S i n c t the ANALYSIS s u b p r o c e s s i s n o t f u l l y 
Implemented a t t h i s p o i n t I t s a p p l i c a t i o n s 
p o r t i o n was replaced w i t h a s imple l o o p 
des igned to consume about t e n t imes t h e cpu 
time of PREANALYSIS. 

Although not s p e c i f i c a l l y measured i n t h i s t e s t , 
t h e cpu t i n e per event f o r EVEMTSIH vhen reading 
d a t a from the CAHAC system i s roughly 7 B i l ­
l i s e c o n d s . 

VAX 11/7B0 VMS c o n s i d e r a t i o n * 

So f a r , the problems encountered trith tuning VAX 
11 /730 VMS to run the o n l i n e system have been ' d a ­
t i v e l y minor and a r e d i s c u s s e d b e l o w . 

Subprocess working Bet s i z e - At s u b p r o c e s s c r e a ­
t i o n time the sys ten^checks the v a l u e s in the quota 
l i s t suppl ied to the SCREPRC syetem s e r v i c e r o u t i n e 
a g a i n s t I t s own v a l u e s s e t up by the SYSGEN u t i l ­
i t y * At our I n s t a l l a t i o n the v a l u e f o r th« minor 
system parameter PQL_DWSQUOTA was o r i g i n a l l y set: t o 
100 pages which Imposed a l i m i t on the s i z e o f the 

working s e t for each s u b p r o c e s s - One can s o l v e 
t h i s problem e i t h e r by g i v i n g each subpro*:ess the 
EXQUOTA p r i v i l e g e or by running SYSGEN t o change 
t h e va lue of PqLJJWSQUOTA. Ue took the l a t t e r 
cou rse and s e t P(<I.__DUSQU0TA t o 256 pages which i s 
more than adequate for our r e a l t ime c r i t i c a l s u b -
p r o c e s s e s . 

Global S e c t i o n Page Fault C l u s t e r S i z e - The p e r ­
formance c h a r a c t e r i s t i c s o f the o n l i n e system cao 
a l s o be q u i t e s e n s i t i v e to the page x a u l t c l u s t e r 
s i z e parameter s p e c i f i e d to the SCRMPSC system s e r ­
v i c e > Apparently a subproces s pays a double 
p e n a l t y for swapping when a s i g n i f i c a n t p o r t i o n o f 
t h e working s e t c o n s i s t s o f shared p a g e s . S ince 
the pages of a mapped g l o b a l s e c t i o n are used by 
o t h e r p r o c e s s e s they are not w r i t t e n to the swap 
f i l e when a g i v e n proces s i s swapped o u t - Conse­
q u e n t l y , i i these pages are forced back to the s e c ­
t i o n f i l e w h i l e the process i s swapped out i t muse 
g e n e r a t e page f a u l t s to r e a c c e s s them vhen i t i s 
aga in ready f o r e x e c u t i o n . With our c u r r e n t f u l l 
megabyte of p h y s i c a l memory swapping i s nut a s i g ­
n i f i c a n t f a c t o r in the o p e r a t i o n o f t b s rs i l lne s y s ­
tem. Moat of our development work, however, was 
done with one h a l f megabyte so th'j opportun i ty *o 
observe the e f f e c t s d i s c u s s e d above was r e a d i l y 
a v a i l a b l e . 

CONCLUSIONS 

As can be Been from the r e s u l t s o f the the p r e c e d ­
ing s e c t i o n the performance o f the o n l i n e system 

conforms c l o s e l y t o our o r i g i n a l d e s i g n • p a c i f i c a ­
t i o n s * Our d a t a r a t e I s l i m i t e d o n l y by t h e speed-
o f tha tape d r i v e ( c u r r e n t l y about 145 ,000 b y t e s 
par second) and we e x p e c t t h i s t o b e the c a s e even 
when v i go t o f a s t e r 6250 BPI d r i v e s . A d d i t i o n ­
a l l y , we should be a b l e to p r c a n a l y z e and t a l l y 
rough ly h a l f t h e e v e n t s o n l i n e e v e n w i t h a mean 
e v e n t r a t e o f 20 e v e n t s per s e c o n d . Our s a t i s f a c ­
t i o n w i t h t h e performance o f t h e o n l i n e system I s 
d u e , In l a r g e part* to an e x t e n s i v e d e s i g n e f f o r t 
undertaken b y members o f t h e s o f t w a r e development 
group which produced a comple te d e s i g n document 
b e f o r e implementat ion began . ( 4 ) The Importance o f 
a w e l l d e f i n e d d e s i g n phaae i n the development o f 
any r e a l t i m e sys t em has l o n g been r e c o g n i z e d and 
our e x p e r i e n c e a g a i n conf i rms t h i s b e l i e f . 

In r e t r o s p e c t , our e x p e r i e n c e w i t h the development 1, 
o f a r e a l t ime sys t em on the VAX 11 /780 has been * 
p l e a s a n t o n e . Ue have found VAX 11/780 VMS t o be 
an e x t r e m e l y w e l l documented and f l e x i b l e system 
and we recommend i t w i thout h e s i t a t i o n f o r o t h e r 
a p p l i c a t i o n s w i t h comparable computing r e q u i r e ­
m e n t s . 
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