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Abstract

Background: The ideal participants for Alzheimer’s disease (AD) clinical trials would

show cognitive decline in the absence of treatment (i.e., placebo arm) and would also

respond to the therapeutic intervention.

Objective: To investigate if predictive models can be an effective tool for identifying

and excluding people unlikely to show cognitive decline as an enrichment strategy in

AD trials.

Method: We used data from the placebo arms of two phase 3, double-blind tri-

als, EXPEDITION and EXPEDITION2. Patients had 18 months of follow-up. Based

on the longitudinal data from the placebo arm, we classified participants into two

groups: one showed cognitive decline (any negative slope) and the other showed no

cognitive decline (slope is zero or positive) on the Alzheimer’s Disease Assessment

Scale–Cognitive subscale (ADAS-cog).Weused baseline data for EXPEDITION to train

regression-based classifiers and machine learning classifiers to estimate probability

of cognitive decline. Models were applied to EXPEDITION2 data to assess predicted

performance in an independent sample. Features used in predictive models included

baselinedemographics, apolipoproteinE ε4genotype, neuropsychological scores, func-
tional scores, and volumetric magnetic resonance imaging.

Result: In EXPEDITION, 46.3% of placebo-treated patients showed no cognitive

decline and the proportionwas similar in EXPEDITION2 (45.6%).Models had high sen-

sitivity and modest specificity in both the training (EXPEDITION) and replication sam-

ples (EXPEDITION2) for detecting the stable group. Positive predictive valueofmodels

was higher than the base prevalence of cognitive decline, and negative predictive value

of models were higher than the base rate of participants who had stable cognition.

Conclusion: Excluding personswith AD unlikely to decline from the active and placebo

arms of clinical trials using predictivemodelsmay boost the power of AD trials through

selective inclusion of participants expected to decline.
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1 INTRODUCTION

Alzheimer’s disease (AD) is the most common primary neurodegener-

ative disorder of late life. The costs and burden of caring for patients

with AD is expected to expand as the population ages.1 AD drug devel-

opment has been extraordinarily difficult, with a failure rate of clini-

cal trials of more than 99% over the last two decades.2 These failures

have led to debate about the potential deficiencies in our understand-

ing of the pathogenesis of AD and potential pitfalls in diagnosis, choice

of therapeutic targets, development of drug candidates, and design of

clinical trials.3

Biological and phenotypic heterogeneity poses a major challenge

in selection of eligible participants, in the identification of therapeu-

tic targets, and in estimation of trial sample sizes.4 Individual rates of

cognitive decline are highly variable from person to person with AD.5

For a disease-modifying therapy (DMT), treatment is expected to slow

cognitive decline relative to more rapid decline in the placebo group.

But not all placebo-treated patients decline within the timeframe of

AD trials, which reduces the power to detect differences in rate of

decline between the active treatment group and the placebo group.6

We define decline as any worsening of cognitive status or functional

status at final follow-up time. If people not likely to decline are enrolled

in studies of potentially DMTs, treatment effects may be underesti-

matedor completelymisseddue to lackof significant progression in the

placebo arm.

Lack of decline in someparticipants enrolled in trialsmight be due to

absence of AD pathology or contribution of non-AD pathology to cog-

nitive impairment. Studies of amyloid imaging in patients recruited to

clinical trials show that up to 50% of cases with mild cognitive impair-

ment (MCI) and 20% of those with mild dementia do not have a mea-

surable amyloid plaque burden and do not meet biomarker criteria for

AD.7 While using neuroimaging and cerebrospinal fluid (CSF) studies

to detect presence of AD pathology reduces biological heterogene-

ity, it does not account for other sources of heterogeneity in rate of

decline of individuals in treatment trials.8,9 AD pathology often co-

exists with other pathologies that contribute to neurodegeneration,

cognitive decline, and ultimately dementia.10 In fact, post mortem stud-

ies have consistently shown that in persons with dementia, >50% had

mixed pathologies and multiple pathological diagnosis (AD, vascular

dementia, Parkinson’s disease, and Lewy body disease) at the time of

death.10,11 Therefore, even using biomarkers to confirm presence of

AD pathology (i.e., amyloid or tau) prior to enrollment of participants

in a trial will not entirely eliminate the problem imposed by natural bio-

logical heterogeneity.

One strategy to approach this problem and simultaneously boost

the power of trials is to enroll only individuals likely to show cogni-

tive progression based on data-driven predictive models.9 While mod-

els for quantitative risk prediction for ADhave been available formany

years, these models have not been incorporated into the design of

AD clinical trials. Approaches to predicting disease progression vary

widely along at least three key dimensions: the operational definition

of the outcome being predicted, the candidate indicators used for pre-

diction, and the nature of the statisticalmodel used tomake the predic-

tion.

In this study, we aimed to determine the proportion of placebo-

treated patients who do not decline in two AD trials to develop mod-

els that predict lack of decline in placebo-treated patients in one trial

based on either logistic regression (LR) or machine learning (ML) mod-

els and to validate thesemodels in an independent study. To accomplish

these three goals, we used data from the placebo arm of two identi-

cal phase 3 trials of solanezumab versus placebo for the treatment of

mild-to-moderate AD. In EXPEDITION we developed predictive mod-

els to estimate rate of cognitive decline in personswith AD. In EXPEDI-

TION2 we validated these models. We then consider the implications

of our findings for the design and powering of AD treatment trials.

2 METHODS

2.1 Study design and participants

Data from the placebo armof twophase 3 clinical trials of solanezumab

for mild-to-moderate AD were used for this study: EXPEDITION and

EXPEDITION2. These trials were conducted by Eli Lilly and Com-

pany between May 2009 and June 2012 to evaluate the efficacy of

solanezumab, a humanized monoclonal antibody that preferentially

binds to soluble forms of amyloid, for treatment of AD. These trials

did not demonstrate significant differences between active drug and

placebo on cognition or functional ability of study participants.12 The

research protocol was approved by the institutional review board at

each institutionwhere the trialwas conducted, and all participants pro-

videdwritten informed consent.

Details of these studies, including recruitment and methods, have

been reported.12 In brief, both trials involved otherwise healthy

patients, 55 years of age or older, who had mild-to-moderate ADwith-

out depression.Diagnosis followed the criteria of theNational Institute

ofNeurological andCommunicativeDisorders andStroke–Alzheimer’s

Disease andRelatedDisordersAssociation.13 Mild-to-moderate status

was determined on the basis of a score of 16 to 26 on theMini-Mental

State Examination (MMSE; score range, 0–30, with higher scores indi-

catingbetter cognitive function).14 Theabsenceof depressionwasdoc-

umented on the basis of a score of 6 or less on the Geriatric Depres-

sion Scale (GDS; score range, 0–15, with higher scores indicating more

severe depression).15 Participants were randomly assigned to receive
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solanezumab or placebo. Only data from the placebo arm of the trial

were used. Concurrent treatment with other Food and Drug Adminis-

tration (FDA)-approved treatments for AD (cholinesterase inhibitors

and/or memantine) was allowed. Additional inclusion criteria for the

current analysis required baseline magnetic resonance imaging (MRI)

measures and completion of study (18 months of follow-up). A total of

506 patients in EXPEDITION and 519 patients in EXPEDITION2 were

assigned to receive placebo; 365 patients from EXPEDITION and 395

patients from EXPEDITION2met criteria for our analysis.

2.1.1 Clinical outcome measures

Outcome measures for the trials included the 11- or 14-item cog-

nitive subscale of the Alzheimer’s Disease Assessment Scale (ADAS-

Cog11 [score range, 0–70] and ADAS-Cog14 [score range, 0–90],

with higher scores indicating greater cognitive impairment) 16 and

the Alzheimer’s Disease Cooperative Study–Activities of Daily Living

(ADCS-ADL) scale (score range, 0–78, with lower scores indicating

worse functioning).17 Therefore, based on the primary endpoints of tri-

als (ADAS-Cog11 and ADCS-ADL), primary outcomes for our analysis

are defined as follows:

∙ Change in cognitive status: based on longitudinal ADAS-Cog11 data

at both 15 and 18 months of follow-up participants were divided into

two groups: (1) stable cognition (SC) group, which included individ-

uals with either no change in cognitive function or improvement in

cognitive function (i.e., ADAS-Cog1115months – ADAS-Cog11baseline

≤ 0 OR ADAS-Cog1118months – ADAS-Cog11baseline ≤ 0); and (2)

declining cognition (DC) group, which included individuals that

showed decline in cognitive function at both 15 and 18 months

of follow-up (i.e., ADAS-Cog15months – ADAS-Cogbaseline> 0 AND

ADAS-Cog18months – ADAS-Cogbaseline> 0).

∙ Change in functional status: based on longitudinal ADCS-ADL data

at both 15 and 18 months of follow-up participants were divided

into two groups: (1) stable function (SF) group, which included indi-

viduals with either no change in functional status or improvement

in functional status (i.e., ADCS-ADL15months – ADCS-ADLbaseline ≥

0 OR ADCS-ADL18months – ADCS-ADLbaseline ≥ 0); and (2) declin-

ing function (DF) group, which included individuals that showed

decline in functional function at both 15 and 18 months of follow-

up (i.e., ADCS-ADL15months – ADCS-ADL baseline< 0 AND ADCS-

ADL18months – ADCS-ADLbaseline< 0).

Most measures of cognition and function, including ADAS-Cog and

ADCS-ADL, are prone to measurement error and day-to-day (or visit-

to-visit) variability. Therefore, to decrease influence of measurement

error and variability on our outcome, we opted to use measures of

ADAS-Cog and ADCS-ADL at both 15 and 18 months of follow-up (as

summarized above) to differentiate true cognitive or functional decline

from false detection of decline.

While using the method described above captures statistically sig-

nificant changes in ADAS-Cog scores, this may not equate to clinically

RESEARCH INCONTEXT

1. Systematic Review: The ideal participants for Alzheimer’s

disease (AD) clinical trials would show cognitive decline

in the absence of treatment (i.e., placebo arm) and would

also respond to the therapeutic intervention. Identifying

such participants for AD trials has proven to be challeng-

ing.

2. Interpretation: Our study indicates that by using base-

line data and predictive models (i.e., regression-based or

machine learning classifiers), we can effectively predict

disease progression in a trial population. These models

could be used to improve patient selection and enrich AD

trials.

3. Future Directions: Recent AD trials have moved toward

using amyloid and tau biomarkers as part of enrollment

criteria. Future research should be conducted using mul-

timodal data fromnew clinical trials, which have collected

comprehensive biomarker data, to explore validity and

generalizability of thesemodels.

relevant changes.18 There is no clear gold standard to define cognitive

status outcomes for “decliners versus stable,“ but clinically and from

the patient’s viewpoint, any decline in cognition is undesirable. Fig-

ure 1 depicts the rate of cognitive decline based on ADAS-Cog at dif-

ferent follow-up times.Median change in ADAS-Cog at 5, 9, 12, 15, and

18 months of follow-up was 0, 1, 1, 3, and 3, respectively. It has been

suggested that 3 or more points decline on the ADAS-Cog may be an

appropriate minimal clinically relevant change (MCRC) that should be

used in clinical studies.18 Therefore, in a supplementary analysis, we

used the following definition for cognitive status outcome to develop

and validate the predictivemodels:

F IGURE 1 Change in Alzheimer’s Disease Assessment
Scale–Cognitive subscale score at different follow-up timeframes
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∙ MCRC in cognitive status outcome: Based on longitudinal ADAS-

Cog11 data at both 15 and 18 months of follow-up participants were

divided into two groups: (1) SC group, which included individuals

with either no change in cognitive function or improvement in cog-

nitive function (i.e., ADAS-Cog1115months – ADAS-cog11baseline< 4

OR ADAS-Cog1118months – ADAS-Cog11baseline< 4) and (2) DC

group, which included individuals that showed decline in cogni-

tive function at both 15 and 18 months of follow-up (i.e., ADAS-

Cog15months – ADAS-Cogbaseline ≥ 3 AND ADAS-Cog18months –

ADAS-Cogbaseline ≥ 3).

2.2 Study features and predictors

The following measures were available at screening or baseline (initial

visit after enrollment) visits for most patients who met the criteria for

inclusion in this study andwere used in predictivemodels:

∙ Demographics: age, sex, years of formal education

∙ Genomics: number of apolipoprotein E (APOE) ε4 alleles (0, 1, 2)
∙ Clinical characteristics: GDS, concurrent treatment with

cholinesterase inhibitors and/or memantine (yes or no), Clinical

Dementia Rating Sum of Boxes (CDR-SB)19

∙ Cognitive measures: ADAS-Cog11, MMSE total score at screening

visit, MMSE total score at baseline visit

∙ Functional measures: ADCS-ADL, the European Quality of Life—5

Dimensions (EQ-5D) scale (Proxy version),20 the Quality of Life in

Alzheimer’s Disease (QOL-AD) scale21

∙ MRImeasures: left hippocampal volume, right hippocampal volume,

ventricular volume (sum of lateral and third ventricles), and total

brain volume.

As normalization of data has proven to improve performance of

machine learning models and is essential when predictors have differ-

ent ranges,22 all continuous variables were standardized using the fol-

lowing formula: z =
x−𝜇

𝜎
; where X= score, μ=mean, and σ= standard

deviation. The MRI measures had a normal distribution in our sam-

ple and therefore converting measures using the standard score was

deemed appropriate for our purpose. Total intracranial volume (TICV)

was not available for patients; therefore, MRI measures were not cor-

rected for ICV.

2.3 Data analysis

2.3.1 Predictive models and feature selection

Thegoal of predictivemodelingwas topartition thepatients enrolled in

the study into groups, one that did not show cognitive decline or func-

tional decline during the timeframe of trial (18 months) and another

group that showeddiseaseprogression anddeclining cognitionor func-

tion during the same timeframe. Two different methods were used for

prediction:

∙ Standard (traditional) multivariate analysis using LR. Definitions of

“traditional” multivariate statistical modeling for prediction and its

differences with ML have been discussed at length in the litera-

ture, yet the distinction is not clear-cut.23 Studies comparing per-

formance of ML models versus traditional multivariate models such

as LRs have shown mixed results.24,25 Purposeful feature selection

is particularly important for LR models as multicollinearity and high

dimensionality of features has proven to substantially decrease per-

formance of these models.26 Therefore, to reduce the number of

predictors, we then created a parsimonious model by sequentially

removing variables from the full model. A backward selection pro-

cedure was applied to select predictors into the final logistic model.

A Bayes information criterion (BIC) versus model size plot was cre-

ated to determine the number of variables in the final parsimonious

model.27 Furthermore, wemade sure that additional variables in the

model did not significantly improve the C-statistic, and there was

also aminimal loss in the calibration with this approach.

∙ Machine learning predictive model. While many ML models have

proven to be effective tools for predictions of outcomes in AD, in

a previous study we showed that the ensemble ML models per-

form better than otherMLmodels in predicting clinical outcomes.28

Therefore, we used an ensemble linear discriminant (ELD) classifier

for prediction of outcomes in this study. ELD is among the family

of classification methods known as ensemble learning, in which the

output of an ensemble of simple and low-accuracy classifiers trained

on subsets of features are combined (e.g., by weighted average of

the individual decisions), so that the resulting ensembledecision rule

has a higher accuracy than that obtained by each of the individual

classifiers.29,30 Details of this approach are provided elsewhere.31

Statistical analysis was performed using SPSS (IBM, Inc., version 20)

andMATLAB (version 2020a).

2.3.2 Analytical approach

We used baseline data from the EXPEDITION trial to train classifiers

to contrast between individuals based on their longitudinal cognitive

outcome (i.e., cognitive subgroupsof SCandDC). Subsequently, trained

models were validated using baseline data from EXPEDITION2 data.

Predicted outcome of models were compared with actual longitudinal

data at 15 and 18months of follow-up. General analytical approach for

training and validation of models to contrast subgroups based on cog-

nitive function is summarized in Figure 2. A similar approach was used

to train and validate models to classify individuals based on their func-

tional status to stable function and declining functional subgroups. The

overall performance of each model was calculated based on the per-

centage of correct classification (accuracy), sensitivity, specificity, pos-

itive predictive value (PPV), and negative predictive value (NPV).

The results from predictive models were compared to actual longi-

tudinal data at 12 and23months of follow-up. Theoverall performance

of each model was calculated based on the percentage of correct clas-

sification (accuracy), sensitivity, specificity, PPV, and NPV. AMcNemar
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F IGURE 2 Study design. Data from EXPEDITION trial was used for training and data from EXPEDITION2 trial was used for validation.
Participants were classified to two groups based on the longitudinal change in ADAS-Cog score at 15months and confirmed at 18months of
follow-up (see text for details). Models were trained to classify participants of training dataset (left block). Subsequently, the newly developed
model was applied to the validation dataset to predict if they will have decline in cognition or will remain cognitively stable in longitudinal
follow-up (right block). ADAS-Cog, Alzheimer’s Disease Assessment Scale–Cognitive subscale; SC, stable cognition; DC, declining cognition

testwasused to compare thepairwise performanceof classifications at

95%confidence level (α = 0.05): z =
Sab−Sba√
Sab−Sba

, where Sab refers to the

samples correctly classified in classification a, but incorrectly classified

in classification b, and Sba indicates the samples that are misclassified

in classification a, but correctly classified in classification b.32

3 RESULTS

3.1 Baseline characteristics

There were no significant differences between the placebo arm of

EXPEDITION 1 and EXPEDTION 2 with respect to age, sex, or edu-

cational level (Table 1). Across groups, 55.2% to 60.5% of participants

were APOE ε4 positive, with no significant imbalances. Approximately

90% of the patients in EXPEDITION and 93% of the patients in EXPE-

DITION2 were being treated with cholinesterase inhibitors, meman-

tine, or both at baseline. Both studies included patients with mild-to-

moderate AD, with a mean (± standard deviation [SD]) MMSE score

of 21.0 ± 3.2 in EXPEDITION and 20.8 ± 3.6 in EXPEDITON 2. In the

placebo armof EXPEDITION, 53.7%of participantswho completed the

trial showed cognitive decline (Figure 3) and 60.5% showed functional

decline. In the placebo arm of EXPEDITION2 among those who com-

pleted the trial, 54.4% of patients showed cognitive decline and 65.3%

showed functional decline.

3.2 Models for predicting cognitive outcomes

The results for performance of all models developed for prediction of

cognitive outcomes are summarized in Table 2. Based on the backward

selection criteria, a total of five variables were selected for the final

LRmodel including age, MMSE (at screening visit), CDR, ADAS-Cog11,

and ventricular volume. The relative importance of each predictor in

classification by LRmodel in the training sample was 34.3% (age), 8.6%

(MMSE), 17.4% (CDR-SB), 12.4% (ADAS-Cog11), and 27.3% (ventric-

ular volume). In EXPEDITION (training sample), LR models achieved

a sensitivity of 67.8% and specificity of 59.1% in classifying patients

to cognitively stable and decliner groups. In EXPEDITON2 (validation

sample), the model showed sensitivity and specificity of 64.2% and

53.3%, respectively. ELD models showed comparable performance in

classification. In EXPEDITON, ELDmodels showed sensitivity of 71.4%

and specificity of 55.0%, and in EXPEDITON2, models showed sensi-

tivity of 68.8% and specificity of 51.7%. Therewas no significant differ-

ence between classification performance of LR and ELDmodels in val-

idation sample (McNemar Chi-square with Yates’s correction = 0.16,

P= .68).

In a supplementary analysis, we usedMCRCof three ormore on the

ADAS-Cog as the outcome of models. Based on this outcome, 42.8% of

patients in the EXPEDITION trial and 42.6% of patients in the EXPE-

DITION2 trial showed cognitive decline (Figure 3). Using this new out-

come led to decrease in sensitivity of models and increase in speci-

ficity. In the training sample (EXPEDITION), LR models had sensitiv-

ity of 47.4% and specificity of 76.2% in classifying patients to cogni-

tively stable and decliner groups and in the validation sample (EXPE-

DITON2), the model showed sensitivity and specificity of 54.2% and

71.8%, respectively (Table 3). ELD models showed sensitivity of 45.4%

and specificity of 80.6% in the training sample (EXPEDITON), and sen-

sitivity of 49.4% and specificity of 75.9%. There was no significant

difference between classification performance of LR and ELD mod-

els in validation sample (McNemar Chi-square with Yates’s correc-

tion= 0.01, P= .84).
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TABLE 1 Demographic and baseline clinical characteristics of the patients

EXPEDITION EXPEDITION2

Characteristic1 All Declinera Stablea All Declinera Stablea

Sample size, N (%) 365 (100) 199 (53.7) 166 (46.3) 395 (100) 215 (54.4) 180 (45.6)

Age (year) 74.5± 7.8 74.5± 7.5 74.5± 8.2 72.1± 7.7 71.4± 8.1 72.9± 7.2

Education (year) 12.7± 3.9 12.9± 4.0 12.5± 3.8 11.6± 4.1 12.0± 4.0 11.2± 4.1

Sex, men, N (%) 156 (42.7) 92 (46.9) 64 (37.9) 177 (44.8) 103 (47.9) 74 (41.1)

APOE ε4 carrier, N% 221 (60.5) 113 (57.5) 108 (63.5) 218 (55.2) 125 (58.1) 93 (51.7)

Antidementia therapy, N (%) 329 (90.1) 185 (64.4) 144 (85.2) 366 (92.7) 200 (93.0) 166 (92.2)

GDS 1.7± 1.4 1.6± 1.4 1.8± 1.5 2.2± 1.6 2.2± 1.6 2.1± 1.5

MMSE score 21.0± 3.2 20.4± 3.1 21.8± 3.1 20.8± 3.6 20.6± 3.5 21.2± 3.5

ADAS-Cog11 score 21.2± 8.1 22.0± 8.7 20.3± 7.3 22.4± 3.6 20.7± 9.2 22.1± 8.5

ADCS-ADL score 62.5± 10.7 60.9± 11.0 64.3± 10.2 60.7± 12.3 59.0± 12.8 62.8± 11.4

Total brain volume (cm3) 1005.3± 105.9 997.8± 110.7 1013.0± 106.7 1009± 106.0 1006.5± 104.2 1012.3± 108.2

Note. Plus–minus values aremeans± SD.
aBased on change in ADAS-Cog11 score at 15 and 18months.

Abbreviations: ADAS-cog, Alzheimer’s Disease Assessment Scale Cognitive subscale; ADCS-ADL, Alzheimer’s Disease Cooperative Study–Activities of Daily

Living; APOE, apolipoprotein E; GDS, Geriatric Depression Scale; MMSE,Mini-Mental State Examination; SD, standard deviation.

F IGURE 3 Percentage of patients withDeclining or Stable Cognition based on any change on ADAS-Cog score or minimal clinically relevant
change (MCRC) on Alzheimer’s Disease Assessment Scale–Cognitive subscale score

4 MODELS FOR PREDICTING FUNCTIONAL
OUTCOMES

Results of models developed for prediction of functional outcomes

are summarized in Table 4. Four features were selected for LR models

for prediction of functional outcome, which included CDR-SB, ADAS-

Cog11, ADCS-ADL, and ventricular volume. The relative importance of

each predictor in classification by the LR model in the training sample

was 16.0% (CDR-SB), 25.7% (ADAS-Cog11), 21.9% (ADCS-ADL), and

36.4% (ventricular volume). Sensitivity and specificity of LR models

in the training sample (EXPEDITION) were 81.4% and 41.0%, respec-

tively. Sensitivity and specificity of LR models in the validation sample

(EXPEDITION2) were 74.4% and 46.7%, respectively. ELD model in

the training sample showed classification sensitivity of 83.7% and
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TABLE 2 Performance of predictivemodels in classifying patients with stable cognition from patients with declining cognition

Model Sample

Sensitivity,

% (95%CI)

Specificity,

% (95%CI) PPV, % (95%CI) NPV, % (95%CI) AUC

Base

rate, %a

LR EXPEDITION

(training)

67.8 (60.8–74.3) 59.1 (62.4–66.6) 65.8 (61.4–70.3) 61.3 (55.6–66.8) 0.68 53.7

EXPEDITION2

(validation)

64.2 (57.4–70.6) 53.3 (45.8–60.8) 62.2 (57.7–66.4) 55.5 (49.9+1.0) 0.62 54.4

ELD EXPEDITION

(training)

71.4 (64.5–77.6) 55.0 (47.2–65.6) 64.8 (60.4–69.0) 62.4 (56.2–68.3) 0.66 53.7

EXPEDITION2

(validation)

68.4 (61.7–74.5) 51.7 (44.1–59.2) 62.8 (58.6–66.8) 57.7 (51.8–63.5) 0.62 54.4

aBase rate of cognitive decline (change of> 0 from baseline ADAS-cog score) in the sample using longitudinal data at both 15 and 18months.

Abbreviations: AUC, area under the curve; CI, confidence interval; ELD, ensemble linear discriminantmodel; LR, logistic regression; NPV, negative predictive

value; PPV, positive predictive value.

TABLE 3 Performance of predictivemodels in classifying patients with stable functional status from patients with declining functional status

Model Sample

Sensitivity,

% (95%CI)

Specificity,

% (95%CI) PPV, % (95%CI) NPV, % (95%CI) AUC

Base

rate, %a

LR EXPEDITION

(training)

81.4 (75.6–86.3) 41.0 (32.9–49.4) 60.5 (55.3–65.6) 59.0 (50.6–66.9) 0.67 60.5

EXPEDITION2

(validation)

74.4 (98.6–79.6) 46.7 (38.2–55.4) 72.4 (68.9–75.6) 49.2 (42.4–56.0) 0.63 65.3

ELD EXPEDITION

(training)

83.7 (78.2–88.3) 30.5 (23.2–38.7) 64.9 (62.1–67.6) 55.0 (45.4–64.2) 0.65 60.5

EXPEDITION2

(validation)

84.9 (79.9–89.0) 37.2 (29.1–45.9) 71.8 (68.9–74.5) 56.7 (47.6–65.2) 0.68 65.3

aBase rate of functional decline (change of< 0 from baseline ADCS-ADL score) in the sample at both 15 and 18months

Abbreviations:ADCS-ADL,Alzheimer’sDiseaseCooperative Study–Activities ofDaily Living;AUC, areaunder the curve;CI, confidence interval; ELD, ensem-

ble linear discriminantmodel; LR, logistic regression; NPV, negative predictive value; PPV, positive predictive value.

TABLE 4 Performance of predictivemodels in classifying patients with clinically meaningful cognitive decline from patients with no
meaningful decline cognition

Model Sample

Sensitivity,

% (95%CI)

Specificity,

% (95%CI) PPV, % (95%CI) NPV, % (95%CI) AUC

Base

rate, %a

LR EXPEDITION

(training)

47.4 (39.3–55.6) 76.2 (69.8–81.8) 59.8 (52.6–66.7) 66.0 (62.1–69.6) 0.67 42.8%

EXPEDITION2

(validation)

54.2 (46.3–62.0) 71.8 (65.5–77.6) 58.8 (52.6–64.8) 67.9 (63.8–71.8) 0.63 42.6%

ELD EXPEDITION

(training)

45.4 (37.4–53.7) 80.6 (74.5–85.7) 63.6 (55.8–70.8) 66.4 (62.8–69.8) 0.67 42.8%

EXPEDITION2

(validation)

49.4 (41.6–57.3) 75.9 (69.8–81.3) 60.3 (37.6–47.6) 66.9 (63.1–70.5) 0.63 42.6%

aBase rate of clinically meaningful cognitive decline (change of ≥3 from baseline ADAS-Cog score) in the sample using longitudinal data at both 15 and 18

months

Abbreviations: ADAS-Cog, Alzheimer’s Disease Assessment Scale—Cognitive subscale; AUC, area under the curve; CI, confidence interval; ELD, ensemble

linear discriminantmodel; LR, logistic regression; NPV, negative predictive value; PPV, positive predictive value.

specificity of 30.5%. In the validation sample, ELDmodels had sensitiv-

ity of 84.9 and specifity of 37.2%. There was no significant difference

between classification performance of LR and ELD models in the val-

idation sample (McNemar chi-square with Yates’s correction = 0.19,

P= .16).

5 DISCUSSION

In this study, we showed that models developed using baseline data

from one trial can effectively predict probability of longitudinal cog-

nitive or functional decline in that trial and in an independent trial.
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Predictive performance of LR classifiers and ELD models were sim-

ilar. When cognitive outcome was defined as any cognitive decline

observed on ADAS-Cog score, models for prediction of cognitive

decline had PPVs ranging from 62.8% to 65.8%, which was approxi-

mately 10% higher than base rate of cognitive decline observed in the

longitudinal follow-up. When cognitive outcome was defined as mini-

mal clinically significant decline based on ADAS-Cog score, models for

prediction of cognitive decline had PPVs ranging from 58.8% to 63.6%,

which was at least 15% higher than base rate of clinically significant

cognitive decline observed in the longitudinal follow-up.

The idea of targeting a subgroup of AD patients in trials to assess

treatment effects is not new.33 In fact, in recent years many drug tri-

als for prodromal AD or mild-to-moderate AD have been recruiting

patients with an inclusion criterion based on amyloid positron emis-

sion tomography (PET) positivity34 or CSF amyloid and tau.35 This

approach increases efficacy of trials by decreasing heterogeneity in

the study population and ensuring that the target for the treatment

drug (e.g., amyloid) is present in the enrolled patients. Although enroll-

ment criteria have greatly evolved over the last decades, becoming

stricter with the addition of in vivo biomarkers as part of inclusion

criteria, up to 40% of enrolled participants do not show disease pro-

gression during the timeframe of study.9 Inclusion of such participants

decreases the power of trials in finding effective treatments. Predic-

tive models such as those developed in current study can increase this

power by enriching in thosemost likely to progress during the course of

the trial.

Clinical trials in AD generally collect a large set of measures from

participants spanningmultiple cognitive and functional tests andavari-

ety of different types of biomarker data. These measures have grown

in number and quality over the years. Typically, inclusion or exclusion is

basedona threshold-baseddichotomous classificationof themeasures

collected in the screening visit and prior to randomization. For exam-

ple, in some studies, patients are included only if the amyloid level is

more than a cutoff value on amyloid PET imaging. This threshold-based

dichotomous classification approach has its own drawbacks, includ-

ing susceptibility to diagnostic misclassification (i.e., high false positive

rate), and increasing need to conduct prescreening on a much larger

population.36 Multivariate predictive models do not solely rely on the

absolute value of the features and account for patterns in the rela-

tionship between the features, which may improve participant selec-

tion and decrease the associated costs and burden of trial by boosting

power. Our results indicate that even by using a relatively small fea-

ture set consistingofdemographics,APOE ε4status, cognitive and func-
tional measures, andMRI volumetrics, classifiers are effective tools for

prediction of clinical disease progression in the setting of trials.

In this study, performance of ELD classifiers was similar to LR

models. Previous studies comparing performance of ML models ver-

sus conventional multivariate models such as LRs have shown mixed

results.24,25 The feature selection process may contribute to the dif-

ferences in findings among studies. High-dimensional data can intro-

duce noise to multivariate models, and together with small number of

subjects (high feature/subject ratio) can result in over-fitting.37 In the

current study, for LR-basedmodels, we purposefully selected themost

informative features to avoid multicollinearity and overfitting. We ran

LR-based models without any feature selection and found that perfor-

mance of LR-based models significantly decreases (results not shown).

Onepotential advantage of ensembleMLmodels—such as ELD—is that

part of the feature-selection process is embedded in themodels, which

decreases the need for additional feature engineering steps.

Previous studies have shown that different measures, such as neu-

ropsychological tests, genomic risk scores, MRI or PET measures, or

other CSF and blood-based biomarkers can predict cognitive trajec-

tories in older adults in different stages of AD.24,38–42 Most of these

studies use longitudinal data from prospective cohorts of aging and

dementia, which have information collected over extended follow-up

periods. However, due to the costs, burden, and regulations, treatment

efficacy in clinical trials is usually studied over relatively short time-

frames of 18 months to 5 years. In a previous study,9 we showed that

predictive models trained using data from longitudinal cohorts such

as Alzheimer’s Disease Neuroimaging Initiative (ADNI), could be effec-

tively used in prediction of cognitive trajectories in clinical trials. The

current study confirms that classifiers trained using data from one

trial can effectively predict cognitive or functional decline in another

trial. This approach could be used to boost the power of future tri-

als by inclusion of individuals who are more likely to show disease

progression.

Wehypothesize that predictivemodels similar to those presented in

this study couldbeusedaspart of designof clinical trials to increase the

power and decrease sample size requirements. However, application

of these models is not limited to prospective studies. Predictive mod-

els potentially could be used for post hoc analysis of concluded trials

to identify patients who were expected to show decline. We hypoth-

esize that this approach might identify subgroups who showed signifi-

cant trends toward effectiveness of drugs and in extreme cases itmight

even revive some of the failed trials, especially if “poor subject selec-

tion” was the main reason for their failure. We did not have access

to the treatment arm of the trials studied here, but this could be the

subject of future studies once full clinical trials data become available.

Finally, these predictive models could be used to identify individuals

who would benefit the most from primary or secondary prevention

using effective treatments that might become available. Recently, the

FDA approved using aducanumab, a human monoclonal antibody that

selectively targets aggregated amyloid beta for AD.43 While efficacy

of this treatment for prevention of cognitive or functional decline has

been questioned by the scientific community,44,45 it is possible that

more therapeutic agents that are under development even with low

levels of efficacy will get approval from FDA. Treating all AD patients

who have the underlying pathology (e.g., amyloid in the case of adu-

canumab) is logistically impossible and is not cost effective. Once suf-

ficient data from these patients become available, predictive models

could be used to identify individuals who would benefit the most from

these treatments.

Our study had limitations. First the number of features available

for these studies to include in the predictive models were relatively
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small, which limited our ability to use more complex feature engineer-

ing methods. Furthermore, our training sample was relatively small.

Another limitation of this study is using the change in a single cogni-

tive test (ADAS-Cog) and a single functional test (ADCS-ADL) to clas-

sify participants into cognitively stable or declining groups. However, it

is well known that, when used alone, these tests are prone tomeasure-

ment error.46 These studies were designed and conducted more than

10 years ago, and are somewhat different from the design of current

ADtrials. SomeAD-related clinical or cognitivemeasures (i.e., cognitive

domains other than memory) and biomarkers (amyloid and tau imag-

ing, or CSF biomarkers) were not collected at all or only collected for a

very small proportion of the sample,making it implausible to assess the

effect of these importantmeasures in ourmodels. Last, in this studywe

trained our models to classify those who had SC/SF versus those who

had any cognitive/functional decline, which is a conservative approach.

It is expected that models achieve even higher performance if the goal

was to identify individuals withmore rapid cognitive decline.

Despite all limitations, these results are encouraging in showing

potential for using predictive models in the design of future clinical

studies. These results also raised greater questions for the neuro-

science community: Should we revise the clinical diagnostic criteria to

decrease clinical heterogeneity in populations being studied? How can

we improve our understanding of disease pathophysiology and predict

which patients will decline, requiring more urgent intervention, and

which patients are expected to remain stable for a long time in whom

intervention is less urgent? Thesequestions could be the topic of future

studies once more data from recent clinical trials becomes available.

More studies should be conducted to validate and expand our findings,

especially in the trials with larger feature sets, larger sample size, and

longer follow-up.
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