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Lakes can influence regional climate, yet most general circulation models have, at best, simple and largely untested representations of lakes. We developed the Lake, Ice, Snow, and Sediment Simulator (LISSS) for inclusion in the land-surface component (CLM4) of an earth system model (CESM1). The existing CLM4 lake model performed poorly at all sites tested; for temperate lakes, summer surface water temperature predictions were 10–25°C lower than observations. CLM4-LISSS modifies the existing model by including (1) a treatment of snow; (2) freezing, melting, and ice physics; (3) a sediment thermal submodel; (4) spatially variable prescribed lake depth; (5) improved parameterizations of lake surface properties; (6) increased mixing under ice and in deep lakes; and (7) correction of previous errors. We evaluated the lake model predictions of water temperature and surface fluxes at three small temperate and boreal lakes where extensive observational data was available. We also evaluated the predicted water temperature and/or ice and snow thicknesses for ten other lakes where less comprehensive forcing observations were available. CLM4-LISSS performed very well compared to observations for shallow to medium-depth small lakes. For large, deep lakes, the under-prediction of mixing was improved by increasing the lake eddy diffusivity by a factor of 10, consistent with previous published analyses. Surface temperature and surface flux predictions were improved when the aerodynamic roughness lengths were calculated as a function of friction velocity, rather than using a constant value of 1 mm or greater. We evaluated the sensitivity of surface energy fluxes to modeled lake processes and parameters. Large changes in monthly-averaged surface fluxes (up to 30 W m\(^{-2}\)) were found when excluding snow insulation or phase change physics and when varying the opacity, depth, albedo of melting lake ice, and mixing strength across ranges commonly found in real lakes. Typical variation among model parameterization choices can therefore cause persistent local surface flux changes much larger than expected changes in greenhouse forcing. We conclude that CLM4-LISSS adequately simulates lake water temperature and surface energy fluxes, with errors comparable in magnitude to those resulting from uncertainty in global lake properties, and is suitable for inclusion in global and regional climate studies.
surrounding land in the early summer, which, combined with their smaller surface roughness, tends to reduce heat fluxes to the atmosphere during this season [Dutra et al., 2010; Krimmer, 2003; Lofgren, 1997; Rouse et al., 2008], though in some locations decreases in albedo and cloudiness compensate for this reduction [Samuelsson et al., 2010]. At sufficiently high surface temperatures typical of low latitudes, lakes can increase latent heat fluxes relative to surrounding land in all seasons (Dutra et al. 2010). Temperate and high-latitude lakes tend to be warmer than surrounding land in autumn, resulting in increased surface heat fluxes [Dutra et al., 2010; Lofgren, 1997; Long et al., 2007; Rouse et al., 2008; Samuelsson et al., 2010]. Autumn and early winter overturning and freezing lakes warm and moisten the boundary layer [Jeffries et al., 1999] until substantial snow insulation is present [Dutra et al., 2010], and can cause lake-effect precipitation downwind [Bates et al., 1993; Goyette et al., 2000; Kristovich and Braham, 1998; Laird et al., 2009; Lofgren, 2004; Samuelsson and Tjernström, 2001]. In contrast, melting lakes cool the boundary layer [Samuelsson et al., 2010] as compared to adjacent land.

[4] Lake area, lake physical properties, and lake biogeochemistry may interact with climate change and other anthropogenic forcings. Climate warming can alter lake mixing regimes [Fang and Stefan, 2009; King et al., 1997; Kirillin, 2010; Mackay et al., 2009; McCormick and Fahnentiel, 1999; Perroud and Goyette, 2010; Verburg and Hecky, 2009] and ice cover duration [Blenkner et al., 2002; Brown and Duguay, 2010; Fang and Stefan, 2009; Mueller et al., 2009; Saloranta et al., 2009; Vavrus et al., 1996; Vincent et al., 2008; Zhang and Jeffries, 2000], which can cause feedbacks to regional climate change. Changes in temperature, mixing regimes [Peeters et al., 2007; Verburg and Hecky, 2009], watershed hydrology [Kosten et al., 2009], and anthropogenic nutrient deposition in the watershed may alter lake biology [Mackay et al., 2009], which is a primary determinant of lake optical properties [Cristofor et al., 1994], itself a strong control over lake mixing regime [Cristofor et al., 1994; Hocking and Straskraba, 1999; Houser, 2006; Mazumder and Taylor, 1994; Mazumder et al., 1990; Persson and Jones, 2008]. Changes in the balance of precipitation and evaporation in lake watersheds [Schindler, 2009; Small et al., 2001] and anthropogenic diversion of source rivers [Small et al., 2001] may change lake depth or area. Climate warming may interact with thermokarst lake dynamics at high latitudes [Smith et al., 2005]. Lakes may be significant components of the global carbon cycle [Duarte et al., 2008; Tranvik et al., 2009; Walter et al., 2007], so alterations in their biochemistry under climate change could be important [Cardille et al., 2009; Walter et al., 2006].

[5] Current numerical weather prediction (NWP) models, regional climate models (RCMs), and global climate models (GCMs) typically have a highly simplified, and often untreated, treatment of lakes. The Weather Research and Forecasting Model 3 (WRF3) [Skamarock et al., 2008] and versions of the HETESSEL land-surface scheme prior to recent model development [Dutra et al., 2010] prescribe temperatures of large lakes using sea surface temperature interpolation and ignore subgrid-scale lakes. Simple fixed mixed-layer or heat penetration models have been used in previous studies with the Canadian Regional Climate Model [Goyette et al., 2000; Plummer et al., 2006], Geophysical Fluid Dynamics Laboratory GCM [Lofgren, 1997], RAMS [Lofgren, 2004], and ECHAM [Hagemann et al., 2006]. Some models with more sophisticated treatment of lakes ignore lake water freezing [e.g., Bonan, 1995] or snow insulation [e.g., Samuelsson et al., 2010]. Most coupled land-surface/atmosphere models use datasets that underestimate global lake area [Downing et al., 2006] and treat lakes as having constant depth and optical properties. However, lake depth [Rouse et al., 2005], optical properties [Hocking and Straskraba, 1999], sediment [Fang and Stefan, 1998; Golosov and Kirillin, 2010], freezing [Brown and Duguay, 2010], and snow insulation [Brown and Duguay, 2010; Dutra et al., 2010] are important for accurately modeling lakes and their interactions with the atmosphere.

[6] Efforts are underway to develop, refine, and integrate lake models into NWP models, RCMs, and GCMs [MacKay et al., 2009; Mironov et al., 2010a]; to develop global datasets required to run these models [Kourzeneva, 2010]; and to compare the performance of these models across lakes of different geometries, optical properties, and climates [Martynov et al., 2010; Perroud et al., 2009; Stepanenko et al., 2010]. Several different types of one-dimensional (1D) lake models have been developed (reviewed by Martynov et al. [2010], Perroud et al. [2009], and Stepanenko et al. [2010]): (1) relatively simple 2-layer models based on similarity theory (e.g., FLake [Mironov et al., 2010b]); (2) thermal diffusion models with parameterized eddy diffusivity (e.g., the Hostetler Model [Hostetler and Bartlein, 1990] and MInlake [Fang and Stefan, 1996]); (3) and more complex turbulence models (e.g., the Lagrangian model DYRESM [Yeates and Imberger, 2003] and the k-e turbulence closure models SIMSTRAT [Goudsmidt et al., 2002] and LAKE [Stepanenko and Lykossov, 2005; Stepanenko et al., 2011]).

[7] Each of these 1D lake model types has advantages and disadvantages [Martynov et al., 2010; Perroud et al., 2009; Stepanenko et al., 2010]. FLake is computationally efficient and performs reasonably across lake categories in predicting surface temperatures and ice characteristics. However, seasonal stratification is not always predicted well, and the model’s two-layer structure causes difficulties simulating the water temperature near the bottom of deep lakes. The Hostetler Model predicts Sparkling Lake water temperatures well [Martynov et al., 2010; Stepanenko et al., 2010] but under-predicts mixing for several deep lakes [Martynov et al., 2010; Perroud et al., 2009; Stepanenko et al., 2010]. Turbulence models improve characterization of Lake Geneva and Lake Michigan [Perroud et al., 2009; Stepanenko et al., 2010] by including additional sources of turbulence such as seiches (lake-scale wave motions), but over-predict mixing in Sparkling Lake [Stepanenko et al., 2010].
Turbulence models can be computationally expensive, may require extensive lake-specific data or calibration, and have not yet been integrated into climate models. [8] In this study, we focused on the treatment of lakes in CLM4 (Community Land Model 4) [Lawrence et al., 2011; Oleson et al., 2010], the land component of the Community Earth System Model 1 (CESM1, http://www.cesm.ucar.edu/models/cesm1.0/) [Gent et al., 2011]. The existing CLM4 lake model is identical to the version in CLM2 [Bonan et al., 2002b; Zeng et al., 2002], is based on that of Hostetler and Bartlein [1990], and incorporates code from LSM [Bonan, 1995] and CoLM [Dai et al., 2003], but it has not been compared to observations in its current form. We created CLM4-LISSS (Lake, Ice, Snow, and Sediment Simulator) by (1) including a comprehensive treatment of snow; (2) including freezing and melting (hereafter referred to as “phase change”) and ice physics; (3) including a sediment thermal submodel; (4) allowing for variable prescribed lake depth; (5) improving the parameterization of lake surface properties such as roughness lengths; (6) increasing mixing under ice and in deep lakes, and (7) correcting several errors in the calculation of surface fluxes and lake temperature. We evaluated CLM4-LISSS at thirteen lakes and performed sensitivity experiments in order to characterize the effect of dominant processes and poorly constrained parameters on lake water temperature and surface energy flux predictions.

2. Methods

2.1. Model Description

2.1.1. Overview

[9] CLM4-LISSS solves the 1D thermal diffusion equation by dividing the lake vertical profile into several discrete layers corresponding to: snow (when snow is present and greater than a minimum thickness); lake liquid water and ice (referred to collectively as the “lake body”); and underlying substrates (sediment, soil, and bedrock; hereafter referred to collectively as “sediment” except where otherwise noted). Sensible heat, latent heat, momentum, and radiation fluxes are calculated between the surface and the lower atmosphere (i.e., an observation height or atmospheric model bottom level, \(-2 - 60\) m). The residual energy flux at the surface is then used as a top boundary condition for thermal diffusion in the snow, lake body, and sediment. Constant lake body water content and saturated sediments are assumed, although the snow depth and properties are prognosed (section 2.1.3). CLM4 uses a subgrid “tile” approach in which several landunit types are modeled separately (without explicit subgrid location or distribution) and the surface fluxes are averaged to the gridcell weighted by landunit area [Bonan et al., 2002a; Oleson et al., 2010], so lakes need not be resolved at the grid scale in order to be included. (The CLM software includes a four-level hierarchy containing gridcells, landunits, columns, and plant functional types. There are five distinct 1D landunits which do not exchange horizontal fluxes: soil, urban, lake, wetland, and glacier.) Currently, only one lake is modeled in each gridcell, but the CLM4 software allows the flexibility for multiple lakes (e.g., of different depth or optical categories) to be modeled in each gridcell (as multiple columns in the lake landunit).

[10] In the lake body, mixing is caused by wind-driven eddies [Hostetler and Bartlein, 1990], convection [Hostetler and Bartlein, 1990], molecular diffusion, and unresolved 3D mixing processes [Fang and Stefan, 1996]. Shortwave (i.e., solar visible and near-infrared (NIR)) radiation is distributed among the snow and lake body according to their diagnosed optical properties. The submodels for friction velocity, aerodynamic resistances, snow, and sediment are similar to those in CLM4 [Oleson et al., 2010]. The lake model is summarized in Figure 1 and described in the following subsections; more details are included in Text S2 in the auxiliary material. The CLM4-LISSS model also includes a correction of several structural deficiencies and errors in formulation in the existing CLM4 lake model (section A1 in Appendix A).

2.1.2. Phase Change and Ice in the Lake Body

[11] The lake body consists of a number of combined liquid water and ice layers; 25 layers are currently used for site evaluations, while 10 layers are currently used for global simulations in order to reduce computational expense. Each of these layers has a fixed water mass and fixed nominal thickness \(\Delta z\) (m), while the ice fraction \(f_i\) may vary from 0 to 1. The ice thermal conductivity is decreased by the ratio of ice density to water density to account for the increased physical thickness of the ice relative to the same mass of water. The heat capacity of each layer is the sum of the heat capacity of the ice mass and liquid water mass. The net thermal conductance \(\kappa\) (m s\(^{-1}\)) of layers containing both liquid water and ice is calculated by adding the respective resistances \(r\) (s m\(^{-1}\)) in series, assuming that the ice is stacked vertically on the liquid water:

\[
\kappa = (r_w + r_i)^{-1} = \frac{1}{\Delta z} \left( \frac{1-f_i}{d_w} + \frac{f_i}{d_i} \right)^{-1},
\]

[12] where \(d_w\) (m\(^2\) s\(^{-1}\)) is the liquid water diffusivity and \(d_i\) (m\(^2\) s\(^{-1}\)) is the ice diffusivity reduced by the ratio of ice density to water density, and the diffusivities are calculated using the layer-mean specific heat. Liquid water diffusivity includes wind-driven eddy diffusivity (when there is no ice above the liquid), molecular diffusivity, and enhanced diffusivity (section 2.1.6); ice diffusivity contains only molecular diffusivity.

[13] At each time step, diffusion is first calculated ignoring phase change, and then phase change is calculated as a correction. This procedure is similar to the phase change solution for soil water and ice in CLM4. After the diffusion equation is solved (section 2.1.9), any layer containing nonzero ice fraction at a temperature above freezing (or nonzero liquid fraction at a temperature below freezing) undergoes freezing (melting) until
either the energy excess (deficit) is consumed, or all the ice (liquid) is melted (frozen). Heat capacities are adjusted to precisely conserve energy as the ice fraction changes. After this process is complete, every layer containing both liquid water and ice must have a temperature at the freezing point. (Except for sensitivity experiments, ice is immediately aggregated at the top of the lake (section 2.1.6).) This approach is a flexible solution to the Stefan problem (diffusion in the presence of a phase boundary) that (1) allows for an arbitrary temperature profile to occur in the ice (within the precision of the resolved layer thicknesses); (2) allows complex layering of water and ice (e.g., slush); (3) precisely conserves energy; and (4) is computationally simple.

2.1.3. Snow

The lake snow model used here is nearly identical to the snow model used over non-lake landunits in CLM4 [Lawrence et al., 2011]. Once the snow thickness exceeds a small threshold, one or more snow layers are explicitly resolved with state variables including temperature, water content, ice content, density, snow grain radius, and accumulated deposited aerosols of several species. The shortwave radiation absorption, reflection, and transmission of each snow layer are calculated as a function of the snow grain radius and aerosol content [Flanner and Zender, 2006; Flanner et al., 2007]. Top snow layers can undergo evaporation, sublimation, and deposition of dew and frost. All snow layers can partially melt, refreeze, and allow infiltration of water into snow layers below. Currently, the model has up to 5 resolved snow layers, with explicit rules for subdividing thick snow layers and combining thin snow layers. Because a temperature gradient may occur between the top snow layer and the top lake layer, and the snow conductivity (based on the 1991 version of SNThERM [Jin et al., 1999; Oleson et al., 2010]) considers air, water, and ice content, snow insulation is modeled explicitly in the diffusion solution.

There are several differences between the snow model used here over lakes and the model used for non-lake landunits in CLM4. The phase change solution is analogous to the solution used for lake layers (section 2.1.2), except that layer ice and liquid water masses are the state variables rather than lake layer ice mass fraction. Snow falling on unfrozen lakes will thermally mix with the top lake body layer and cannot accumulate until the top lake body layer is brought to freezing (see below). Rarely, if the top of the lake body is warmed

[Figure 1. Lake model schematic.]
sufficiently from below while resolved snow layers persist above, they may be eliminated (with details in Text S2). Note that lake snow and ice mechanical dynamics, such as snow causing disintegration of ice or falling into lake water, are not considered.

[16] When the snow is less than 40 mm thick, it does not form a resolved layer, and the only state variables are the ice mass and snow thickness. When the top lake layer is above freezing after the thermal transport solution with less than 40 mm of snow, the excess heat content (above freezing) is used to melt the snow. In effect, this requires melting of the snow before melting of lake body ice can be completed. For non-lake landunits in CLM4, the minimum resolved snow layer thickness is 10 mm. However, during testing, we found occasional numerical instability when the Courant-Friedrich-Lewy condition [Hazewinkel, 1995] was violated in the top snow layer. The semi-implicit Crank-Nicholson method (section 2.1.9) should be stable even when this condition is violated, but the surface flux solution method (section 2.1.8) acts as a fully explicit time-stepping component in the integration method and may compromise stability. We addressed this problem by requiring resolved snow layers to be at least 40 mm thick over lakes for the default 30 min model timestep, with appropriate adjustment to the rules for subdividing and combining snow layers. This type of instability has not been observed in non-lake landunits in CLM4, where the surface flux solution method differs somewhat (section 2.1.8).

2.1.4. Sediment, Soil, and Bedrock

[17] The new lake sediment model is similar to the soil bedrock model for the CLM4 soil landunit. Soil physical properties, including the pore volume, heat capacity, and thermal conductivity, are set as in CLM4 [Farouki, 1981; Lawrence et al., 2008; Oleson et al., 2010], based on the prescribed soil texture and organic matter content in addition to the time-varying water and ice contents. The treatment of organic matter interpolates between pure mineral soil and pure peat properties as the organic matter fraction increases [Lawrence and Slater, 2008]. Dry, hydrologically inactive bedrock layers are found beneath the soil layers, with thermal conductivity (Clauser and Huenges in Ahrens [1995]) and heat capacity [Farouki, 1981] set as in CLM4.

[18] The primary difference between the treatment of soil in the CLM4 soil landunit and in CLM4-LISSL is that the sediment layers beneath the lake are maintained at hydraulic saturation. In addition, the thermal conductivity is adjusted during freezing to account for frost heave (e.g., a slight physical expansion in the layer due to the freezing of the saturated pore space, which for computational simplicity is treated by altering the thermal conductivity rather than the layer thickness), allowing excess ground ice in permafrost regions to be readily modeled in future experiments. We note that frost heave is ignored in the CLM4 soil landunit. Finally, freezing point depression (the persistence of some liquid water at temperatures less than the freezing temperature of fresh water) is not allowed under lakes, as the freezing point depression in the CLM4 soil landunit is intended primarily to smoothly modulate the hydraulic conductivity and microbial activity just below freezing [Lawrence et al., 2011]. The phase change solution for lake sediment is conceptually identical to the solution for phase change in lake water (section 2.1.2) and snow (section 2.1.3).

[19] Currently, 3.8 m of sediment layers under lakes are included and initialized using the same global geographic soil texture and organic content data as for the soil landunit in CLM4 [Lawrence et al., 2008], with 38 m of bedrock below. This approximation may be reasonable for thermokarst and other transient or shallow lakes, but it is likely to be less accurate for deep lakes. However, deep lakes will be relatively insensitive to the thermal properties of the sediment, so this approximation should suffice until geographic data on sediment properties are available.

2.1.5. Radiation Transfer in Lake Body

[20] For unfrozen lakes, radiation transfer is calculated similarly to Bonan [1995], with a fraction of the non-reflecting shortwave radiation absorbed near the lake surface (top 0.6 m), and the remainder absorbed in the lake according to the Beer-Lambert Law with a constant extinction coefficient. However, the fraction of non-reflective shortwave radiation absorbed at the surface, \( b \), is set equal to the NIR fraction (\( > 700 \) nm) predicted by the atmospheric model or forcing data, which is typically \( -0.5 \). When only the total shortwave radiation is provided as forcing data, CESM1 calculates a diagnostic NIR fraction. Any shortwave radiation penetrating the bottom layer of the lake body is assumed to be absorbed in the top layer of sediment, which is a good approximation except for an especially shallow and clear lake, where some radiation might be reflected by the lake bottom and either absorbed in the layers above or released to the atmosphere, increasing the lake albedo.

[21] The extinction coefficient, \( \eta (m^{-1}) \), is allowed to vary between gridcells. If not provided to the model as external data, \( \eta \) is calculated as a simple empirical function of lake depth, based on data from 88 Swedish lakes [Hakanson, 1995] (using the Poole-Atkins expression [Idso and Gilbert, 1974] to substitute \( \eta \) for the regressed Secchi Depth):

\[
\eta = 1.1925d^{-0.424},
\]

where \( d \) is the lake depth (m). For the lakes simulated in this study, the observed \( \eta \) varied between 0.05 and 7.1 m\(^{-1}\). This parameter cannot be consistently calculated from physical properties of the lake or its climate, as it depends on lake biology that itself depends on nutrient runoff from the watershed [Cristofor et al., 1994]. However, we hypothesize that shallow lakes may tend to have higher concentrations of suspended sediment and nutrients. Even though the regression to lake depth only explains 46% of the variance in Secchi Depth [Hakanson, 1995, Table 4D], and the sample used in this regression may not be representative of lake optical variation globally, we contend that it is better to capture
some of this variation than use a single global constant value, as lake optics are a strong control on lake mixing regime [Cristofor et al., 1994; Hocking and Straskraba, 1999; Houser, 2006; Mazummer and Taylor, 1994; Mazummer et al., 1990; Persson and Jones, 2008]. Equation (2) will introduce error for deep, turbid lakes, and we analyze the model sensitivity to opacity in section 3.2.4.

[23] For frozen lakes with snow less than 40 mm deep, CLM4-LISSS assumes that the surface absorption ($\beta$) equals the NIR fraction of incident shortwave, and the remainder of non-reflected shortwave radiation is absorbed in the top lake body layer. For lakes with resolved snow layers (i.e., deeper than 40 mm), CLM4 contains a snow-optics and radiation transfer submodel that predicts snow layer optical characteristics, including transmissivity, based on predicted snow-grain radius and deposited aerosol species [Flanner and Zender, 2006; Flanner et al., 2007]. In this case, the CLM4 snow-optics submodel predictions are used in assigning absorbed shortwave radiation to snow layers. Because CLM4-LISSS, unlike non-lake CLM4 landunits, includes an infinitesimal surface interface used for calculating surface fluxes, we set $\beta$ to be the fraction of shortwave radiation predicted to be absorbed by the top layer in the CLM4 snow-optics submodel. For this model version, we assumed that any shortwave radiation penetrating the snow is absorbed in the top layer of lake ice, although some studies have suggested that radiation penetrating ice in the spring might induce convection [Mironov et al., 2002]; future model versions should investigate this mechanism.

2.1.6. Mixing in the Lake Body

[24] There are four types of mixing among layers of the lake water and ice: wind-driven eddy diffusion, buoyant convection, molecular diffusion, and additional background mixing due to unresolved processes (referred to as “enhanced diffusion”). In lake liquid water, CLM4-LISSS assumes the wind-driven eddy diffusivity, molecular diffusivity, and enhanced diffusivity are added independently; this approach differs little in practice from using the maximum over these different diffusivities, as they tend to vary by at least an order of magnitude (when present). For lake ice, only the molecular diffusivity is used. For model layers containing both water and ice, the ice is assumed to be stacked vertically on top of the water, so that the respective thermal resistances add in series to yield the total resistance of the layer (equation (1)).

[25] Wind-driven eddy diffusivity for unfrozen lakes is evaluated at each depth as a function of the 2 m wind-speed, the Brunt-Väisälä frequency implied by the lake density gradient, and the latitudinally-dependent Ekman decay [Hostetler and Bartlein, 1990]. Although the friction velocity might be a better predictor than the 2 m wind-speed, we chose to keep this portion of the Hostetler Model formulation unchanged. Wind-driven mixing tends to be stronger at higher wind speeds and for weakly stable stratification of the lake water, and it tends to penetrate deeper into lakes at low latitude.

[26] Enhanced diffusion in lake water is intended to partially account for sources of turbulence other than wind-driven eddies that lead to mixing in frozen lakes and below the depth where wind-driven mixing can penetrate, including lake-scale wave motions like seiches and advection due to horizontal temperature gradients in large lakes. The Hostetler lake model, mixed primarily by wind-driven eddies, tends to under-predict mixing for frozen and deep lakes [Martynov et al., 2010; Perroud et al., 2009; Stepanenko et al., 2010], leading to insufficient heat loss for deep lakes in the winter, excessively fast warm-up in the spring [Martynov et al., 2010], and insufficient seasonal variation in lake bottom temperature [Perroud et al., 2009]. Fang and Stefan [1996] reasoned that in real lakes there will generally be some source of turbulence in addition to eddies created by wind at the surface, even below ice or at large depth. Turbulent kinetic energy tends to be reduced as a function of the Brunt-Väisälä frequency: under stably stratified conditions, the greater the density gradient, the faster turbulent kinetic energy will be dissipated, leading to a smaller effective diffusivity. Fang and Stefan [1996] suggest using the following expression for thermal diffusivity, $D_{ed} = 1.04 \times 10^{-8} (N^2)^{-0.43}$, derived from measurements under an ice-covered lake [Ellis et al., 1991]:

$$D_{ed} = 1.04 \times 10^{-8} \left(\frac{N^2}{C0/C1}\right)^{-0.43}, \quad (3)$$

[27] where $N (s^{-1})$ is the Brunt-Väisälä frequency. $N^2$ is limited to a minimum value of $7.5 \times 10^{-5} \text{s}^{-1}$ [Fang and Stefan, 1996; Hondzo and Stefan, 1993], which leads to a maximum $D_{ed}$ of about 6 times larger than the molecular thermal diffusivity of water. For comparison, wind-driven eddy diffusivities calculated according to Hostetler and Bartlein [1990] are typically 2 to 3 orders of magnitude larger than the molecular diffusivity. Consequently, enhanced diffusion tends to only be important for frozen or deep lakes. We incorporated enhanced diffusion while noting that this is a somewhat ad hoc formulation and is not intended to fully compensate for missing 3D mixing processes: much stronger mixing (equivalent to a factor of $\approx 10^3$ increase in eddy diffusivity) may sometimes be required to provide satisfactory simulations of deep lakes like Lake Michigan [Martynov et al., 2010]. Therefore, given the information available for a GCM, unrealistically large eddy diffusivity values may be sometimes be predicted and can degrade the simulation quality for shallow lakes; we avoid increasing eddy diffusivities beyond the Hostetler and Bartlein [1990] or Fang and Stefan, 1996 values in the baseline model configuration. We do, however, perform sensitivity experiments when evaluating model performance at deep lakes by increasing enhanced and wind-driven eddy diffusivities by factors of 10 – 100.

[28] The lake density is recalculated after surface fluxes, radiation, diffusion, and phase change are calculated. If there is an unstable density profile between any two model layers $j$ and $j+1$, fast convection is assumed to occur that leaves the lake completely well-mixed (i.e., constant temperature, except in the presence of ice, as described below) from the top down through layer $j+1$ [Hostetler and Bartlein, 1990]. This convective adjustment
procedure is repeated iteratively, starting with the top two layers and proceeding downwards towards the bottom of the lake, so that the density profile becomes stable or neutral. For the simulation of Lake Michigan and for the archived model version, we modified the adjustment procedure when an unstable density profile occurs between the bottom two layers, in order to avoid thermal instability originating in the lake sediments from causing a complete mixing to the surface of the lake (section 3.1.3); instead, we mix iteratively from the bottom layer upwards only so far as is needed to eliminate any unstable density profiles.

[30] Except for sensitivity studies, the model assumes that all ice is at the top of the lake. Consequently, convection is triggered any time ice occurs below water after phase change has been calculated. The model conserves total heat content and ice mass during this convection. If the total prior heat content of the layers undergoing convection is greater than that required to bring them to freezing, then the excess heat is assigned uniformly to the layers that are fully unfrozen after convection; otherwise, the heat deficit is assigned uniformly to the layers that are completely frozen after convection.

2.1.7. Surface Properties and Parameters

[31] The albedo, $a$, for direct shortwave radiation striking unfrozen lakes is based on the form of Pivovarov [1972], with coefficients incorporated into CLM from BATS [Zeng et al., 2002] (Y. Dai, personal communication, 2010):

$$ a = \frac{0.05}{\cos \theta + 0.15}, $$

(4)

[32] where $\theta$ is the zenith angle. As the diffuse radiation calculated by the atmosphere or diagnosed from the forcing wind, friction velocity, and fetch. The momentum roughness length and the friction velocity and thus the strength of the coupling between the lake and the atmosphere. We detail the treatment of unfrozen lakes below: for frozen lakes with snow depth < 40 mm, we apply $z_{0m} = 1$ mm, which is roughly consistent with literature values [Andreas, 1987; Morris, 1989; Vavrus et al., 1996]. Scalar roughness lengths for frozen lakes with snow depth < 40 mm are calculated according to equation (6).

[33] where $R_0$ is the near-surface atmospheric roughness Reynolds number, $z_{0m}$ is the roughness length for sensible heat, $z_{0q}$ is the roughness length for latent heat, and $v$ is the kinematic viscosity of air.

[34] In the absence of significant snow accumulation, $z_{0m}$ is a crucial parameter for determining the friction velocity and thus the strength of the coupling between the lake and the atmosphere. We detail the treatment of unfrozen lakes below: for frozen lakes with snow depth < 40 mm, we apply $z_{0m} = 1$ mm, which is roughly consistent with literature values [Andreas, 1987; Morris, 1989; Vavrus et al., 1996]. Scalar roughness lengths for frozen lakes with snow depth < 40 mm are calculated according to equation (6).

[35] The roughness elements of unfrozen lakes are moving surface waves, whose development depends on the forcing wind, friction velocity, and fetch. The momentum transfer from the atmosphere to the lake depends on the size of the waves and the relative motion of the waves and the wind. Consequently, the effective $z_{0m}$ is larger for lakes with small fetch, where the waves have not had a chance to equilibrate with the mean forcing wind [Donelan et al., 1993; Geernaert et al., 1987; Smith et al., 1992].

[36] For the deep, open-water limit, $z_{0m}$ is well-established [Atakturk and Katsaros, 1999]. In the limit of aerodynamically smooth flow and an established viscous sub-layer just above the lake surface [Fairall et al., 1996]:

$$ z_{0m} = \frac{\gamma v}{u'_s}, $$

(7)

[37] where $\gamma = 0.1$ is a dimensionless empirical constant. In the limit of highly turbulent flow just above the surface:

$$ z_{0m} = \frac{\mu'_s}{g}, $$

(8)

[38] where $g$ is the acceleration of gravity and $z$ is the dimensionless Charnock coefficient [Charnock, 1955], equal to about 0.01 [Smith, 1988]. In CLM4-LISSS, we choose the appropriate limit by using the maximum of equations (7) and (8), which is equivalent to keeping $R_0$ no less than 0.1.
[41] Under fetch-limited conditions, such as small lakes or oceans near the shoreline, the phase speed of the dominant wave mode is less than the forcing wind, and $x$ is larger than the open water value [Donelan et al., 1993; Maat et al., 1991; Smith et al., 1992; Vickers and Mahrt, 1997], though the precise value is not as well-characterized as the open water value. Moreover, small depth also limits the dominant phase speed (equal to $\sqrt{dg}$, where $d$ is the depth, when the wavelength is much larger than the depth). Shoaling waves are steeper [Freilich and Guza, 1984; Freilich et al., 1990] and so yield a larger $x$ [Ancil and Donelan, 1996; Vickers and Mahrt, 1997], and it is typically asserted that small depth will increase the roughness length [Atakturk and Katsaros, 1999; Smith et al., 1992]. Panin et al. [2006] showed that without correcting for small depth, sensible and latent heat fluxes may be underestimated. However, we could not find systematic empirical relationships between $x$ and $d$ in the literature, and waves may be smaller for constant-depth shallow lakes than shoaling waves at the same depth near the shoreline of deep lakes. In addition, Gao et al. [2009] seemed to find smaller roughness lengths in a coastal zone as compared to open water, although they still observed larger roughness lengths for immature waves. Nevertheless, we tentatively included an increase in $x$ for shallow lakes.

[42] We based our formulation for $x$ loosely on Vickers and Mahrt [1997], who found a mean value of $x$ of 0.073 for offshore flow. The drag coefficient or roughness length is often expressed as a function of the dimensionless wave age, which is captured by the ratio $u_c/c$ or $u_c/c$ between the friction velocity or forcing wind and the dominant wave phase speed [Gao et al., 2009; Maat et al., 1991; Smith et al., 1992]. In the absence of detailed wave information, this can be related to a power-law function $f$ of the dimensionless fetch [Mahrt, 1999]:

$$f = \left(\frac{Fg}{u_c}\right)^{1/3},$$  

(9)

[43] where $F$ is the fetch (m), and $u$ is sometimes used instead of $u_c$. Vickers and Mahrt [1997] developed an expression for the drag coefficient that tends from the maximum fetch-limited value to the open-water value with $\exp\left(\frac{-f^3}{f_c}\right)$, where $f_c = 100$. We adjusted $f_c$ to correspond to using $u$ instead of $u_c$ in equation (9), assuming a drag coefficient of 0.1, yielding $f_c = 22$. (As the drag coefficient varies over a large range, future model versions should eliminate this assumption by setting $f_c = 100$ and directly applying equation (9).)

We used this relationship to calculate the fetch-limited $x$, and we also assumed that the depth limitation on $c$ acts similarly to the fetch limitation in its effect on $x$:

$$x = x_{\text{min}} + (x_{\text{max}} - x_{\text{min}})\exp\left(-\min(A,B)\right)$$  

$$A = \left(\frac{Fg}{u_c}\right)^{1/3} \left/ \frac{f_c}{u_c} \right.$$  

$$B = c \left/ \frac{\sqrt{dg}}{u} \right.$$  

(10)

[44] where $A$ and $B$ define the fetch- and depth-limitation, respectively. We assumed $x_{\text{min}} = 0.01$ (the open-water limit) and $x_{\text{max}} = 0.11$, extrapolating roughly to the upper limit of the data of Vickers and Mahrt [1997]. We tentatively set $c = 1$, to be adjusted as data becomes available. For global simulations when the approximate fetch is unavailable, we may assume the fetch is 25 times the depth, a crude relationship characterizing typical lakes [Hutchinson, 1957; Wetz and Likens, 1991]. In this case, the depth limitation rarely takes precedence over the fetch limitation. This relationship will underestimate the fetch of broad, shallow lakes, but we reason that it is better to under-estimate the fetch than over-estimate it, as non-stationary wind will tend to keep the wave development farther from equilibrium. Alternatively, to reduce the number of unconstrained parameters causing differences between gridcells in global simulations, we can assume a fetch large enough that only the depth limitation on wave development applies. Either choice is crude and should be replaced by global gridded data when available; we analyze the model sensitivity to fetch below.

[45] For unfrozen lakes, the modeled scalar roughness lengths are separate functions of $R_0$ and $z_0$ [Zilitinkevich et al., 2001]:

$$z_{0h} = z_{0m} \exp\left\{ -\frac{k}{P_r} \left(4\sqrt{R_0} - 3.2\right) \right\},$$  

$$z_{0q} = z_{0m} \exp\left\{ -\frac{k}{S_c} \left(4\sqrt{R_0} - 4.2\right) \right\},$$  

(11)

[46] where $k$ is the van Karman constant, $P_r = 0.71$ is the molecular Prandtl number for air, and $S_c = 0.66$ is the molecular Schmidt number for water in air. We arbitrarily imposed a lower limit of 0.01 mm on predicted scalar roughness lengths (coming into effect for $u_c > 0.2$ m s$^{-1}$), as the Zilitinkevich et al. [2001] expressions have not been validated for very large $u_c$; we checked that the model predictions were not overly sensitive to this assumption, and relaxing this limit should be considered for future model versions.

2.1.8. Surface Fluxes Solution

[47] Surface fluxes are solved using the conditions at the atmospheric reference height as a top boundary condition and the top lake model layer temperature (in the lake body for snow depth < 40 mm and in the snow otherwise) as a bottom boundary condition, both evaluated at the end of the previous timestep. The surface temperature $T_s$ is solved simultaneously with the friction velocity, surface roughnesses, and aerodynamic resistances in order to balance the surface energy budget. Note that $T_s$ is associated with an infinitesimal interface between the top lake model layer and the atmosphere and thus can vary freely during the surface flux solution. This approach is in contrast with the surface flux solution over bare ground for non-lake landunits in CLM4, where the surface temperature is restricted to equal the top soil or snow layer temperature from the previous timestep (although the effective thickness is tuned to achieve appropriate diurnal temperature...
range), and the thermal diffusion solution includes the first-order dependence of the surface temperature on the surface fluxes, which are then corrected after the diffusion solution.

[48] Conservation of energy at the lake surface requires:

\[ S + L = H + \lambda E + G, \]

(12)

where \( S \) is the absorbed shortwave radiation flux at the surface, \( L \) is the net longwave (thermal infrared) radiation flux at the surface, \( H \) is the upward sensible heat flux, \( \lambda E \) is the upward latent heat flux, and \( G \) is the downward heat flux into the lake. These terms are calculated as:

\[ S = \beta S_a, \]
\[ L = -\epsilon (\sigma T_g^4 - L_{atm}), \]
\[ H = \rho_{atm} c_p \frac{T_g - \theta_{atm}}{r_{ab}}, \]
\[ \lambda E = \lambda_{atm} \frac{q_g - q_{atm}}{r_{aw}}, \]
\[ G = k \frac{T_g - T_T}{\Delta z_T/2}. \]

[50] where \( \beta \) is the fraction of the total surface absorbed shortwave radiation \( S_t \) (see section 2.1.5), \( \epsilon \) is the lake emissivity, \( \sigma \) is the Stefan-Boltzman constant, \( L_{atm} \) is the downward longwave radiation flux, \( \rho_{atm} \) is the moist atmospheric density, \( c_p \) is the specific heat of air at constant pressure, \( \theta_{atm} \) is the potential temperature at the atmospheric reference height with respect to the surface (i.e., normalized to the reference height with an assumed lapse rate, not 1000 hPa), \( r_{ab} \) is the aerodynamic resistance with respect to sensible heat, \( \lambda \) is the latent heat of vaporization or sublimation (depending on the surface temperature), \( q_g \) is the saturated specific humidity at the surface temperature, \( q_{atm} \) is the specific humidity at the reference height, \( r_{aw} \) is the aerodynamic resistance with respect to latent heat, \( k \) is the thermal conductivity of the top lake model layer, \( T_T \) is the temperature of the top lake model layer, and \( \Delta z_T \) is the top lake model layer thickness. For unfrozen lakes, \( k \) includes eddy and enhanced diffusivities (section 2.1.6) in addition to molecular diffusivity, as calculated at the previous timestep.

[51] The energy fluxes, aerodynamic resistances, and friction velocity all depend on the surface temperature. The friction velocity depends on the surface roughnesses, which in turn are functions of the friction velocity (section 2.1.7). The system of equations is iterated four times to find the unique surface temperature \( T_g \) that balances the surface energy budget. During each iteration, the friction velocity and aerodynamic resistances are calculated according to the method for lakes or bare ground in CLM4, with the surface roughnesses calculated as in section 2.1.7, using the values from the previous timestep for the first iteration. The updated aerodynamic resistances are used to re-evaluate the surface fluxes, which are used to update the solution for surface temperature following the Newton-Raphson Method applied to equation (12).

[52] After the surface temperature iteration yields a tentative solution \( T_g \) for equation (12), several restrictions are imposed on \( T_g \) before the diffusion solution (section 2.1.9) to maintain consistency with the top lake model layer temperature \( T_T \):

\[ 1) T_T \leq T_i < T_g \Rightarrow T_g = T_f, \]
\[ 2) T_T > T_g > T_m \Rightarrow T_g = T_T, \]
\[ 3) T_m > T_g > T_f \Rightarrow T_g = T_f. \]

[53] The first condition requires that, if there is any ice or snow present (except for newly incident snow of less than 40 mm), the surface temperature is restricted to be less than or equal to freezing. The second and third conditions maintain convective stability in the top lake layer. For instance, if the surface temperature is less than the top lake layer temperature but greater than the maximum density temperature \( T_m = 3.85^\circ C \) as in Hostetler and Bartlein [1990], though we recommend 3.98°C for future model versions [Gebhart and Mollendorf, 1977]), the water at the surface will be heavier than in the middle of the top layer, and mixing will immediately occur to homogenize the temperature in the top layer, so we reset the surface temperature to equal that of the top layer. This condition, which effectively extends the explicit convection to the top half of the top lake layer, is important for preventing unrealistic declines in lake surface temperature during night or during the autumn.

[54] After \( T_g \) is potentially reset (equation (14)), the longwave radiation and heat fluxes \( L, H, \) and \( \lambda E \) are re-evaluated. Finally, \( G \) is set as the residual energy flux in equation (12), in order to precisely conserve energy: this may differ from the expression for \( G \) in equation (13) because of the restrictions imposed in equation (14) and the numerical precision of the iterative surface temperature solution. However, during model testing, the difference between the residual energy flux and the equation (13) expression for \( G \) in the absence of application of equation (14) was small (i.e., discrepancies at each timestep were generally less than 0.01 W m\(^{-2}\), were always less than 2 W m\(^{-2}\), and averaged to zero). Separate testing confirmed that the diagnostic calculation of surface roughness as a function of friction velocity, itself depending on surface roughness, did not adversely affect convergence of the \( T_g \) solution.

2.1.9. Diffusion Solution

[55] After the surface fluxes, radiation transfer, and thermal conductivities are calculated, and before phase change, convection, and snow dynamics are evaluated (in that order), the 1D thermal diffusion equation is solved for the full lake column, including snow, ice, water, sediment, and bedrock:
\[ c_w \frac{\partial T}{\partial t} = \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) - \frac{d\phi}{dz}, \]  

(15)

where \( c_w \) is the specific heat (per unit volume) at depth \( z \) (the sum of the respective heat capacities of the water, ice, and mineral constituents), \( T \) is the temperature, \( t \) is time, \( k \) is the thermal conductivity, and \( \phi \) is the radiation flux reaching depth \( z \). The top boundary condition prescribes the residual heat flux \( G \) calculated during the surface flux solution (section 2.1.8) to flow into the top layer, and the bottom boundary condition beneath the sediment prescribes zero heat flux to flow out of the bottom layer. Equation (15) is discretized and solved using the semi-implicit Crank-Nicholson method; details are found in Text S2.

[57] After diffusion, phase change, and convection are evaluated, an energy balance check is evaluated to make sure that the total change in lake enthalpy over the course of the timestep (including the latent heat associated with phase change and correcting for the discontinuity in specific heat at the freezing point) is equal to the shortwave radiation flux penetrating the lake surface \((1 - \beta)S_0\) plus the heat flux transmitted from the lake surface \(G\), to a precision of \(10^{-7} \text{ W m}^{-2}\).

### 2.1.10. Hydrology

[58] In CLM4-LISSS, the water content of melting snow is immediately added to runoff, as is done currently for glacier and wetland landunits in CLM4. Since the water level of the lake is fixed and watershed runoff into the lakes is not tracked, the water is balanced for global simulations by removing lake evaporation and sublimation from the runoff to the ocean, and adding dew, frost, and precipitation reaching the lake surface. Snow is accumulated for frozen lakes, and dew, frost, and precipitation are added to the top snow layer if present. Evaporation or sublimation may be removed directly from the top snow layer.

### 2.2. Model Evaluation

[59] We evaluated CLM4-LISSS at two small temperate lakes (Sparkling Lake and Kossenblatter Lake) and one small boreal lake (Lake Valkea-Kotinen) where extensive observations were available, including lake water temperature, surface fluxes, optical extinction coefficient, and 2 m meteorological forcing observations above the lake including air temperature, humidity, pressure, and wind speed, with incoming longwave and shortwave radiation observations from nearby weather stations (Table 1). (We use “small lakes” to mean lakes

<table>
<thead>
<tr>
<th>Name</th>
<th>Location (°N,°E)</th>
<th>Depth (m)</th>
<th>( \eta ) (m⁻¹)</th>
<th>Fetch (km)</th>
<th>Forcing</th>
<th>Spinup (yr)</th>
<th>Evaluation Period</th>
<th>Variables Evaluated</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sparkling</td>
<td>46.01, -89.70</td>
<td>18</td>
<td>0.27</td>
<td>0.5</td>
<td>Obs.</td>
<td>5</td>
<td>2002–2005</td>
<td>WT, SF</td>
<td>Martynov et al. [2010]; iter.limnology.wisc.edu</td>
</tr>
<tr>
<td>Kossenblatter</td>
<td>52.13, 14.1</td>
<td>2</td>
<td>7.08</td>
<td>1.0</td>
<td>Obs.</td>
<td>5</td>
<td>05/2003–11/2003</td>
<td>WT, SF, ST</td>
<td>Beyerich et al. [2006]; Lindenberg Meteorological Observatory, Richard Aßmann Observatory, DWD, Germany</td>
</tr>
<tr>
<td>Valkea-Kotinen</td>
<td>61.24, 25.06</td>
<td>6</td>
<td>3.1</td>
<td>0.3</td>
<td>Obs.</td>
<td>2</td>
<td>05/2006–12/2006</td>
<td>WT, SF</td>
<td>Nordbo et al. [2011] and Vesala et al. [2006]; <a href="http://www.atm.helsinki.fi">www.atm.helsinki.fi</a></td>
</tr>
<tr>
<td>Great Slave</td>
<td>61.6, -114.0</td>
<td>90</td>
<td>N/A</td>
<td>65</td>
<td>NCEP</td>
<td>40</td>
<td>1997–2003</td>
<td>WT, SF</td>
<td>Rousse et al. [2008]</td>
</tr>
<tr>
<td>Ryan</td>
<td>45.04, -93.32</td>
<td>11</td>
<td>0.5</td>
<td>0.2</td>
<td>NCEP</td>
<td>9</td>
<td>1989–1990</td>
<td>IST</td>
<td>Gu and Stefan [1993]</td>
</tr>
<tr>
<td>Thrunz</td>
<td>47.90, -89.50</td>
<td>14</td>
<td>0.45</td>
<td>0.2</td>
<td>NCEP</td>
<td>10</td>
<td>1986–1991</td>
<td>IST</td>
<td>Fang and Stefan [1996]</td>
</tr>
<tr>
<td>Big Island</td>
<td>46.18, -86.50</td>
<td>11</td>
<td>N/A</td>
<td>0.2</td>
<td>NCEP</td>
<td>8</td>
<td>1968</td>
<td>IST</td>
<td>Sleator [1995]; nsidc.org/data/ g00803.html (Stat. 210)</td>
</tr>
<tr>
<td>Gogebic</td>
<td>46.60, -89.58</td>
<td>5</td>
<td>N/A</td>
<td>3.0</td>
<td>NCEP</td>
<td>7</td>
<td>1968–1970</td>
<td>ISt</td>
<td>Sleator [1995]; nsidc.org/data/ g00803.html (Stat. 128)</td>
</tr>
<tr>
<td>Karujärvi</td>
<td>58.38, 22.22</td>
<td>2</td>
<td>2.0</td>
<td>0.15</td>
<td>NCEP</td>
<td>3</td>
<td>1979–1987</td>
<td>WT, ISt</td>
<td>Vassiljev et al. [1994]</td>
</tr>
<tr>
<td>Raksjo</td>
<td>60.03, 17.08</td>
<td>10</td>
<td>0.54</td>
<td>0.6</td>
<td>NCEP</td>
<td>4</td>
<td>05/1995–09/1995</td>
<td>WT, ST</td>
<td>Elo [2007]</td>
</tr>
<tr>
<td>Crater</td>
<td>42.93, -122.10</td>
<td>500</td>
<td>0.05</td>
<td>4.0</td>
<td>NCEP²</td>
<td>64</td>
<td>1988–2000</td>
<td>WT</td>
<td>Larson et al. [2007]</td>
</tr>
<tr>
<td>McIlwaine²</td>
<td>-17.90, 30.80</td>
<td>25</td>
<td>N/A</td>
<td>2.0</td>
<td>NCEP</td>
<td>45</td>
<td>08/1975–02/1976</td>
<td>WT</td>
<td>Roberts and Ward [1978]</td>
</tr>
</tbody>
</table>

The depth used for simulation was either the mean depth, the maximum depth, or the depth at the measurement site. \( \eta \) is the extinction coefficient used for simulation; N/A means the default depth-based expression based on Hakanson [1995] was used. Forcing: NCEP = 2° global reanalysis data processed for CESM (1948-2004) [Qian et al., 2006]. Variables evaluated: WT = water temperature; SF = surface fluxes; ST = surface temperature; ISt = ice and snow thickness. We note that a short period of data on sediment temperatures was available from Gu and Stefan [1993], but these data were insufficient to effectively evaluate CLM4-LISSS in the absence of more detailed data (e.g., sediment characteristics, near-lake meteorological conditions).

²For Lake Michigan, these 2 buoys were selected because they were located mid-lake and relatively close to the simulated point corresponding to the McCormick and Pazdalski [1993] observations; several other buoys were located on the shoreline.

²Because Crater Lake is about 900 m above the forcing gridcell average altitude, we subtracted 6°C from the forcing temperature and 7500 Pa from the forcing pressure.

²Crater Lake was spun up for 25 years (1948–1972) with 10,000 times increased eddy diffusivity before 39 years of conventional spinup.

²McIlwaine now appears to be part of Zimbabwe and renamed Lake Chivero.
smaller than ~2 km² in area, and “shallow lakes” to mean lakes with less than 20 m depth. “Large” and “deep” lakes mean the opposite.) We followed a similar evaluation procedure to that used in the Lake Model Intercomparison Project (LakeMIP) [Stepanenko et al., 2010] for Sparkling Lake, and CLM-LISS is participating in the LakeMIP for Kossenblatter Lake and Lake Valkea-Kotinen.

[60] We also tested CLM4-LISSS at ten other lakes where complete meteorological forcing observations were unavailable and lake observation data were less comprehensive, including lakes spanning a large range of geometry, climate, and opacity (Table 1). Since most lake observations are limited to water temperature or water surface temperature and because snow and ice are key components of this lake model, we emphasized lakes where observations of snow and ice thickness were simultaneously made. Because we lacked meteorological forcing observations for any of these lakes, we sought several lakes in each category and for each observed variable of interest to compensate for the unpredictable discrepancies between coarse-scale meteorology and local conditions. Unfortunately, insufficient data were available to effectively evaluate the lake sediment temperature predictions. Finally, we evaluated the existing CLM4 lake model at four lakes for comparison: Sparkling Lake, Lake Michigan, Great Slave Lake, and Lake McIlwaine.

[61] Each evaluation simulation was performed in single-point mode with a single lake column, using soil properties and aerosol deposition based on the nearest gridcell in the CLM4 1.9° × 2.5° dataset. For the large and deep lakes, we repeated the simulations with non-molecular thermal diffusivities multiplied by 10 in case the model (even with enhanced diffusion as in section 2.1.6) insufficiently accounted for unresolved 3D processes; for Great Slave Lake we also performed a simulation with 100 times increased diffusivities.

[62] In section 3.1.1, we first analyze results from the three small temperate lakes where forcing observations were available, including testing the effects of the roughness length formulation. In section 3.1.2, we examine ice and snow observations from Ryan Lake, Thrush Lake, Lake Gogebic, Big Island Lake, and Karujärvi, with additional water temperature comparisons for boreal lakes Raksjo, Karujärvi, and Thrush. We continue in section 3.1.3 by considering Lake Michigan, a large, deep, temperate lake that undergoes mixing in excess of wind-driven eddies [Martynov et al., 2010], to characterize how the model fares under these conditions and to test the effects of enhanced diffusion and 10 times increased eddy diffusivity. Great Slave Lake provides a similar test where some surface flux observations were also available. Finally, we briefly examine one very deep caldera lake (Crater Lake) and one mid-size tropical lake (McIlwaine).

2.3 Modeled Sensitivity of Surface Fluxes and Water Temperature to Processes and Parameters

[63] Many lake models integrated in climate models lack some of the processes included in CLM4-LISSS, such as phase change and the insulation of frozen lakes by snow. There are also many lake characteristics and model parameters which are poorly constrained in global simulations and are sometimes characterized crudely in existing lake models, such as depth, surface roughness, and optical extinction coefficient. We performed sensitivity experiments to isolate the effects of each excluded process or typical range of parameter uncertainty on lake model predictions. We were primarily interested in the effects of these processes and parameters on global climate model predictions, so we examined the sensitivity of surface fluxes averaged over all the lake area in several regions, and examined changes in lake water temperatures for several representative gridcells to better understand the causes of flux changes. To understand the changes in surface fluxes, we also examined the rate of change of lake enthalpy, which we calculated as the sum of the rate of shortwave radiation absorption beneath the surface and the rate of heat diffusion into the lake at the surface (i.e., (1 − β)S_s + G).

[64] We performed 14 total experiments, all independently varied from the reference case, detailed below. The reference case was a global 1.9° × 2.5° CLM4 simulation (with CLM4-LISSS) using year 2000 conditions for aerosol deposition and repeated 25-year periods of atmospheric forcing from 1980–2004 [Qian et al., 2006], with 110 years for spinup and 15 years (1990–2004) for analysis. In order to make the reference simulation more realistic, we used lake depth and lake area data not available in the standard CLM4 surface datasets. The global lake area in the standard CLM4 dataset is about 0.7 million km², far less than the 2.7 million km² from the Global Lake and Wetland Database (GLWD) [Lehner and Doll, 2004], which itself is probably an underestimate of the true lake area; Downing et al. [2006] estimated a total lake area of 4.6 million km². We used the GLWD lake area interpolated to 1.9° × 2.5° resolution and excluding the Caspian Sea (which is treated as ocean in CESM1), yielding 2.3 million km², shown in Figure S1a.

[65] To our knowledge, the first extensive global gridded lake depth dataset has been recently developed at 30 arcsec. resolution [Kourzeneva, 2010] (http://www.flake.igb-berlin.de/ep-data.shtml). This dataset includes real data from a variety of sources for over 13,000 lakes and uses default depths of 10 m when a lake is present but the depth is not known, which is likely to be more realistic for the small lakes for which data are likely to be unavailable than the 50 m default lake depth in the existing CLM4. (Rivers are included in this dataset and assigned a depth of 3 m; even though the lake model
may not be appropriate for rivers, we could not easily remove the rivers from the depth dataset, though these are not included in the GLWD that we used to determine the lake area simulated in each gridcell.) We interpolated this data to \( 1.9^\circ \times 2.5^\circ \) resolution by using the mean depth from each 1 km gridcell in the lake-depth dataset where a lake was present, whether or not the real depth was available for that 1 km gridcell. Because the mean depth was used, each represented lake does not correspond to the depth of any particular real lake unless that lake dominates the \( 1.9^\circ \times 2.5^\circ \) gridcell. This approximation is a crude first step intended to be more realistic than a constant global lake depth: future work should use multiple lake depth categories in each gridcell. Other interpolation approaches could have been used, such as using the mode rather than the mean lake depth when interpolating to the coarse gridcell, or ignoring 30 arcsec. gridcells assigned to the default 10 m in the lake depth dataset if at least one lake with known depth is available in the CLM4 gridcell; these alternative approaches are compared in Figures S1b–S1d.

[66] Each 25-year experiment started with the initial conditions after 100 years of spinup for the reference case and allowed 10 additional years for spinup (1980–1989 atmosphere) unless otherwise specified, using the final 15 years (1990–2004) for analysis, retaining year 2000 aerosol deposition. For simplicity, we assumed no small-fetch limitation on wave development (section 2.1.6) in the reference case. The fourteen sensitivity experiments are described below. In addition to these fourteen experiments, we also investigated the effects of vertical discretization by comparing the model predictions when using 10 lake body layers for these global simulations as opposed to 25, which we used for the site evaluations.

1. No heat of fusion for phase change. We set the heat of fusion for water equal to 1 J kg\(^{-1}\). All other effects of phase change (e.g., changes in albedo and thermal properties, suppression of wind-driven eddies) remained unchanged.
2. No snow insulation. We multiplied the thermal conductivity of snow by \( 10^6 \). All other snow properties remained unchanged.
3. No enhanced diffusion. The “enhanced diffusion” defined in section 2.1.6 was turned off, leaving only the wind-driven eddy and molecular diffusion.
4. Lake puddling. We suppressed convection (which is normally responsible for aggregating ice at the surface) when more than 0.3 m of ice was present, allowing some liquid water to remain above ice and for arbitrary mixtures of ice and water to be present below. Wind-driven eddy diffusivity was added to liquid water present above ice. This case was compared to Case 11, as this mechanism independently allows a decrease in albedo when water is present over melting ice.
5. Lake depth = 50 m. All lakes had constant 50 m depth. Twenty years of additional spinup were used. This case was compared to a perturbed reference case with \( \eta = 0.22 \) m\(^{-1}\), the default 50 m lake value (section 2.1.5), so that the lake depth was the only change.
6. Lake depth = 5 m. All lakes had constant 5 m depth. This case was compared to a perturbed reference case with \( \eta = 0.60 \) m\(^{-1}\), the default 5 m lake value (section 2.1.5), so that the lake depth was the only change.
7. \( \eta = 1.0 \) m\(^{-1}\). All lakes had constant extinction coefficient of 1.0 m\(^{-1}\), instead of being a function of depth as in the reference case (section 2.1.5). This represented an increase in extinction coefficient for most gridcells.
8. \( z_{om} = 1 \) mm. All unfrozen lakes had constant roughness lengths (both momentum and scalar roughness lengths) equal to 1 mm, instead of the diagnostic values (section 2.1.7).
9. \( z_{om} = 10 \) mm. All unfrozen lakes had constant roughness lengths (both momentum and scalar roughness lengths) equal to 10 mm (the value used in the existing CLM4 lake model), instead of the diagnostic values (section 2.1.7).
10. Unfrozen albedo = 0.07. All lakes had constant unfrozen albedo for both direct and diffuse shortwave radiation, instead of the relationships in section 2.1.7.
11. No albedo correction for melting lakes. All frozen lakes had constant albedo (0.60 for visible and 0.40 for NIR), without reduction as the ice surface temperature approaches freezing (section 2.1.7).
12. Mixing times 2. Wind-driven eddy and enhanced diffusion (section 2.1.6) were multiplied by 2.
13. Mixing times 10. Wind-driven eddy and enhanced diffusion (section 2.1.6) were multiplied by 10.
14. 100 m fetch. The fetch was set to 100 m for all lakes, as opposed to the unlimited value in the reference case.

3. Results
3.1. Model Evaluation
3.1.1. Shallow Lakes With Forcing; Roughness Length Sensitivity
[81] The existing CLM4 lake model performed poorly for Sparkling Lake (Figure 2). During the summer, the lake was barely stratified and remained cold, with predicted surface water temperature averaging 15°C too low. In the winter, the surface temperature sometimes rose well above freezing during warm spells, because of the model’s lack of thermal inertia from the presence of ice. Latent heat fluxes were consistently high during the early summer and peaked too early in the season. Sensible heat fluxes were negative throughout the year. The model simulated an unrealistically high average diurnal surface temperature range exceeding 13°C during the summer, comparable to the average diurnal range in observed near-surface water temperature (0.5°C). Because the unphysical behavior of the existing CLM4 lake model at Sparkling Lake was evident at all other lakes tested, it served as a poor point
of comparison for CLM4-LISSS, and we present further evaluation results only in Appendix A (section A2).

CLM4-LISSS simulated medium-depth Sparkling Lake surface and 10 m water temperatures and sensible and latent heat fluxes well (Figure 2). The latent heat flux predictions were higher than observations for 2002–2003 but accurate for 2004–2005, and the seasonal timing of the peak in latent heat flux was well reproduced. Sensible heat flux predictions were largely consistent with observations, though they peaked later in the season than observations. Predictions of summer diurnal temperature range were 0.8°C for the surface and 0.5°C for the water at 0.05 m, the latter being consistent with observations (not shown).

Degrading the roughness lengths from the diagnostic values (which ranged between 0.01 and 1 mm but were generally between 0.1 and 0.5 mm) to a constant 1 or 10 mm caused excessive outgoing latent heat flux and cold surface temperatures (Figure 3). For 10 mm roughness lengths, summer latent heat flux was 46 W m⁻² higher than when using the diagnostic roughness lengths, and near-surface summer water temperatures were 4.2°C too low compared to observations. This cold bias persisted into the winter, causing early freeze-up and late thaw dates.

The model evaluations at the two relatively shallow, turbid lakes (Kossenblatter and Valkea-Kotinen) showed similar results (Figures 4 and 5). CLM4-LISSS simulated the Kossenblatter surface and 1 m temperatures relatively accurately, while using fixed 10 mm roughness lengths caused a cold bias. CLM4-LISSS mildly over-predicted Kossenblatter heat fluxes while reproducing the temporal patterns of variability; with fixed 10 mm roughness lengths latent heat fluxes were excessively high and sensible heat fluxes were excessively low. CLM4-LISSS reproduced the observed vertical and seasonal patterns for water temperature and the seasonal patterns for afternoon heat fluxes for Lake Valkea-Kotinen (although these eddy covariance data are limited to conditions when the fetch is along the lake [Nordbo et al., 2011]).

### 3.1.2. Small Temperate and Boreal Lakes: Ice, Snow, and Sediment

We evaluated simulated ice and snow thicknesses for Big Island Lake, Lake Gogebic, Ryan Lake, Thrush Lake, and Karujärvi (Figures 6 and S2). The model performed acceptably by correctly predicting the range of thickness magnitudes and the range of inter-annual variability among modeled years and between lakes. Freeze and thaw dates were approximately correct, given the sporadic available observations. As in the observations, the model showed a strong anti-correlation between snow and ice thicknesses, demonstrating that it correctly represented the inhibition of ice formation from snow insulation [Brown and Duguay, 2010]. However, predictions of snow thickness for a given year or lake were not consistently accurate. These differences were possibly influenced by inconsistencies between actual local snowfall and the snowfall predicted by the 2° reanalysis dataset.

We also evaluated water temperature predictions for temperate Thrush Lake (Figure S3) and boreal lakes Raksjo (Figure S4) and Karujärvi (Figure S2). The model predicted temperatures accurately for Thrush and Karujärvi. The seasonal variation was mildly
Figure 3. Ten-day mean Sparkling Lake (a) 0.05 m temperature and (b) latent heat flux, 2002–2005, observed and simulated by CLM4-LISSS with diagnostic roughness lengths, fixed 1 mm roughness lengths, and fixed 10 mm roughness lengths. Near-surface below-freezing temperatures are not shown, as surface observations are typically flawed during these periods.

Figure 4. Five-day mean Kossenblatter water temperatures and surface energy fluxes, May – November, 2003, observed and simulated by CLM4-LISSS with diagnostic roughness lengths, fixed 1 mm roughness lengths, and fixed 10 mm roughness lengths: (a) surface temperature; (b) temperature at 1 m depth; (c) latent heat flux; and (d) sensible heat flux.
delayed and the heat penetration mildly under-predicted for Raksjo compared with observations, though the surface temperature variation was accurate.

### 3.1.3. Deep Lakes; Mixing Sensitivity

The parameterization of wind-driven eddy mixing [Hostetler and Bartlein, 1990] apparently led to under-

---

**Figure 5.** Lake Valkea-Kotinen, May – December, 2006. Ten-day mean water temperatures: (a) observed [Nordbo et al., 2011]; and (b) simulated by CLM4-LISSS. Three-day mean (over available data for the sporadic observations) 12-6 PM surface energy fluxes, observed and simulated: (c) latent heat flux; and (d) sensible heat flux.

**Figure 6.** Snow thickness and ice thickness, simulated by CLM4-LISSS and observed, for (a) Big Island Lake; (b) Lake Gogebic; (c) Ryan Lake [Gu and Stefan, 1993]; and (d) Thrush Lake [Fang and Stefan, 1996].
predicted mixing in all four simulated deep lakes, as slight improvement was obtained for some lakes with enhanced diffusion and substantial improvement was usually obtained for all four lakes when increasing eddy diffusivity by factors of 10 – 100. Even without these improvements, performance of CLM4-LISSS was adequate in the context of uncertain lake properties at the global scale (section 3.2).

We evaluated Lake Michigan with CLM4-LISSS, CLM4-LISSS without enhanced diffusion, and CLM4-LISSS with 10 times increased eddy diffusivity, compared to vertical water temperature observations (Figure 7) and surface temperature observations (Figure 8) for 1990. CLM4-LISSS accurately predicted the observed seasonal and vertical patterns of variation in water temperature including summer stratification, although the predicted summer thermocline was too shallow and the surface temperature too low both with the baseline CLM4-LISSS and with 10 times increased eddy diffusivity (Figure 7).

Typical of the difficulties of evaluating 1D models for large lakes, surface temperature observations differed between the two mid-lake buoys closest to the simulated location by up to 5°C (Figure 8). The warmer buoy had surface temperature observations colder than those of the nearby vertical water temperature observations (Figure 7) during the same time period. CLM4-LISSS predicted an earlier spring warm-up and fall cool-down than the observations (Figure 8). Including enhanced diffusion had little effect on this timing. When 10 times increased eddy diffusivity was used, the spring warm-up and fall cool-down were delayed, bringing the model closer to observations, though a 5°C warm bias remained in the spring and early summer. During the late summer, all model versions corresponded well to the warmer buoy observations, which were bracketed by the surface temperatures indicated by the cooler buoy and those from the contemporaneous vertical water temperature observations (Figure 7).

Figure 7. Daily mean Lake Michigan water temperatures for 1990: (a) CLM4-LISSS; (b) CLM4-LISSS with eddy diffusivity increased by 10; and (c) observed [McCormick and Pazdalski, 1993].

Figure 8. Daily mean Lake Michigan surface temperatures for 1990: National Data Buoy Center Station 45007 observations, National Data Buoy Center Station 45002 observations, and simulated by CLM4-LISSS, CLM4-LISSS with eddy diffusivity increased by 10, and CLM4-LISSS with no enhanced diffusion.
In our original simulations of Lake Michigan (not shown), several unobserved abrupt and complete overturning events occurred in the summer season. We determined that these events were caused by an unrealistic interaction of the sediments with the original convective adjustment algorithm [Hostetler and Bartlein, 1990]: slight diffusion of heat from the sediments during atmospheric cooling was causing the bottom layer to become slightly warmer than the layer above, triggering a complete mixing to the lake top, with the time of this occurrence highly sensitive to the model state. We modified the convective algorithm (section 2.1.6) to prevent the unrealistic behavior. This correction only caused insignificant changes in other lakes, where sediment-initiated overturning events were rare and small in magnitude.

We evaluated Great Slave Lake with CLM4-LISSS, CLM4-LISSS without enhanced diffusion, and CLM4-LISSS with 100 times increased eddy diffusivity, compared to vertical water temperature observations and surface flux observations for 1997–2002 (Figure 9). Compared to observations, CLM4-LISSS tended to under-predict mixing, as evidenced by over-predicted surface temperatures, under-predicted autumn 40 m water temperatures, an early peak in surface heat fluxes, and an early freeze-up date. These errors were most pronounced when enhanced diffusion was turned off, while substantial improvements were obtained with 100 times increased eddy diffusivity. A comparison of each year’s freeze-up and thaw dates between CLM4-LISSS simulations and observations (not shown), though complicated by the lack of fractional ice cover predictions, also suggested that the simulated seasonal dynamics were several weeks too early in the default version and about one week early with 100 times increased eddy diffusivity. We note that errors in all simulations may have been exacerbated by the use of coarse resolution (~2°) reanalysis-derived meteorological forcing rather than local forcing, as air temperatures over Great Slave Lake tend to have a substantial seasonal lag compared to air temperatures over nearby land [Rouse et al., 2008].

We also evaluated model predictions for the very deep (594 m) Crater Lake with mild Pacific Northwest climate and for tropical Lake McIlwaine. CLM4-LISSS reproduced the vertical and seasonal patterns of temperature variation in Crater Lake, which is well-mixed in the winter and mildly stratified in the summer, although it under-predicted seasonal temperature variability and summer stratification (Figures S5 and S6). Predictions were closer to observations with 10 times increased eddy diffusivity and farther from observations with no enhanced diffusion. CLM4-LISSS performed similarly for Lake McIlwaine, capturing the increased stratification and surface warming in the summer (Figure S7). It over-predicted stratification in this case, but predictions were closer to observations with 10 times increased eddy diffusivity and farther from observations with no enhanced diffusion.

3.2. Model Sensitivity

We evaluated the sensitivities to modeled processes and parameters for the average monthly surface energy fluxes for North Eurasian lakes and the water

![Figure 9. Daily-averaged Great Slave Lake water temperatures and surface fluxes from 1997–2003 excluding 2001, observed [Rouse et al., 2008] and simulated by CLM4-LISSS, CLM4-LISSS with no enhanced diffusion, and CLM4-LISSS with eddy diffusivity increased by 100: (a) surface temperature; (b) temperature at 40 m depth; (c) latent heat; and (d) sensible heat.](image-url)
temperatures of the 11 m deep lake approximating Finnish Lake Inari. Summarizing the results detailed in the following subsections (sections 3.2.1–3.2.7), we found very high sensitivity to the inclusion of snow insulation and high sensitivity to the inclusion of the heat of fusion for phase change, lake depth, extinction coefficient, and the albedo of melting lakes. Sensitivities to roughness lengths and mixing strength depended on the perturbation magnitudes. We found low sensitivities to enhanced diffusion (Case 3), the inclusion of puddling on thick melting ice (Case 4), the unfrozen albedo (Case 10), and the fetch (Case 14), so we do not discuss these cases below. Surface flux sensitivity and water temperature figures for all cases are available in the auxiliary material (Figures S10–S18). Compared to the results detailed below, results from warmer regions (i.e., U.S. lakes and Eastern Hemisphere tropical lakes) showed reduced sensitivity to snow insulation and phase change and increased sensitivity to the roughness lengths, enhanced diffusion, and mixing strengths (Figures S19–S36).

3.2.1. Snow Insulation

[94] In Case 2, we eliminated snow insulation by multiplying the thermal conductivity of snow by $10^6$, keeping all other snow properties constant. North Eurasian lakes were predicted to lose ~20 W m$^{-2}$ more to the atmosphere during the winter (Figure 10a). Compared with the baseline simulation (Figure 11a), Inari ice increased in thickness (~1 m) and duration (1 week) and cooled (~8°C) at the surface (Figure 11b). North Eurasian lakes remained cooler in the summer, leading to an extra 30 W m$^{-2}$ energy absorption in July, manifesting as large declines in summer longwave, latent, and sensible energy fluxes.

3.2.2. Heat of Fusion for Phase Change

[95] In Case 1, we eliminated the heat of fusion of water. This modification dramatically increased the thickness of Inari winter lake “ice” and cooled its top layer by up to 4°C (Figure S14b). The decline in North Eurasian lake surface temperatures caused less heat to be lost to the atmosphere during the winter, while faster spring melt decreased the lake energy uptake by 14 W m$^{-2}$ in June, causing 2 – 3 W m$^{-2}$ increases in longwave, latent, and sensible energy fluxes (Figure 10b). It is noteworthy that both eliminating the heat of fusion and eliminating snow insulation caused declines in ice surface temperatures but with opposite effects on atmospheric fluxes and lake summer temperatures.

3.2.3. Lake Depth

[96] In Case 5, we increased the depth of modeled North Eurasian lakes from an average of 14 m (with a median of 10 m) to a constant 50 m, while in Case 6, we decreased the depth to a constant 5 m. Decreasing the depth led to the expected summer warming and autumn cooling of the Inari surface due to decreased thermal inertia (Figure S15d), associated with a decrease in

![Figure 10](image-url) Monthly average surface flux anomalies for North Eurasian (60 – 90°N, 0 – 175°E) lakes, latent heat, sensible heat, rate of lake enthalpy decrease, and upward longwave: (a) Case 2, no snow insulation; (b) Case 1, no heat of fusion for phase change; (c) Case 6, lake depth = 5 m; and (d) Case 5, lake depth = 50 m.
energy uptake of North Eurasian lakes by 5 W m\(^{-2}\) in the summer and an increase in lake energy loss of 12 W m\(^{-2}\) in October (Figure 10c). During the summer, sensible and latent fluxes increased while net longwave fluxes remained nearly unchanged, indicating that the warming occurred primarily during the day.

[97] The seasonal pattern of surface flux change was more complicated when the depth was increased. In June, North Eurasian lakes lost an extra 10 W m\(^{-2}\) to the atmosphere, primarily via longwave radiation (Figure 10d). This loss is consistent with the predicted greater winter and spring temperature stratification under the ice and consequent delay in overturning as compared to the baseline simulation with identical constant \(\eta\) (not shown). This change may have been unrealistic if winter below-ice mixing was too weak [Martynov et al., 2010]. In contrast, energy uptake by the lakes increased by 14 W m\(^{-2}\) in September when the depth was increased to 50 m, primarily via decreases in latent heat fluxes. The lakes then returned an extra 8 W m\(^{-2}\) to the atmosphere in November.

3.2.4. Extinction Coefficient

[98] Increasing the optical extinction coefficient of North Eurasian lakes from an average of 0.46 m\(^{-1}\) to a constant 1.0 m\(^{-1}\) (Case 7) acted analogously (though more strongly, in this case) to a decrease in lake depth, increasing thermal stratification and decreasing the effective mixing depth of Lake Inari during the summer (Figure 11c). North Eurasian lake energy uptake in July decreased by 17 W m\(^{-2}\), primarily via increased latent heat flux associated with a daytime surface warming; lake energy loss in October decreased by 16 W m\(^{-2}\), about equally via sensible, latent, and longwave fluxes (Figure 12a).

3.2.5. Melting Lake Albedo

[99] In Case 11, we maintained the albedo of melting ice at the winter value rather than allowing it to decline to 0.10 as the exposed ice surface reached the melting temperature. This change caused a median of 8 days delay in melt for North Eurasian lakes, though much larger delays were observed in some gridcells. Energy uptake by lakes decreased by 15 W m\(^{-2}\) and energy fluxes to the atmosphere decreased by 16 W m\(^{-2}\) in June (Figure 12b), associated with a loss of 31 W m\(^{-2}\) in absorbed shortwave radiation (not shown). Lakes remained colder in July, taking up an extra 15 W m\(^{-2}\).

3.2.6. Roughness Lengths

[100] In Case 8, we fixed roughness lengths for unfrozen lakes to a constant value of 1 mm (instead of the diagnostic values (section 2.1.6), which varied but were generally less than 0.5 mm), while in Case 9, we increased roughness lengths to 10 mm, which is unrealistically high but equal to the value used in the existing CLM4 lake model. Fixing the roughness lengths at 1 mm caused about a 15 W m\(^{-2}\) increase in the sum of summer sensible and latent heat fluxes for North Eurasian lakes, at the expense of lake energy uptake and longwave fluxes (Figure 12c). The Lake Inari peak summer surface temperature declined by 2°C (Figure S16c). Lakes remained colder in the autumn, with lake energy loss.
decreasing by 9 W m\(^{-2}\), primarily via decreased long-wave fluxes. These effects were magnified when roughness lengths were fixed at 10 mm, with about a 20 W m\(^{-2}\) summer increase in the sum of latent and sensible heat fluxes for North Eurasian lakes, a 19 W m\(^{-2}\) decline in October lake energy loss (Figure S12a), and a 4°C decline in peak Inari summer surface temperature (Figure S16d). In both cases, decreased summer energy uptake by Lake Inari led to an annually colder lake, with 1 week earlier freeze-up and later thaw (Figures S16c–S16d).

3.2.7. Mixing Strength

In Case 12, we multiplied eddy diffusivities by 2, and in Case 13 we multiplied by 10. Results were modest for the factor of 2 increase in eddy diffusivity, increasing the July energy uptake and October energy loss for North Eurasian lakes by about 20 W m\(^{-2}\) (Figure S12d). For the factor of 10 increase, the increase in seasonal energy exchange was about 20 W m\(^{-2}\) (Figure 12d); Lake Inari summer thermal stratification also decreased (Figure 11d). Normally, a low sensitivity to a 100% parameter change would be considered as evidence of low uncertainty, but the results in section 3.1.3 suggested that the uncertainty in mixing strength for large, deep lakes is very large, and a factor of 10 increase usually improved the realism of simulated water temperatures. Consequently, the 20 W m\(^{-2}\) increase in seasonal energy exchange associated with Case 13 may be realistic.

3.2.8. Discretization

We also compared the model predictions when using 10 lake body layers for these global simulations as opposed to 25, which we used for the site evaluations. We found that errors in surface energy flux predictions may result from using 10 layers instead of 25 layers, with annual-mean errors of a few W m\(^{-2}\). Much larger errors may occur for short time periods when energy exchange between the lake body and atmosphere are large. We therefore recommend increasing the number of layers for global simulations when sufficient computational resources are available.

4. Discussion

4.1. Performance of CESM/CLM4 Lake Models

Due to the lack of phase change physics and snow insulation, unrealistically large roughness lengths, and errors in the calculation of surface fluxes, surface temperature, and eddy diffusivity, predictions of the existing CLM4 lake model poorly matched observations at all lakes tested (sections 3.1.1 and A2). For the three small, shallow temperate and boreal lakes with available meteorological forcing observations, CLM4-LISSS predictions for water temperature were excellent, and predictions for surface fluxes were good. We note that there are important uncertainties associated with eddy-covariance observations, particularly in the presence of land-surface heterogeneity [Foken, 2008], which certainly

![Figure 12. Monthly average surface flux anomalies for North Eurasian (60 – 90°N, 0 – 175°E) lakes, latent heat, sensible heat, rate of lake enthalpy decrease, and upward longwave: (a) Case 7, extinction coefficient = 1.0 m\(^{-1}\); (b) Case 11, no albedo correction for melting lakes; (c) Case 8, roughness lengths = 1 mm; and (d) Case 13, eddy diffusivities increased by 10.](image-url)
applies to these small lakes. For other small shallow temperate and boreal lakes without forcing observations, water temperature predictions were good, with no systematic biases. CLM4-LISSS performance was adequate for large and deep lakes (section 4.3), although we note that there are substantial horizontal variations in temperature which CLM4-LISSS cannot resolve. Insufficient data were available to conclusively test the performance of the ice, snow, and sediment schemes in CLM4-LISSS, although there appear to be no systematic biases in the ice and snow thickness predictions, and the model showed the right seasonal behavior and a realistic anti-correlation between snow depth and ice thickness [Brown and Duguid, 2010]. The new roughness length formulations for momentum, heat, and moisture fluxes were clearly superior to fixed values of 1 mm or greater, although insufficient data were available to test the relatively uncertain enhancement of surface heat capacity and conductivity for water and ice insulations, which caused greater than 30 W m$^{-2}$ E Eurasian lakes was the presence or absence of snow. Lake meteorological observations, including incident snowfall.

4.2. Ice and Snow

Previous studies have shown that lake models parameterizing total thermal diffusivity based on wind-driven eddies [Hostetler and Bartlein, 1990] and molecular diffusivity alone under-predict mixing for large, deep lakes [Martynov et al., 2010; Perroud et al., 2009; Stepanenko et al., 2010]. That behavior was confirmed for all four simulated deep lakes, except perhaps at one of three observation sites for Lake Michigan. In some cases, we found slight improvement when adding enhanced diffusivity under conditions of neutral stability to represent unresolved 3D mixing processes [Fang and Stefan, 1996], but this change was insufficient to bring thermal diffusivity to realistic levels. For deep lakes, we nearly always obtained substantial improvements in lake water temperature and surface flux predictions when we increased eddy diffusivity by 10, and in one case predictions were further improved when increasing by 100. This sensitivity is consistent with the large thermal diffusivities found by Martynov et al. [2010] to be required to substantially improve the simulation of Lake Michigan compared to surface temperature observations.

Some 1D lake models tend to assume greater mixing, including both simpler models like FLake and more sophisticated k-ε models like SIMSTRAT that predict the production, dissipation, and diffusion of turbulent kinetic energy. Consequently, these models can sometimes more accurately predict temperatures in large, deep lakes like Lake Michigan and Lake Geneva than does the Hostetler Model [Martynov et al., 2010; Perroud et al., 2009; Stepanenko et al., 2010]. However, when these turbulence models are applied to small, shallow lakes (e.g., Sparkling Lake), they can sometimes over-predict mixing, causing temperature predictions to not match observations as well as simpler models [Stepanenko et al., 2010]. This discrepancy may be because the additional sources of turbulent kinetic energy parameterized in these models may be serving as a proxy for advection induced in large lakes by horizontal temperature gradients not able to be represented in 1D models, or that these models parameterize insufficient dissipation of turbulent kinetic energy for small lakes.

Future work could improve the treatment of lake ice during periods of marginal ice cover. It may be possible to parameterize surface ice fractional cover, which can be important for large lakes [Goyette et al., 2000]. Such an approach may be more robust than simply decreasing the albedo over melting ice to account for puddling and disintegration, by being able to predict the large observed albedo variability during melt. Our current implementation caused large changes in surface fluxes (16 W m$^{-2}$) compared to assuming a constant winter-time ice albedo, and may be an over-estimate of the albedo decrease, as it allows melting lakes to have an albedo as low as unfrozen lakes under some combinations of zenith angle and ice surface temperature. For small high-latitude lakes, recent work suggests that puddling over melting ice may be more typical for lakes that freeze to the bottom each winter [Arp et al., 2011]; this information could be used in predicting albedo declines and suppression of convection in melting lakes.
models. For global simulations with CLM4-LISSS described here, it may be advisable to increase eddy diffusivity by a factor that depends on lake shape, and future research should systematically investigate the relationship between mixing strength and lake geometry. For now, we recommend increasing the eddy diffusivity by 10 for lakes larger and deeper than some threshold (e.g., 5 km$^2$ and 30 m). Additional research should also be undertaken to couple $k$-$\epsilon$ models into climate models. Another approach would be to couple 3D models into climate models for large lakes where detailed bathymetry is available [Leon et al., 2007; Song et al., 2004]. In any case, surface flux changes resulting from 10 times increased eddy diffusivity in our model were comparable in magnitude to those changes resulting from changes in modeled lake depth. Given the challenges in interpolating from fine-scale variation in lake depth to a single or small number of lake depths at the GCM scale, under-prediction of mixing for large lakes may be relatively unimportant for global simulations except in the vicinity of very large lakes like the Great Lakes. Indeed, the majority of global lake area is occupied by much smaller lakes [Kourzeneva, 2010; Lehner and Doll, 2004] for which CLM4-LISSS performance is very good.

### 4.4. Uncertain Parameters for Global Simulations

[110] We found moderate changes in surface fluxes when the modeled lake depths of North Eurasian lakes were varied across a typical range. Until recently, most global simulations assumed constant lake depth. Fine resolution global data on lake depth are becoming available [Kourzeneva, 2010], although spatial coverage is far from complete. It may also be possible to invert for lake depth by comparing modeled surface temperature to remotely sensed surface temperature [Balsamo et al., 2010; Dutra et al., 2010]. However, in our current implementation, as in many other GCMs, only one lake is modeled in each gridcell, so even allowing the lake depth to vary between gridcells is a crude representation of real lake depths since most lakes are much smaller than the grid scale. Different interpolation approaches could be used to aggregate observed lake depths at finer scales to calculate the single representative gridcell lake depth, but it is not clear what the optimum gridcell depth would be. The optimum lake depth may depend on the model structure and intended application. A more sophisticated approach would be that used by Samuelsson et al. [2010], where several lakes of different depth categories are explicitly modeled in each RCM gridcell. Further research is needed to identify how best to aggregate lakes into depth categories.

[112] Increasing the extinction coefficient from an average of 0.46 m$^{-1}$ to a constant 1.0 m$^{-1}$ for North Eurasian lakes caused large changes in surface fluxes and differences between summer surface and lake bottom temperatures, despite being a relatively small change compared to the large variability of observed values (0.05 to 7.1 m$^{-1}$ just for the lakes simulated in this study). Such increases in thermal stratification with increased opacity have been observed elsewhere and could affect lake-climate interactions (section 4.5). The surface flux changes were similar in seasonal pattern but larger in magnitude than those resulting when decreasing the depth from a median of 10 m to a constant 5 m. Consequently, global data on lake opacity may be as important as, or more important than, global data on lake depth. It may be possible to retrieve lake opacity from satellite observations [Dominguez Gomez et al., 2009; Koponen et al., 2002; Zhang et al., 2003]. However, without explicitly modeling several lakes of different optical categories in each gridcell, it is unclear what the optimum extinction coefficient should be for the single modeled lake in each gridcell, or whether such an optimum value would be model-dependent. Moreover, we assumed that the extinction coefficient is not related to albedo, but further work is needed to understand the relationship, if any, between lake opacity and albedo.

[113] In contrast, global data on lake fetch may be less important. While using excessively large values of roughness lengths may degrade simulations, and lake geometry may influence lake temperature in other ways, model predictions were relatively insensitive even to extreme changes in the fetch from unlimited to 100 m. This low sensitivity may be because, using the Zilitinkevich et al. [2001] relationships, predicted scalar roughness lengths were relatively insensitive to changes in the momentum roughness length with fetch. However, we did not analyze changes in momentum flux, and it is unclear if these changes could be important in coupled simulations. In any case, retrieval of approximate lake horizontal dimensions from remote sensing should be relatively straightforward, so we still recommend the creation of a global dataset to eliminate this small source of uncertainty in global simulations.

### 4.5. Lake-Climate Interactions

[114] Reducing surface roughness lengths and correcting errors in surface flux calculation reduced latent heat fluxes and delayed their seasonal peak in CLM4-LISSS compared to the existing CLM4 lake model, consistent with observations. While Bonan [1995] found large summer increases in latent heat fluxes at all latitudes when adding lakes to a GCM, the decreased roughness length and increased thermal inertia of lakes could tend to decrease latent heat fluxes compared to surrounding land area in the early summer, particularly at high latitudes, where there is large seasonal temperature variation and soil evaporation tends not to be moisture-limited. Samuelsson et al. [2010] found net regional summer warming resulting from lakes in Northern Europe. Dutra et al. [2010] found regional cooling at all latitudes, but increases in latent heat fluxes only occurred at low latitudes, while decreases occurred at high latitudes, consistent with the findings of Lofgren [1997] for the Great Lakes and Krinner [2003] and Krinner and Boike [2010] for high latitudes. These results suggest that energy uptake by lakes may be more important than increasing latent heat fluxes as a summer cooling mechanism at temperate and high latitudes.
Studies tend to agree that lakes increase autumn heat fluxes and surface temperatures [Bonan, 1995; Dutra et al., 2010; Lofgren, 1997; Rouse et al., 2008; Samuelsson et al., 2010]. In the winter, however, ice and snow model details are important. For example, studies tend to find that lakes cause warming when snow insulation is not modeled [Bonan, 1995; Lofgren, 1997; Samuelsson et al., 2010], while Dutra et al. [2010] found slight, if any, warming when snow insulation was present. (We note that the winter warming reported by Lofgren [1997] may be realistic, as the Great Lakes often do not completely freeze.) Krinner and Boike [2010], using a model with snow insulation, found that a fraction of the predicted autumn warming caused by lakes extended into the winter under present climate, while most of the autumn warming persisted into the winter under future climate; this discrepancy may be due to decreased snow thickness, but these results were not reported. The dependency on snow insulation of the winter atmospheric response to lakes is consistent with the large increases we found in winter energy fluxes from lakes to the atmosphere when eliminating snow insulation. We note that ignoring the heat of fusion caused half as large changes in flux but of the opposite sign, even though both changes tended to make lake ice surfaces colder in the winter: snow insulation keeps the lake ice from being exposed to cold atmospheric temperatures, while heat of fusion increases the thermal inertia of the lake itself.

Due to the potential for climate change to interact with thermokarst lake area [Smith et al., 2005], future studies should investigate the effects of these changes on regional climate [Krinner and Boike, 2010]. Other land cover change experiments have shown changes in atmospheric circulation or remote atmospheric conditions [Bala et al., 2007; Feddema et al., 2005a, 2005b], but it is not clear if this could result from changing lake area. For studies showing increasing summer latent heat fluxes and surface cooling for regions with large lake area, it is unclear how this additional water vapor affected atmospheric conditions elsewhere. We address some of these questions in a related study [Subin et al., 2012].

Lake opacity may also interact with climate change, as both increasing opacity and increasing air temperatures can enhance summer stratification. Changes in climate and watershed properties can affect lake biology by changing temperature and the concentrations of dissolved nutrients and oxygen [Kosten et al., 2009; Mackay et al., 2009; Peeters et al., 2007; Verburg and Hecky, 2009], and lake biology is a primary determinant of opacity [Cristofor et al., 1994]. Like previous observational and modeling studies [Cristofor et al., 1994; Hocking and Straskraba, 1999; Houser, 2006; Mazumder and Taylor, 1994; Mazumder et al., 1990; Persson and Jones, 2008], we found that increased opacity increases summer stratification, and we also found large effects on surface energy fluxes. Although the extinction coefficient may be estimated using remote sensing or model inversions, these approaches will not be able to predict future changes in opacity under climate change or anthropogenic manipulation of watersheds. To do so would require explicitly modeling lake hydrology and biogeochemistry, including water and nutrient inputs, so that the lake water content, dissolved nutrient and oxygen concentrations, and biological activity can be predicted.

5. Conclusions

The existing CLM4 lake model performance was poor, with unrealistic predictions of water temperatures and surface fluxes for all four lakes simulated, likely attributable both to deficiencies in model structure and to errors in surface flux and lake temperature calculations (Appendix A). The new CLM4 lake model (CLM4-LISSS) matched observations of water temperatures and surface fluxes very well for three small temperate and boreal lakes where local meteorological forcing observations were available. Biases in larger lakes were modest and comparable to those associated with uncertainty in lake characterizations (e.g., depth, opacity). Based on our analyses, we conclude that CLM4-LISSS is suitable for inclusion in global climate studies.

Neglecting the fact that lakes have much smaller effective aerodynamic roughness lengths than other land types represented in land surface models will lead to large biases in predicted surface fluxes and surface temperature. These resulting biases will be large compared to the effects of fetch and depth limitations on wave development.

Other missing processes in lake models or unavailable parameter data for global simulations can cause very large seasonal biases in local surface flux predictions of up to 30 W m$^{-2}$, highlighting needs for future research. Either neglecting snow insulation or the energy exchanges associated with phase change will lead to large declines in predicted winter lake ice temperatures, but with opposite effects on predicted surface fluxes and summer lake water temperatures. Observed lake opacity varies over more than two orders of magnitude, but even moderate variation in opacity caused larger changes in predicted surface fluxes than typical lake depth variation in our simulations. Consequently, global datasets of lake opacity should be developed based on remote sensing, and research should be undertaken to predict how lake optics might change under anthropogenic climate change and watershed manipulation. Decreases in frozen lake albedo during spring thaw can accelerate melt by a week or more at high latitudes, but current 1D model parameterizations are relatively crude.

Wind-driven eddy mixing predicted by the Hostetler Model was insufficient for simulating large lake surface fluxes and water temperatures; predictions were nearly always improved by increasing eddy diffusivity by a large factor to account for unresolved 3D processes. Errors in surface fluxes that might result from insufficient mixing in large lakes were comparable to errors resulting from missing information on lake depth or opacity. Further research is needed to bridge the gap in model performance between small and large lakes for lake models coupled into climate models.
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Appendix A: Deficiencies in the Existing CLM4 Lake Model

A1. Comments on Model Formulation

[123] In addition to the structural simplifications of the existing CLM4 lake model (e.g., lack of phase change and snow insulation), there are a number of unrealistic assumptions and errors in model formulation that contribute to the unphysical behavior of the model: an error in the eddy diffusivity calculation; the assumption that convection does not occur when the top of the lake is colder than freezing; excessively large surface roughness lengths; an error in the calculation of surface fluxes and surface temperature; and an unrealistic decoupling of the surface and the top water layer.

[124] Two issues contribute to predictions in the existing CLM4 lake model of excessively mixed lakes in the summer and insufficiently mixed lakes in the winter. In the calculation of the wind-driven eddy diffusivity [Oleson et al., 2010, p. 184, equation 9–45], the equation is not corrected for the fact that the CLM4 code defines the z-coordinate as positive downwards while Hostetler and Bartlein [1990] define it as positive upwards. Thus, the square of the Brunt-Väisälä frequency is always calculated as negative and reset to zero by a flag in the code restricting it to be non-negative before a square root is taken. Consequently, the eddy diffusivity is always calculated as if the lake were perfectly neutrally stable, making the eddy diffusivity much larger than it should be when stable stratification occurs. In addition, the model does not allow convection to occur in the liquid portion of the lake when the top of the lake is colder than freezing, but this constraint is unphysical.

[125] In the existing CLM4 lake model, the surface roughness lengths are set to constant values of 10 mm for unfrozen lakes and 40 mm for frozen lakes, which are much larger than values found in the literature for lakes, ocean, and sea ice. In section 3.1.1, we showed that such large roughness lengths (in an otherwise unchanged CLM4-LISSS) yielded low surface temperatures, high latent heat fluxes, and low sensible heat fluxes during the summer over two lakes, as compared with observations.

[126] An error and an unrealistic assumption in the calculation of surface fluxes tend to decrease water temperatures, increase latent heat fluxes, and increase diurnal surface temperature variation. In both the existing CLM4 lake model and CLM4-LISSS, equation (13) is solved using the Newton-Raphson method:

\[
\Delta T_g = \frac{S + L - H - \lambda E - G}{\frac{\partial P}{\partial T_g} + \frac{\partial L}{\partial T_g} + \lambda \frac{\partial E}{\partial T_g} + \frac{\partial G}{\partial T_g}},
\] (A1)

[127] where \(\Delta T_g\) is the change in predicted surface temperature between iterations. However, in the existing CLM4 lake model [Oleson et al., 2010, p. 176, equation 9.10], the term \(S\) corresponds to the total absorbed shortwave radiation for the lake, not the fraction absorbed at the surface (as is used in equation (14)). Energy is still conserved, as the correct expression is used when calculating \(G\), which is then used as the top boundary condition for the temperature solution of the lake body. However, this tends to increase the surface temperature and heat fluxes during the daytime at the expense of energy entering the lake. In addition, the thermal diffusivity between the surface and the top model layer only includes molecular diffusivity, which will be several orders of magnitude smaller than the eddy diffusivity for unfrozen lakes. Moreover, the surface temperature \(T_s\) is not corrected for convection within the top lake layer when the calculated \(T_s\) implies an unstable density profile in the top lake layer. These two assumptions create an unrealistic decoupling between the surface and the top lake layer, hiding the effect of the error in \(S\) during the daytime but also allowing for unrealistically low night-time and autumn surface temperatures and large daily temperature variability.

A2. Unphysical Behavior of the Existing CLM4 Lake Model Compared to Observations

[128] The issues described above have a synergistic effect in producing excessively cold, well-mixed lakes with excessive latent heat flux, insufficient or negative sensible heat flux, low night-time and autumn surface temperatures, and excessive surface temperature variability. These effects were evident in Sparkling Lake (section 3.1.1) and all three other lakes where the existing CLM4 lake model was evaluated. The simulated Lake Michigan remained well-mixed (not shown) at a constant temperature during the entire unfrozen season (Figure S8). Summer near-surface water temperatures were too cold, and the lack of phase change and the suppression of convection for lakes with surface temperature below freezing contributed to unrealistic autumn temperature variability and a sometimes unstable vertical temperature profile. The surface and 0.05 m water temperatures are shown separately to illustrate their unrealistic decoupling; the simulated surface temperature had unrealistically large daily variability and tended to closely follow the air temperature (not shown), seasonally leading both the observed and simulated lake near-surface temperatures. The simulation of Great Slave Lake yielded an early summer peak in both latent and sensible heat fluxes, insufficient summer stratification, a very early initial autumn surface freeze-up, and unrealistic autumn near-surface water temperature variability with a sometimes unstable vertical temperature profile (Figure S9). The surface temperature showed the same unphysical behavior as for Lake Michigan. Lake McIlwaine was predicted to be well-mixed throughout the year with little seasonal temperature variation, inconsistent with observations (Figures S7c and S7d).
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