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Abstract

Searching for Strongly-Interacting Dark Matter with the Heavy Photon Search

Experiment

by

Alic Spellman

The Heavy Photon Search Experiment (HPS) is a fixed-target experiment at Jefferson

Lab’s Hall B, designed to explore a hidden sector (HS) of particles containing dark matter

and a new force mediator known as the “heavy photon” (A′). The A′ is a massive spin-

1 gauge boson associated with a new U(1)D symmetry in the HS that kinetically mixes

with the Standard Model () photon with a weak coupling strength parameterized by ϵ, with

ϵ2 ∼ 10−2−10−10. HPS utilizes a high-intensity electron beam on a thin tungsten target to

produce heavy photons in the MeV-GeV mass range via “dark bremsstrahlung,” a process

analogous to SM bremsstrahlung but suppressed by ϵ2. The A′ can decay resonantly to SM

leptons, allowing HPS to conduct both mass resonance searches for prompt decays (large ϵ)

and displaced vertex searches for long-lived particles (small ϵ). In addition to the minimal

A′ model, HPS probes more complex extensions such as the QCD-like strongly-interacting

massive particles (SIMPs) HS containing “dark” pions (πD) and vector mesons (VD), with

πD as dark matter candidates. These particles introduce new thermal dark matter freeze-

out scenarios and visible signals through long-lived VD decays to SM leptons, which are

accessible to HPS.

This analysis conducted a displaced vertex search for VD → e−e+ in the mass

range 30MeV to 124MeV and ϵ between 10−6 < ϵ < 10−2 using data from the 2016 En-

xiii



gineering Run (10.753 nb−1) at 2.3GeV. Unlike the minimal A′ search, SIMP signal kine-

matics required new approaches to signal normalization and SM background rejection. The

strongest signal evidence was a local p-value of 0.01317 for mVD
= 119MeV, correspond-

ing to a global significance of 0.9σ. Although no signal was found, this search excluded a

region of the SIMP parameter space at 90% confidence. This work demonstrates HPS’s

competitive capability to probe SIMP sectors within cosmologically significant parameters

and introduces a new method for HPS displaced vertex searches using track vertical impact

parameter cuts.
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Chapter 1

Introduction

The Standard Model (SM) of particle physics has successfully classified all known

17 fundamental particles and predicted the existence of more than a few of them, such as

the W and Z bosons [5, 6], the top quark [7], charm quark [8], and the Higgs boson [9, 10].

The SM is summarized in Figure 1.1. There are 12 fundamental half-integer spin fermions,

each with their own antiparticle partner, four fundamental force-carrying spin-1 gauge

bosons responsible for the electromagnetic, strong nuclear, and weak forces, and the most

recently discovered spin-0 Higgs boson that gives particles mass and makes possible the

existence of complex structures, such as the person reading this. Despite the ability of

the SM to precisely and accurately describe (most of) the complex interactions of these

particles, there is a gaping hole in the model that fails to account for both the gravitational

force and the existence of Dark Matter (DM).

The nature of DM is arguably one of the most interesting unanswered questions

in fundamental physics. For thousands of years, humanity’s exploration of the cosmos was

restricted to those points of light on the night sky visible to the naked eye. Only in the last
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Figure 1.1: Diagram of the Standard Model of particle physics. There are six quarks, six
leptons, four force-carrying gauge bosons, and the spin-0 Higgs boson [11]
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500 years were observational tools developed to pierce deeper into the cosmos, revealing

an astonishing breadth of complex luminous objects across the electromagnetic spectrum,

from exploding stars and planetary nebulae to clusters of galaxies millions of light-years

across. The visible universe is vast and rich, serving up more than enough mysteries to

occupy humanity for the foreseeable future, so it is profoundly humbling to realize that

the visible universe is only a fraction of the cosmos, dominated by some invisible form of

matter that appears to provide the very structure upon which the stars and galaxies are

created.

DM is non-luminous, and its existence is supported by an elaborate history of

astrophysical observations of its gravitational effects on visible matter, as well as its con-

sistency with the most well-supported cosmological models. This large body of evidence

has led to the conclusion that DM constitutes approximately 27% of the mass-energy of

the universe, compared to only 5% of “ordinary” SM matter [12, 13, 14, 15, 16, 17].

The DM density and structure formation of the universe are some of the most

critical observables used to constrain its nature, and are well described by the Lambda Cold

Dark Matter (ΛCDM) model [16]. According to ΛCDM, DM is thought to be composed of

one or more new particles beyond the SM, stable on cosmological timescales, distributed

evenly throughout the universe, not very strongly self-interacting, and only interacting

appreciably with SM matter through gravity. Beyond the gravitational characterization of

DM, however, its fundamental nature remains elusive, and the search has expanded into

the realm of particle physics.

The SM does not offer any viable DM candidates, and thus physicists have in-

vested increasing efforts in exploring new and exotic particles. In order to observe DM,
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there must be some coupling between SM and DM particles. Operating under the assump-

tion that this coupling exists, particle physicists have been searching for DM using direct

detection experiments [18, 19, 20] and indirect detection experiments using astrophysical

signals [21, 22, 23], as well as by attempting to produce DM at high-energy accelerator

facilities such as the Large Hadron Collider (LHC) and the Continuous Electron Beam Ac-

celerator Facility (CEBAF) at the Thomas Jefferson National Lab (JLab) [24, 25, 26, 1].

The approach of these efforts is informed by a wide array of well-motivated models that

determine DM’s possible origins, mass and coupling scales, interaction mechanisms, signal

signatures, etc.

One of the leading ΛCDM paradigms proposes that DM was created thermally in

the early Universe, with DM and SM particles in thermal equilibrium mediated through

some form of interaction. As the universe expanded and cooled, the DM density naturally

decreased and eventually froze out, resulting in the observed relic abundance [27]. This

model is consistent with the large-scale structure of the universe and current astrophysical

data, and also directly relates the properties of DM to observable phenomena, making these

models highly motivated. Thermal DM is defined in part by the interaction mechanisms

through which the relic abundance is achieved. For instance, in a simple scenario where the

number density is reduced by DM annihilation to SM particles, the correct relic abundance

is achieved if DM has a mass of O(GeV-TeV) and coupling strength similar to the weak

scale. The coincidence that Weakly-Interacting Massive Particles (WIMPs) achieve the

correct thermal relic abundance is known as the “WIMP Miracle” and has motivated an

extensive search for these particles. In fact, the search has been so thorough that much of

the viable WIMP parameter space has been excluded, and there is as of yet no compelling
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evidence for their existence. In light of this, interest has massively grown in searching for

lighter (sub-GeV) thermal candidates.

The challenge with thermal “light DM” candidates, if one assumes the same type

of WIMP-like interaction, is that they tend to overproduce DM due to the scaling of

the interaction cross-section with mass [28]. However, the cross-section can be naturally

boosted by introducing a new force mediator to achieve the correct relic abundance. The

need for an additional mediator introduces the concept of a “dark” or “hidden” sector

(HS) beyond the SM, which provides a versatile framework for accommodating a variety

of new particles and interactions. One such benchmark HS model contains DM and a

new force mediator in the form of a “heavy photon” or A′, which is a massive spin-1

gauge boson associated with a new U(1)D gauge symmetry [29, 30]. The canonical A′

model maintains thermal equilibrium with the SM through kinetic mixing with the SM

photon, parameterized by the coupling strength ϵ, and achieves the correct thermal relic

abundance for a wide range of viable masses and couplings [30]. The additional force

mediator also addresses some of the discrepancies between the CDM-only simulations and

observations. One notable discrepancy, referred to as the “too big to fail” problem, refers to

the difference between the predicted and observed number and density of satellite galaxies.

CDM simulations predict that there should be several dense DM subhalos around galaxies

like the Milky Way that are massive enough to form visible satellite galaxies. However,

the number of observed satellites is significantly smaller than what ΛCDM predicts [31],

suggesting that the properties of DM may differ from the ΛCDM model. This discrepancy

can be reconciled by self-interacting DM, such as through a new force mediator like the

minimal A′. DM self-interactions can reduce the central density of the massive halos,
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making them no longer “too big” to fail at forming satellite galaxies.

Another widely recognized challenge for the ΛCDM model is called the “core vs.

cup” problem. ΛCDM predicts that the DM density of galaxies should sharply increase

towards the center, forming a “cusp”. However, many observations of the DM density

profiles in dwarf galaxies and low-surface-brightness galaxies suggest that the DM density

profile flattens towards the center, in direct contradiction with ΛCDM simulations [32, 33].

Self-interacting DM particles can transfer energy and flatten the density profile at the cen-

ter of the halo from a cusp to a core and resolving the tension. Searching for A′ hidden

sectors is further motivated by the possibility that they can be terrestrially produced in

high-energy experiments, due to the kinetic mixing between the A′ and the SM photon.

The ability to probe hidden sectors in high-energy experiments makes it much easier to

explore the viable DM parameter space than through direct detection experiments alone.

There are additionally more complex extensions of the minimal A′ hidden sector that also

conform with observations and produce distinct visible signatures. One particularly inter-

esting model is the Strongly-Interacting Massive Particles (SIMPs) hidden sector, which as

the name suggests, contains particles that interact strongly with each other through new

forces [34, 35]. The additional degrees of freedom resulting from the more complex sector

provide a richer framework to explain astrophysical observations such as the DM density,

the distribution of DM in galaxies, structure formation, and self-interactions, etc.

This dissertation focuses on a QCD-like SIMP hidden sector characterized by

an SU(3) gauge symmetry in addition to the dark U(1) gauge symmetry associated with

the heavy photon. This sector contains “dark” versions of the SM vector mesons and

pions, referred to as VD and πD, respectively, where the dark pions are stable DM. This
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SIMPs model introduces two new DM freeze-out mechanisms: 3πD → 2πD interactions and

VD decays to SM. It also provides an additional process to maintain thermal equilibrium

through VD ↔ SM interactions. Including these new freeze-out and thermal equilibrium

processes dramatically increases the range of mass and coupling strengths that are consis-

tent with thermal targets [36]. The search for SIMPs in high-energy experiments is further

motivated by the fact that the dark mesons could be produced in the lab through A′ pro-

duction. While the dark pions would remain invisible, the dark vector mesons are coupled

to SM leptons through the A′ and can visibly decay. Additionally, the dark vectors are

naturally long-lived for most of the cosmologically favored parameter space, making them

well-suited to displaced vertex search experiments like the Heavy Photon Search (HPS) Ex-

periment. This dissertation motivates the SIMPs hidden sector as a cosmologically viable

model of DM, and details the methods and results of the search for displaced dark vector

meson decays using the HPS 2016 Engineering Run data. As a necessary complement to

the results, the HPS experimental apparatus and event reconstruction are also described.
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Chapter 2

Motivation for the SIMP Hidden Sector

This section references some of the strongest evidence for the existence of DM and

motivates the search for a SIMP hidden sector of particles containing “dark” scalar and

vector mesons, analogous to SM QCD, with the lightest stable dark scalar mesons being

dark matter.

2.1 Evidence for Dark Matter (DM)

The evidence for DM is primarily gravitational in nature and stems from ob-

servations of galaxy rotation curves, structure formation, weak gravitational lensing, and

measurements of the Cosmic Microwave Background (CMB) radiation.

2.1.1 Galactic Rotation Curves

The term dark matter, or “dunkle Materie,” was first coined by Swiss astronomer

Fritz Zwicky in a paper published in 1933 on the observations of nebulae outside of the

Milky Way galaxy [12]. By measuring the distances and redshifts of the extra-galactic
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nebulae clusters, Zwicky calculated that the clusters have velocities proportional to their

distances, given by

v =
558 km/s

1× 106parsec
, (2.1)

where the cluster speed is the average of the individual nebulae in each cluster, meaning the

individual cluster member velocities can deviate from the mean. Zwicky noted an especially

large variation in the Coma cluster velocities of between 1500 km/s to 2000 km/s, and by

using the Virial theorem he found that the average density of the Coma cluster would need

to be 400 times greater than suggested by visible matter in order to achieve the observed

velocity dispersion, thus motivating the need for some massive quantity of invisible (or

dark) matter.

The idea that invisible matter dominated the universe, however, was largely ig-

nored for almost 40 years, until astrophysicists Vera Rubin and Kent Ford provided critical

evidence for its existence in their 1970 publication on the observation of the rotational ve-

locity of stars in the Andromeda galaxy (M31) [13]. According to Kepler’s laws of planetary

motion, the rotational velocity of the planets orbiting the sun decreases with distance, and

the same behavior would be expected for stars orbiting the center of a galaxy, assuming the

mass of the galaxy as centrally dominated as the distribution of visible matter suggests.

However, when Rubin and Ford measured the rotational velocity of the stars in M31 as a

function of their distance from the center, they observed that the velocity increases between

around 2 kpc to 4 kpc, and remains nearly constant out to 24 kpc. They used the galactic

rotational velocity curve to calculate the mass distribution and total mass of M31, and

found the mass of the nucleus of the galaxy to be approximately (6±1)×109 solar masses,

while total mass of the galaxy increases linearly out to around 4 kpc for a total mass of
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(1.85 ± 0.1)× 1011 solar masses. The total mass is substantially larger than that inferred

from luminous matter alone, and the mass distribution indicates a significant amount of

unseen matter extending well beyond the visible edges of the galaxy, now attributed to DM.

Rubin and Ford went on to observe numerous spiral galaxies over a range of luminosities

and sizes (4 kpc to 122 kpc), and found for every case that the rotational velocity curves

not only remained flat with distance, but more often actually rose, further indicating that

the mass of galaxies is not centrally dominated, but rather extends out significantly to

far distances beyond the bulk of luminous matter. Rubin concluded that “...non-luminous

matter exists beyond the optical galaxy” [14].

2.1.2 Bullet Cluster Merger

One could argue that the flat rotation curves and galaxy cluster velocity disper-

sions are the result of some modified theory of gravity that only applies at large cosmological

scales, thus removing the need for DM. However, observations of the Bullet Cluster merger

published in 2006 provided direct empirical evidence that DM exists, is non-baryonic, and

indeed dominates the mass of the merging clusters [15]. The Bullet cluster consists of two

primary galaxy centers, the western (right) subcluster and the eastern (left) main cluster,

imaged in optical and x-ray in Figure 2.1, where the green contours indicate the gravi-

tational potential measured by weak lensing. During the merger, the galaxies behave as

collisionless particles, while the intracluster plasma experiences ram pressure and becomes

spatially separated from the galaxies, as shown in the x-ray image. Since the plasma dom-

inates the visible matter component of the clusters, one would expect the gravitational

potential to coincide with the plasma if there were no DM. Instead, Clowe et al. observed
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Figure 2.1: The left panel shows the optical color image of the bullet cluster merger. The
right panel shows the Chandra X-ray emission image of the cluster. The green contours in
both panels are weak lensing observations that represent mass-density [15].

that the plasma peak in each cluster lags behind the gravitational potential with a sig-

nificance of 8σ, thus confirming the presence of a collisionless DM that dominates visible

matter.

2.1.3 Cosmic Microwave Background (CMB) and Baryon Acoustic Os-

cillations (BAO)

The existence of DM beyond the SM is further evidenced by Planck CMB ob-

servations [16] combined with BAO measurements [17], which align well with the Lambda

Cold Dark Matter (ΛCDM) model of Big Bang cosmology. In this model, Λ represents the

cosmological constant associated with dark energy, which is responsible for the accelerat-

ing expansion of the universe observed through galaxy redshifts and supernova luminosity

curves. The model posits that DM is non-baryonic, does not cool through radiation, in-

teracts only gravitationally with itself and SM matter (and possibly marginally through a

weak force), and is cold, meaning its velocity during the period of radiation-matter equal-

ity was much less than the speed of light. Shortly after the Big Bang, the universe was a
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Figure 2.2: Heat map of the temperature fluctuations in the cosmic microwave back-
ground [37].

“hot primordial soup” composed of a plasma of electrons, protons, and photons. In this

state, the photons constantly interacted with the plasma, rendering the universe opaque

to light. As the universe expanded and cooled, electrons and protons combined to form

neutral atoms (mostly hydrogen), at which point the universe became transparent to light

and the photons propagated freely. These photons, redshifted due to the expansions of the

universe, are observed today as the CMB radiation, shown in Figure 2.2.

Precision measurements of the CMB reveal faint anisotropies of 10 parts per

million in the form of slightly colder and hotter regions, which are directly correlated to

acoustic density waves in the photon-baryon plasma at recombination, referred to as Baryon

Acoustic Oscillations (BAO). Gravity compresses the photon-baryon fluid, and this com-

pression is resisted by radiation pressure, creating acoustic waves that result in hotter

temperatures where there is compression and colder temperatures where there is expan-

sion. These oscillations are frozen at recombination when the baryons release the photons,
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and the oscillations that freeze in at their extrema have enhanced temperature fluctuations

over the characteristic sound horizon at recombination, where the sound horizon is the

distance that sound waves in the fluid could have traveled in the time before recombina-

tion. These fluctuations appear as angular variations in temperature in the CMB data.

The peaks in the CMB power spectrum, shown in Figure 2.3, correspond to the different

oscillation modes, and the overall shape of the power spectrum directly depends on the

relative amounts of DM and baryonic matter. For example, a higher baryon density results

in larger compression relative to rarefaction, enhancing the odd-numbered acoustic peaks

over even ones. Conversely, DM density affects compression and rarefaction symmetrically

and influences the overall amplitude of the acoustic peaks.

The CMB power spectrum data is excellently described by the ΛCDM model,

which measures the DM density of the early universe to be Ωch
2 = 0.120±0.001, more than

five times greater than the baryon density Ωbh
2 = 0.0224± 0.0001. These results confirm

that DM significantly dominates visible matter, and explicitly separates DM from bary-

onic matter, motivating the search for new particles beyond the standard model. Further

evidence supporting ΛCDM comes from the observed imprint of CMB acoustic oscillations

on structure formation in the universe. At the epoch of recombination, photons decoupled

from baryons, relieving the pressure that supported the acoustic oscillations and causing

the baryons to expand in a spherical shell around the initial DM perturbation site. The

first resonance of this baryon shell is correlated with the sound horizon, roughly 150Mpc

in scale. As these DM perturbations grow, they combine with the baryon shells to seed the

formation of large-scale structures, such as galaxies and clusters. The acoustic resonance

feature at the sound horizon manifests as a peak in the galaxy correlation function and was
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Figure 2.3: The power spectrum of the cosmic microwave background radiation tempera-
ture fluctuations. The power spectrum is fit with the Λ cold DM model (solid line) [38].

ultimately detected using 46,748 galaxies from the Sloan Digital Sky Survey (SDSS) [17].

The direct measurement of the sound horizon confirms the role of DM in galaxy formation

and is consistent with the theoretical prediction that DM is critical to the overall large-scale

structure of the universe.
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2.2 Thermal Relic DM

Evidence from CMB measurements, and large-scale structure, and galaxy forma-

tion suggests that DM played a critical role in the evolution of the early universe. The fact

that the DM density is comparable in magnitude to that of SM matter suggests that they

may have a shared origin in the early universe. One prominent hypodissertation based

on this assumption is that DM is a “thermal relic” of the early universe. In the thermal

relic scenario, SM and DM particles were in thermal equilibrium in the hot early universe,

annihilating into each other at similar rates and maintaining a constant number density.

However, as the universe expanded and cooled, DM continued to annihilate to the SM, but

the back-reaction rate decreased with temperature. This led to a decline in the overall DM

number density. Eventually, the universe expanded to the point where the DM interaction

rate could no longer keep up with the Hubble expansion rate, and the DM number density

“froze out” to the thermal relic abundance, which aligns with the observed DM abundance

today. The thermal relic framework guides the development of DM models by establish-

ing a relationship between the relic abundance, Ωh2 ≈ 0.12, and the thermally averaged

DM annihilation cross-section, ⟨σv⟩. In the standard thermal relic framework, the relic

abundance and cross-section are inversely proportional, typically expressed as:

ΩDMh2 ≈ 3× 10−27cm3s−1

⟨σv⟩
, (2.2)

where a larger ⟨σv⟩ results in a lower relic abundance, and vice versa.

One of the most popular thermal relic DM candidates is Weakly-Interacting Mas-

sive Particles (WIMPs), which primarily undergo freeze-out through an interaction of the

type DM + DM → SM + SM. Generally, the WIMP thermally averaged annihilation
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cross-section is a function of its mass. For typical masses of the order of a few GeV to a

few TeV, the correct thermal relic abundance is achieved when ⟨σv⟩ ∼ 3 × 10−26cm3s−1.

This natural emergence of the electroweak-scale masses and interactions within this simple

thermal relic paradigm is often referred to as the “WIMP miracle.” This has led particle

physicists to spend the last few decades developing and running experiments to search

for these candidates. These searches have been highly successful in excluding significant

portions of the WIMP parameter space for DM masses greater than a few GeV. As the

viable mass parameter space continues to shrink, there is growing interest in exploring

“light DM” candidates with sub-GeV masses. However, incorporating light DM into the

traditional WIMP paradigm introduces some challenges. Since the thermally averaged

annihilation cross-section is typically related to the WIMP mass, if the WIMP mass is

less than ∼ 2GeV, the predicted relic abundance becomes too large [28]. To address this

issue, the WIMP paradigm can be extended to include light DM within the framework of

“hidden/dark sectors,” where new interactions and mediators can change the freeze-out

dynamics and restore the correct relic abundance.

The hidden sector framework posits that DM and at least one new mediator exist

within a hidden sector of particles. However, the new mediator must have some indirect

coupling to the SM in order to regulate thermal equilibrium between DM and the SM in the

early universe. The indirect coupling is also required to boost the DM thermally averaged

annihilation cross-section and achieve the correct DM relic abundance [39]. One interesting

class of hidden sector models that satisfies these conditions introduces a new massive U(1)D

gauge boson, commonly referred to as the “heavy photon”, or A′ [29]. The A′ kinetically

mixes with the SM photon, allowing thermal equilibrium between the hidden and visible
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sectors in the early universe and providing a “portal” through which the hidden sector can

be probed. The minimal (or canonical) A′ HS model sufficiently produces the correct DM

relic abundance over a wide range of A′ masses and kinetic mixing strengths. However,

this minimal A′ HS framework can be also be extended to include a more complex internal

structure. By introducing new particles and dynamics, the model can further expand the

range of viable thermal equilibrium and freeze-out mechanisms, broadening the possible

scenarios in the early universe.

A simple and well-motivated extension of theA′ HS introduces a QCD-like SU(3)D

symmetry, in addition to the A′ U(1)D symmetry, resulting in a HS of Strongly-Interacting

Massive Particles (SIMPs). The SIMP HS contains dark pions (πD) and dark vector mesons

(VD), analogous to SM QCD, where the πD are the lightest HS states and constitute DM.

Dark pion self-interactions introduce a completely new freeze-out mechanism for thermal

DM through 3πD → 2πD annihilation, rather than the typical 2πD → 2SM process alone.

Similar to the WIMP Miracle, the SIMPs model produces the correct observed DM relic

abundance for strong-scale DM masses (MeV-GeV) and coupling, a scenario thus referred

to as the “SIMPs Miracle” [34]. While the newly introduced 3 → 2 process alone can

achieve the correct DM relic abundance [34], the dark vector mesons also play a signif-

icant role in SIMP cosmology by providing an additional freeze-out mechanism through

a process called “semi-annihilation”. In this process, the DM number density is reduced

by πDπD → πDVD, followed by VD → SM through a virtual A′. This additional freeze-

out mechanism often dominates over both the WIMP-like and 3πD → 2πD processes for

much of the model’s parameter space. Including VD semi-annihilation also dramatically

expands the viable thermal DM mass range and the range of sector coupling ϵ to several
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Figure 2.4: Diagram representing an electron beam incident on a fixed target with atomic
number Z. An A′ is produced at the target and promptly decays to a VDπD pair. The πD
carries away some fraction of the A′ energy. The VD is long lived, and decays to e+e− with
a displaced vertex. This process requires that the A′ mass is greater than the sum of the
VD and πD masses, and that the VD mass is less than twice the πD mass.

orders of magnitude, ϵ ∼ 10−7− 10−3 [36]. The potential for dark vector particles to decay

into the SM motivates the search for SIMPs candidates in high-energy and high-intensity

experiments. This dissertation focuses on conducting such a search using data from the

Heavy Photon Search. HPS is capable of probing these complex HS models through the

kinetic mixing of the SM photon with the A′. In a fixed target experiment, heavy photons

could be produced at the target and subsequently generate long-lived dark vector mesons.

The dark vector mesons could then visibly decay to the SM through a virtual A′, as as

illustrated in Figure 2.4. The distinctive signature of a displaced vertex associated with a

visible resonant decay is particularly well-suited for the HPS.
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2.3 A′ Theory

The A′ is a massive spin-1 U(1)D gauge boson that weakly couples to the SM

photon and is a well-motivated and simple candidate for mediating interactions between

the HS and the SM. The concept of an additional broken U(1) Abelian gauge symmetry

that mixes with SM hypercharge was first introduced in Ref. [29]. The model is insensitive

to the mechanism that gives the A′ mass, where it’s generally assumed that the A′ mass

is generated by a Higgs or Stueckelberg mechanism [30]. In a theory with U(1)Y × U(1)D

symmetry, U(1)D mixes with U(1)Y hypercharge through loops of massive fields that are

charged under both symmetries. This kinetic mixing induces an effective gauge coupling

between the SM photon (after electroweak symmetry breaking) and the heavy photon, with

the interaction strength suppressed by the dimensionless kinetic mixing parameter ϵ. The

Lagrangian that describes the mixing between the A′ and the SM photon is

L = LSM +
1

4
F ′µνF ′

µν +m2
A′A′µA′

µ + ϵFµνF ′
µν , (2.3)

where LSM is the Standard Model Lagrangian, Fµν is the electromagnetic field strength

tensor, and F ′
µν = ∂µA

′
ν − ∂νA

′
µ is the heavy photon field strength tensor.

The kinetic mixing term ϵFµνF ′
µν in Equation (2.3) leads to mixing between

the SM photon and the A′ through the interactions of massive fields charged under both

U(1)SM and U(1)D, such as MΦ and MΦ′ shown in Figure 2.5. Redefining the photon

field Aµ → Aµ + ϵA′µ, and eliminating all ϵ2 terms, removes the kinetic mixing term and

diagonalizes the gauge Lagrangian,

Lgauge = −1

4
F ′µνF ′

µν −
1

4
FµνFµν (2.4)
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Figure 2.5: Diagram illustrating the kinetic mixing of the A′ and photon through the one-
loop interaction of two massive fields that are charged under both USM (1) and U(1)D.

This redefinition also changes the interaction term of the SM Lagrangian from AµJEM
µ to

AµJEM
µ → (Aµ + ϵA′µ)JEM

µ , (2.5)

which induces an effective coupling between the heavy photon and electrically charged SM

particles, proportional to the kinetic mixing parameter ϵ.

Loop processes involving massive fields charged under both electric and dark

charges lead to natural values of ϵ in the range of ∼ 10−2 − 10−8 [30]. This weak coupling

between the heavy photon and the SM photon allows for thermal equilibrium between the

HS and SM matter in the early universe. Consequently, the A′ is an ideal candidate for

the light mediator required by SIMP HS models. The coupling between the A′ and the

SM photon also makes A′ production, and therefore exploration of SIMPs, possible with

high-energy experiments.
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2.3.1 Fixed Target A′ Kinematics

High energy electrons incident on the fixed target can generate heavy photons

through a process known as “dark bremsstrahlung.” This process is analogous to standard

photon bremsstrahlung but is suppressed by ∼ ϵ2 m2
e

m2
A′
. A′ production is sharply peaked near

the full beam energy, with a soft recoil electron, and the A′ emission angle is approximately

co-linear with the beam [30]. The minimal A′ is long-lived with a decay length given by:

l0 =
0.8 cm

Neff

(
E0

10GeV

)(
10−4

ϵ

)2(
100MeV

mA′

)2

, (2.6)

However, in the SIMP model, the A′ generally decays promptly to the hidden sector.

This is because the coupling of the A′ to the HS, typically characterized by αD ∼ 0.1,

is significantly stronger than the A′ kinetic mixing with the SM, which is proportional to

proportional to ϵ2, and is typically ϵ < 10−2.

2.4 SIMP Theory

The SIMP HS is cosmologically motivated by a new 3DM → 2DM DM freeze-out

mechanism. When the 3 → 2 process dominates the WIMP-like 2DM → 2SM process at

freeze-out, and assuming the DM self-interaction strength is αeff ∼ 1 (strongly interacting),

the SIMP framework achieves the correct DM relic abundance for a mass scale given by:

mDM ≈ αeff(T
2
eqM

1/3
Pl ) ≈ 100MeV, (2.7)

where Teq is the matter-radiation equality temperature, and MPl is the reduced Planck

mass [34].

As mentioned previously, thermal relic DM models require a measurable coupling
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between DM and the SM to maintain thermal equilibrium up until freeze-out. This coupling

strength is parameterized by ϵ in anticipation of the role of the A′. The coupling must be

small enough to ensure that the 2DM → 2SM annihilation process is inefficient at freeze-

out, but sufficiently large to keep the hidden and visible sectors at a unified temperature.

For SIMP models with strong-scale DM masses and self-interactions, these requirements

can be met with a broad range of coupling strengths [34].

This dissertation focuses on a specific version of the SIMP HS characterized by

an SU(3) gauge symmetry with NC = 3 colors and Nf = 3 flavors of light HS quarks. The

dynamics of this model are analogous to those of SM QCD. The global chiral symmetry

SU(Nf = 3)L × SU(Nf = 3)R is spontaneously broken to SU(Nf = 3)V , resulting in 5

massive pseudo-Goldstone bosons, πD, which are the lightest states in the theory and are

the DM particle candidates [35]. Additionally, this SIMP sector also necessarily includes

heavier spin-1 dark vector mesons (VD), which play a critical role in SIMP cosmology and

its experimental signatures. The A′ gauge boson serves as the new mediator between the

SIMP HS and the SM. The SIMP HS is thus additionally charged under the A′ U(1)D

symmetry, indirectly coupling SIMPs to the SM through kinetic mixing with the A′. The

SIMP 3DM → 2DM freeze-out mechanism is driven by the πD self interactions, which

are described by the 5-point interaction term, known as the Wess-Zumino-Witten (WZW)

term [35]. The strength of these self-interactions is characterized by fπD , analogous to the

pion decay constant in the SM.

The ratio of the dark pion mass to the dark pion decay constant, mπD/fπD , is

a critical SIMP model parameter. If the 3πD → 2πD process dominates freeze-out, the

thermally averaged cross-section is proportional to m5
π

f10
π
, and the SIMP model predicts the
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correct DM energy density for mπD/fπD on the order of a few, with mπD ranging from a

few MeV to approximately 1GeV. Observations from the Bullet Cluster merger and DM

halo studies enforce a lower bound on mπD of a few hundred MeV, while the perturbativity

bound requires mπD/fπD ≲ 4π [35].

2.4.1 Dark Vector Semi-Annihilation

The SIMP model described thus far constrains the dark matter mass to hundreds

of MeV. However, the lower bound on mπD due to self-interactions is significantly reduced

by incorporating the role of dark vector mesons in the DM freeze-out process. This effect

was first demonstrated in Ref. [36], where it was shown that dark vector semi-annihilation

(ππ → πV , followed by V → SM through a virtual A′) can significantly broaden the range

of DM masses and coupling strengths to the SM. The viable range of mπD/fπD found in

the previous section implies that mVD
∼ mπD , where the expected vector meson masses

are

mVD
∼ 4πfπD/

√
Nc=3. (2.8)

At this mass scale, the dark vector mesons are expected to contribute significantly

to freeze-out through semi-annihilation. In fact, this semi-annihilation process typically

dominates freeze-out over 3πD → 2πD for much of the parameter space, and dramati-

cally expands the thermal DM mass range to mπD ∼ 0.01GeV to 1GeV. Additionally,

semi-annihilation contributes to maintaining kinetic equilibrium between the two sectors,

expanding the range of the SM coupling ϵ by several orders of magnitude [36]. Finally,

semi-annihilation provides a visible signature through the decay of dark vector mesons to

the SM.
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This more detailed view of the QCD-like SIMP model significantly broadens the

viable parameter space for thermal DM and gives HPS sensitivity to the hidden sector

visible decays. However, this sensitivity depends critically on enforcing certain mass hi-

erarchies and parameter values that determine the dark vector meson production rates,

visible decay rates, and lifetimes. The following section defines the key SIMP parameters,

constraints, and rates, as they apply to the HPS displaced vertex search presented in this

dissertation.

2.5 HPS SIMP Model

The SIMP model involves six key parameters, detailed in this section. Some of

these parameters are constrained by quantum field theory and cosmological arguments.

Additional constraints are enforced by HPS to ensure a visible signal. To simplify the

analysis, the two well-motivated “benchmark” cases are established. In these cases, the

HS particle mass ratios are fixed according to mA′ : mVD
: mπD = 3 : 1.8 : 1. The U(1)D

coupling is fixed to αD = 0.01, and the ratio mπD/fπD is evaluated at 3 and 4π [36].

2.5.1 Parameter Constraints

The key SIMP parameters are listed as follows:

1. mA′ : The mass of the A′ gauge boson.

2. ϵ: The kinetic mixing strength between the SM photon and the A′. This parameter

is critical for maintaining kinetic equilibrium between the two sectors, determining

the efficiency of the semi-annihilation process in reducing the DM number density,
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and influencing the VD lifetime.

3. αD: The hidden sector U(1)D gauge coupling constant, analogous to SM QED fine

structure constant α.

4. mπD : The mass of the dark pions (πD).

5. mVD
: The mass of the dark vector mesons (VD).

6. mπD/fπD : The ratio of the DM mass to the dark pion decay constant. This ratio

impacts the dark meson interactions and the relative importance of the various freeze-

out mechanisms. It also impacts the A′ branching ratios to the HS.

The U(1)D gauge coupling αD is constrained by perturbativity to be less than 1,

and is typically fixed to αD = 10−2. The kinetic mixing parameter ϵ has a natural range

of 10−2 − 10−8. If ϵ ≳ 10−2., semi-annihilation becomes non-dominant, thus ϵ < 10−2 is

required. For many well-motivated benchmark parameter choices, as ϵ → 10−6, DM-SM

elastic scattering and vector meson decays no longer maintain kinetic equilibrium during

freeze-out, so it is required that ϵ > 10−6 [36]. The perturbativity of the meson theory

constraints mπD/fπD to be less than 4π , since mπD/fπD ≈ gD = 4παD, and αD must be

less than 1.

For semi-annihilation to dominate freeze-out, the A′ mass must be greater than

twice the πD mass to suppress πDπD → A′πD. Additionally, with mVD
∼ mπD , the A

′ mass

must be greater thanmVD
. HPS requires thatmVD

< 2mπD , which excludes V→ πDπD and

forces the dark vector mesons to visibly decay to the SM. This requirement also restricts

mA′ < 2mVD
. The visibly decaying dark vector mesons are generated by fixed-target A′
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production via A′ → πDVD, followed by VD → e+e−. The A′ → πDVD process requires

that mA′ > mπD +mVD
. Additionally, in order for the VD decay to be visible to HPS, it

must decay to e+e−, thus requiring that mVD
< 2mµ. Lastly, this analysis requires that

mA′ < 2mµ. This is necessary due to the way that HPS scales the expected signal rate

using data, and is described later in Section 5.1.4. The complete set of SIMP parameter

constraints used in this analysis are summarized in Section 2.5.1.

mA′ < 2mµ and mA′ < 2mVD

mA′ > mVD
+mπD and mA′ > 2mπD

mVD
< 2mπD and mVD

< 2mµ

αD < 1

10−6 < ϵ < 10−2

mπD/fπD < 4π

Table 2.1: HPS SIMP Parameter Constraints

2.6 HPS Rates

The SIMP parameter values determine the dark vector production rates and life-

times as functions of mass and the kinetic mixing strength ϵ. The rates presented in

this section are calculated assuming the previously defined parameter constraints in Sec-

tion 2.5.1.
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Figure 2.6: A′ decay rate directly to e− e+ as a function of kinetic mixing ϵ. The decay
rate is negligible across all of the relevant phase space in this analysis.

2.6.1 A′ Decays

The HPS SIMP signal is characterized by visibly decaying dark vector mesons

generated through A′ decays into the HS. Therefore, the expected signal rate depends on

the various A′ branching ratios. A′s can decay into both the HS, and to electrically charged

SM particles through the its kinetic mixing with the photon. However, the kinematics of A′

decays directly to the SM do not align with those of visibly decaying dark vector mesons,

thus suppressing the expected signal production rate. Nonetheless, because ϵ ≪ 1, A′

decays into the SM are highly suppressed, and the A′ decays almost exclusively to HS

mesons. Figure 2.6 shows Γ(A′ → e+e−) over the relevant phase space, where this width

is much less than A′ → HS.
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Figure 2.7: Production of hidden sector mesons for electron/proton fixed target experi-
ments. The A′ is produced through a “dark Bremsstrahlung” process and promptly decays
to a pair of hidden sector mesons. The top diagram shows the invisible decay of A′ to two
hidden sector pions. The bottom left diagram shows the A′ decay to a neutral dark vector
and dark pion pair, followed by the 2-body vector decay to two leptons. The bottom right
diagram shows the A′ decay to a U(1)D charged vector/pion pair, followed by the 3-body
decay of the charged vector meson to a dark pion and two leptons. Figure taken from
Ref. [36]

The A′ can decay into the HS through three additional processes:

1. A′ → V 0
Dπ

0
D

2. A′ → V ±
D π∓

D

3. A′ → πDπD

These processes are shown in Figure 2.7, and the following rate calculations are defined in

Ref. [36].

The decay A′ → ππ is invisible and therefore not detectable by the HPS experi-

ment. The other two processes involve A′ decays to dark vector mesons. V 0
D refers to the

neutral dark vector mesons, ρD and ϕD, which mix with the A′ and decay into e+e−. V ±
D

denotes the remaining vector mesons that are charged under U(1)D and undergo three-
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body visible decay processes through an off-shell A′. The invisible A′ decay rate to two

dark pions is given by:

Γ(A′ → ππ) =
2αD

3
mA′

(
1−

4m2
πD

m2
A′

)3/2(
m2

VD

m2
A′ −m2

VD

)2

. (2.9)

The A′ decay to two dark vector mesons is forbidden by mA′ < 2mVD
, however the rate is

included here for completion, given by:

Γ(A′ → V V ) =
αD

6
f(r)mA′ , (2.10)

where r = mVD
/mA′ and

f(r) =

(
1 + 16r2 − 68r4 − 48r6

(1− r2)2

)√
1− 4r2. (2.11)

The A′ decay rate to VD πD is given by:

Γ
(
A′ → VDπD

)
=

αDTVD

192π4

(
mA′

mπD

)2(mVD

mπD

)2(mπD

fπD

)4

mA′β(x, y)3/2, (2.12)

where x = mπD/mA′ , y = mVD
/mA′ , and

β(x, y) = (1 + y2 − x2 − 2y)(1 + y2 − x2 + 2y). (2.13)

The factor TVD
corresponds to the different types of final state vector mesons,

TV =



3/4 ρD

3/2 ϕD ,

18 total.

(2.14)

Figure 2.8 illustrates how the A′ branching ratios vary with the ratio mπD/fπD , where

the remaining SIMP parameters have been fixed as described in Section 2.5.1. When
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Figure 2.8: Branching ratios forA′ to hidden sector mesons as a function ofmπD/fπD , where
the remaining SIMP parameters are fixed to: mA′/mπD = 3

1.8 ,mVD
/mπD = 1.8, and αD =

0.01. The green line represents the total branching ratio of the A’ to all hidden sector
vector/pion pairs (charged and neutral). The blue line represents the combined branching
ratios of the two neutral dark vector mesons ρD+πD and ϕD+πD. The red line shows the
branching ratio for A′ to two dark pions, which is invisible. The relative rate of invisible
to visible decays increases as mπD/fπD increases.

mπD/fπD ≲ 3, the invisible decay process A′ → πDπD dominates the branching fraction

and suppresses the visible signal. However, as mπD/fπD approaches its perturbative limit

of 4π, the visible branching fraction asymptotically approaches one, while the invisible

decay rate decreases towards zero. Given this relationship, the SIMP analysis focuses on

two benchmark cases, where mπD/fπD = 3 and mπD/fπD = 4π, corresponding to both

extremes of the branching fraction spectrum.

The visible branching fractions are categorized into two main types: charged and

neutral dark vector mesons. The maximum combined branching fraction for the neutral
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Figure 2.9: Proper lifetime of neutral (dotted) and charged (solid) dark vector mesons as a
function of mass. The SIMP parameters are fixed to: αD = 0.01, ϵ = 10−3, and mπD/fπD =
3. The lifetime of the 3-body decay is many orders of magnitude larger than the 2-body
case. Figure taken from Ref. [36].

dark vectors (ρD + ϕD) is approximately 11%, while for charged dark vectors, it is sig-

nificantly higher, nearly 90%. This may initially suggest that the charged dark vectors

dominate the expected signal in this analysis. However, the charged vectors are ultimately

excluded from this analysis due to their complicated kinematics and reduced acceptance

within the HPS detector. Figure 2.9 shows the proper lifetime of the neutral (2-body) and

charged (3-body) decaying dark vectors, again with the SIMP parameters fixed to those in

Section 2.5.1, and ϵ = 10−3.

Detecting the charged dark vector mesons presents several challenges to the HPS

experiment. The charged dark vector meson lifetimes are several orders of magnitude

longer than those of their neutral counterparts. HPS is primarily designed to search for

displaced decays within approximately 10 cm of the target, making it particularly sensitive

to charged dark vectors for very small values of ϵ. However, the A′ production rate scales
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with ϵ2, resulting in a low charged dark vector production rate within the HPS detector

acceptance downstream of the target. Additionally, the 3-body decay process leads to a

significant transverse momentum kick from the additional πD production, This tends to

place the signal outside of the detector’s acceptance in the transverse direction. Further-

more, the signal associated with charged dark vectors is non-resonant, further complicating

the analysis. As a result of these complexities, this analysis excludes visible signals from

charged dark vectors by restricting their masses to mV ±
D

> 2mπD , ensuring that they de-

cay invisibly to two dark pions. Therefore, this analysis focuses exclusively on the 2-body

decay of neutral dark vector mesons, ρD and ϕD.

The neutral dark vector decay rate to a pair of leptons is given by:

Γ(V → ℓ+ℓ−) =
16παDϵ

2f2
πD

3m2
VD

(
m2

VD

m2
A′ −m2

VD

)2√
1−

4m2
ℓ

m2
VD

(
1 +

2m2
ℓ

m2
VD

)
mVD

×


2 ρD

1 ϕD

.

(2.15)

Since the neutral dark vectors have different A′ branching fractions and lifetimes, the

expected signal rate contribution from each particle is calculated separately and combined

to get the total expected signal rate as a function of the A′ mass and kinetic mixing strength

ϵ. The expected signal calculation is derived later in Section 5.1.4.

2.7 SIMP Search Overview

Figure 2.10 presents existing constraints on strongly interacting hidden sectors

with parameters fixed as described in Section 2.5.1 for two benchmark values of mπD/fπD .

The solid and dashed black lines represent the thermal target contours. Variations in the
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VD-πD mass splitting for a given choice of mπD/fπD have a strong impact on the thermal

contours, but not on the constraints. These constraints were calculated in Ref. [36] using a

combination of bounds on the self-scattering cross section from astrophysical observations,

CMB anisotropies, existing beam dump data, and collider searches for minimal A′ decays,

recasted to include A′ decays to hidden sector pions and vector mesons.

The presented constraints specifically apply to a mass hierarchy where dark vector

mesons decay to the SM exclusively through two-body processes (VD → ℓ+ℓ−), which is

the scenario analyzed in this dissertation. The thermal targets, shown as solid and dashed

black lines, vary with the VD-πD mass splitting and mπD/fπD . However, the exclusions

themselves do not alter significantly with small variations in mVD
/mπD . Large A′ masses

and large coupling strengths ϵ are largely excluded by dark photon missing momentum

and energy searches conducted by the BaBar experiment [36]. The signal associated with

A′ production and invisible decay is consistent with both A′ → πDπD and A′ → VDπD,

where the VD visibly decays outside of the detector. Conversely, the SIMP parameter space

corresponding to sub-GeV masses and smaller coupling strengths (longer VD lifetimes) is

constrained by existing beam dump experiments. The SLAC E137 beam dump experiment,

for example, was designed to search for long-lived particles that are neutral under the

SM. E137 used a 20GeV electron beam incident on a fixed target [40]. The long-lived

particles were expected to travel through 179m of dirt shielding before entering a 204m long

open decay region with an electromagnetic shower calorimeter located approximately 400m

downstream of the target. The experiment observed no signal events but was sensitive to

long-lived VDs decay to e+e− via both two-body and three-body processes, thus excluding

the regions with ϵ ∼ 10−4 − 10−6, as shown in Figure 2.10. The constraints from beam
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(a) 2 body decays with mπ/fπ = 3.
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(b) 2 body decays with mπ/fπ = 4π.

Figure 2.10: Existing constraints on strongly interacting hidden sectors calculated in
Ref. [36], assuming parameters defined in Section 2.5.1. (a) Shows mπD/fπD = 3, and
(b) shows mπD/fπD = 4π. The two dashed vertical lines represent constraints on the self-
scattering cross-section per DM mass from galaxy cluster observations. The dot-dashed
gray contour is excluded by CMB measurements.
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dump experiments are further extended to larger values of ϵ (shorter lifetimes) by shorter

baseline experiments such as Orsay [41].

Another significant contribution to the excluded SIMP parameter space comes

from searches for DM production via A′ → πDπD followed by DM scattering. For exam-

ple the high-luminosity proton fixed-target experiments at LSND and MiniBooNE were

expected to generate a high intensity “DM beam” of particles boosted along the proton

beam direction. This beam would be detectable through DM scattering off of electrons

(LSND and MiniBoone) and nucleons (MinBoone) [42]. These constraints, combined with

similar constraints from E137, are labeled as “π − scatt.” in Figure 2.10. It is evident

that experiments well-suited to searching for heavy photon production are also ideal for

probing the SIMP hidden sector, and much of the SIMP parameter space has already

been explored through such experiments. However, a significant portion of the cosmolog-

ically motivated parameter space remains unexplored. This region lies primarily where

50MeV < mA′ < 1GeV with coupling strengths 10−5 < ϵ < 10−3. This range in ϵ is

particularly well-suited for precision vertexing fixed-target experiments searching for long-

lived particles that visibly decay in the range of mm−cm, such as the Heavy Photon Search

(HPS).
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2.8 HPS Overview

HPS is a fixed target electron beam experiment hosted in Hall B at the Thomas

Jefferson National Lab (JLab). It is designed to search for visibly decaying A′s in the mass

range 20MeV to 220MeV with a SM coupling strength ϵ2 > 10−10. The experiment is

unique in its ability to reconstruct displaced events with decay lengths of O(1 cm to 10 cm)

at millimeter-level precision, thanks to advanced silicon microstrip sensor technology that

operates within approximately 500 µm of the high-energy electron beam. In 2016, HPS

completed both a resonance and a displaced vertex search for the canonical A′. The

resonance search successfully constrained the SM coupling to ϵ2 ≥ 10−5 for A′ masses

between 39MeV to 179MeV. However, the displaced vertex search did not achieve sufficient

luminosity to set limits on the canonical A′ cross-section [43].

The displaced vertex search was limited because the canonical A′ production rate

is suppressed by the kinetic mixing strength ϵ2, which is directly related to the A′ lifetime.

Consequently, the production rate of A′s that were long-lived enough to decay beyond the

prompt QED background and be identifiable was too low. In contrast, for the SIMPs search,

the additional degrees of freedom introduced by the self-interacting particles decouple the

long-lived VD lifetime from the production rate, significantly increasing the expected signal

rate beyond the prompt QED background compared to the canonical A′. Despite the more

complex SIMPs hidden sector involving a larger set of model parameters, which impacts

HPS’s sensitivity, HPS anticipates sensitivity in the 2016 data for one of the “benchmark”

sets of SIMPs parameters used in the literature [36]. This expected sensitivity motivates

this dissertation.
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A significant portion of this dissertation is dedicated to developing SM back-

ground rejection techniques to minimize the falsely-displaced prompt QED backgrounds

and enhance sensitivity to the signal across a broad range of masses and couplings (ϵ). It

is important to emphasize that this dissertation uses data from the 2016 Engineering Run,

conducted three year before the first official data run in 2019. HPS has since completed two

additional data runs in 2019 and 2021. These runs feature significantly higher luminosities

and an upgraded detector that improves the vertex resolution by approximately a factor of

two. The 2019 and 2021 datasets are currently undergoing calibration, and are expected

to significantly enhance HPS’s ability to probe both the canonical A′ and SIMPs hidden

sectors.

37



Chapter 3

The Continuous Electron Beam

Accelerator Facility and the HPS

Detector

The HPS detector is a forward acceptance spectrometer consisting of a three

magnet chicane, the Silicon Vertex Tracker, and the Electromagnetic Calorimeter, depicted

in Figure 3.1. The SVT is an array of silicon micro-strip sensors housed in a stainless steel

vacuum box roughly 1m long. It is used to reconstruct the trajectory of charged particles

as they traverse the approximately uniform magnetic field of the analyzing magnet. The

Ecal is an array of Lead-Tungstate crystals attached to avalanche photodiodes. It used to

reconstruct particle energy and trigger on events of interest with precision timing. HPS

searches for highly-boosted e+e− decays with opening angles on the order of tens of mrad,

with the SVT and Ecal divided into top and bottom volumes that closely straddle the

through-going electron beam from above and below. The vertical proximity of the detector
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Figure 3.1: Schematic of the HPS detector.

to the beam is limited by the intense flux of multiple Coulomb scattered electrons and

secondary radiatives from the target, creating a so-called “dead-zone” near the beam.

In order to achieve the necessary vertex resolution for identifying rare displaced

events beyond the prompt QED background, the first SVT silicon tracking layer is placed

as close to the target as possible. However, the closer the SVT is placed to the target, the

larger the opening angle must be to avoid the dead-zone. Balancing angular acceptance,

vertex resolution, and radiation exposure, the SVT is designed with a 15mrad opening

angle. In the 2015-2016 iterations of the SVT, the first silicon sensor layer is positioned

approximately 10 cm downstream from the target, and as close as 0.5mm vertically from

the electron beam. The upgraded version of the SVT constructed in 2019 positions the first

layer approximately 5 cm from the target with the same vertical distance, improving the

vertex resolution by roughly a factor of two. To minimize radiation damage and decrease

multiple scattering which degrades the vertex resolution, the tracking volume material
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budget is minimized. Radiation damage to the Ecal is managed by removing crystals from

the region that has the largest beam background occupancy.

3.1 CEBAF

The Continuous Electron Beam Accelerator Facility (CEBAF) is a superconduct-

ing radio-frequency accelerator capable of simultaneously delivering an electron beam with

energies up to 11GeV to three experimental halls (A, B, and C), and up to 12GeV to

Hall D [44]. Figure 3.2 shows the layout of the CEBAF halls, beam-pipes, and cryomod-

ules. The electron beam is produced using four independent lasers (one for each Hall)

that are combined through a series of polarization filters into a collinear beam incident on

the electron gun photo-cathode. The resulting electrons are passed into the injector, which

provides an additional 108MeV boost before the beam is injected into the accelerator. The

accelerator consists of two linacs that each provide an 1100MeV energy gain, and two arcs

that steer the beam around the accelerator. Beam delivered to Halls A-C may circulate

the accelerator for up to 5 passes (for a maximum energy of 11GeV), where the number

of passes is determined by the energy requirements of a given hall. The beam bunches are

delivered to Halls A, B, and C independently by vertically separating the combined beam

using a 500MHz RF separator. A “5th pass separator” operating at 750MHz separates the

Hall D beam from the others, and allows an additional 0.5 pass through the accelerator,

delivering a maximum beam energy of 12GeV to Hall D exclusively [45][46].

Figure 3.3 shows a diagram of the HPS detector installation in the Hall B alcove,

with the electron beam entering from the left of the diagram. It is critical that the elec-
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Figure 3.2: Schematic of the Continuous Electron Beam Accelerator Facility (CEBAF)
linear accelerators and steering arcs. Beam is delivered simultaneously to four halls at
JLab. This image shows the now completed inclusion of additional hall, Hall D, as well as
new cryomodules. [44]

tron beam does not strike the HPS detector or any upstream materials that could scatter

radiation into the detector. Therefore, establishing a safe beam position is paramount.

During beam alignment, the SVT is retracted from the beamline and shielded by a series

of collimators for protection. The beam position is monitored at various points along the

beamline. The beam first enters Hall B through the Hall B collimator (12mm or 20mm),

located roughly 40m upstream from the detector. This collimator is designed to prevent

direct beam exposure of the SVT in the event of a beam excursion upstream of Hall B.

Beyond the collimator, the beam halo (the tails of the beam) is monitored using beam halo
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Figure 3.3: Diagram of HPS installation in the alcove at Hall B showing the full chicane.
The electron beam enters from the left, and ends at the Faraday cup on the right, which
measures the beam current and provides a visual marker for the beam position. Beam-
position monitors (BPM) 2H02 and Harp 2H02A are used to measure the beam position
along the beamline. The halo monitor counts are used to check for inadvertent beam
scattering from things such as the beam scraping the beam-pipe.

counters that measure scattered electrons along the beamline. These counters are designed

to trigger a beam shutoff if the count rate exceeds ∼ 100Hz, indicating that the beam is

“scraping” some material and need to be tuned accordingly.

Beyond this collimator, the beam is passed through the SVT protection collimator,

of which there are three different sizes: 8×10mm2, 2.82×10mm2, and 2.25×10mm2. Once

the beam is successfully passed through the largest SVT collimator, it is transported to

the “Faraday Cup,” which provides a visual aid to assess the beam position and shape.

The Faraday Cup is also used to measure the beam current. The beam shape and position

are then iteratively tested and changed as necessary to ensure that the beam quality is

acceptable and centered within the SVT protection collimator.

After a high-quality beam is established (the beam is well-centered, visible on the

Faraday Cup, has minimal tails, and is on the order of 100 µm in x and y), the beam is

finely tuned relative to the SVT detector. The wide SVT protection collimator is replaced
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with one of the smaller versions used for data collection. The beam profile (position and

transverse shape) is measured using two “SVT wire frames,” each attached to the top and

bottom volumes of the SVT assembly. The wire frames house two tungsten wires: a 20 µm

horizontal wire and a 30 µm wire tilted approximately 9 degrees relative to the horizontal.

The profile of the beam at the front of the SVT is measured by scanning the

position of the entire SVT and moving the wires into the path of the electron beam. Beam

electrons are scattered by the wires into a set of halo counters, where the count rate is

proportional to the intensity of the beam. The count rates are used in combination with

the known mapping of the SVT wires to measure the mean and Gaussian width of the

beam, as demonstrated for the vertical direction in Figure 3.5. To safely operate the SVT,

the beam must be centered vertically within 50 µm of the plane between the top and bottom

volumes of the SVT. The beam profile must be less than 50 µm wide in the vertical direction

and less than 150 µm wide in the horizontal direction. The tighter constraint in the vertical

direction is due to the SVT’s operating position, 500 µm from the beam plane. A tightly

constrained beamspot also aids in the analysis selection by requiring that reconstructed

vertices project back to the beamspot on the target, as discussed in Section 5.2.2.3.
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(a) Beam’s eye view of the SVT wire frame.

(b) Side view of the SVT wire frame.

Figure 3.4: Diagrams of the SVT wire frame system used to measure the beam profile and
establish quality physics beam before moving the SVT into operating (nominal) position.
Figures taken from Ref. [47].
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Figure 3.5: Example of a vertical beam profile measurement using the SVT wire scan.
Figure taken from Ref. [1].
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3.1.1 Datasets

HPS performed engineering runs in 2015 and 2016, and data runs in 2019 and

2021. The analysis presented in this thesis uses the 2016 engineering data taken with a

2.3GeV electron beam incident on an 8 µm tungsten foil target at a beam current of 200 nA,

for a total luminosity of ∼ 10 753 nb−1. 81 of the 2016 data runs are considered “golden

runs,” meaning the runs used the production-level trigger, target, and beam current, the

SVT was operating at its nominal position of 0.5mm from the beam-axis, and the data

acquisition (DAQ) was functioning properly. The total luminosity of the 2016 golden runs

is 10 703.81 nb−1. The 2015 and 2016 runs are summarized in Figure 3.6.

Figure 3.6: Plot of integrated beam current × DAQ livetime over the duration of the
HPS run. (Top) 2015 Engineering Run. (Bottom) 2016 Engineering Run. Blue shading
indicates where the SVT was operating at nominal position with layer 1 500 µm from the
beam in the vertical direction.

Also presented in this thesis is work related to the detector and tracking algorithm
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upgrades implemented ahead of the 2019 run, which operated at a beam energy of 4.55GeV,

with a ∼ 150 nA beam current incident on an 8 µm tungsten foil target for “low-luminosity”

runs, and a 20 µm tungsten foil for “high-luminosity” runs. The 2015 and 2016 engineering

runs are summarized in Figure 3.6, and the 2019 run is summarized in Figure 3.7.

Figure 3.7: Plot showing the number of recorded events (left axis) and integrated luminosity
(right) axis for the HPS 2019 Run. Two targets thicknesses were used in 2019, the “low
luminosity” 8 µm thick target, and the “high luminosity” 20 µm thick target.
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3.2 Silicon Vertex Tracker (SVT)

The SVT is responsible for measuring the trajectory and momentum of charged

particles as they travel through the uniform magnetic field of the Pair Spectrometer. The

reconstructed particle trajectories, referred to as “tracks,” are extrapolated to the Ecal

where they are matched with energy deposits (“Ecal clusters”). The reconstructed track

and matched Ecal cluster form reconstructed particles. Oppositely charged particle tracks

are then fit with a common vertex to create reconstructed vertex candidates. Ecal clusters

that are not matched to a track are tagged as photons.

Figure 3.8 shows a diagram of the SVT tracking layers inside of the vacuum box.

The SVT is divided into two separate volumes (Top and Bottom) with a 15mrad opening

angle between them. Each volume in the 2015-2016 version of the SVT consists of six

silicon-strip sensor tracking layers positioned at various locations downstream of the target

along the z-axis of the HPS detector coordinate system, where the positive x direction is

defined as beam-left and the positive y direction is defined as up. From this point onward,

all coordinate references will be in the HPS detector coordinate system, unless otherwise

stated.

Each SVT layer is composed of a pair of “half-modules,” the combination of

either a single or a double silicon strip sensor. The sensors are mounted to a thin carbon

fiber structure support with a hybrid readout circuit board, isolated from the carbon fiber

support with a thin layer of Kapton insulation. Two half-modules are paired back-to-back

with their strips angle relative to one another to form a complete module. The “axial” half-

module is oriented with strips pointing along the x-direction, parallel to the beam plane,
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Figure 3.8: Diagram of the 2016 SVT, which consists of 6 silicon microstrip layers inside
of a vacuum box, and submerged in a uniform magnetic field.

and provides position information in the vertical y-direction. The “stereo” half-module is

rotated in the xy-plane by a small angle and, in combination with the axial sensor and

the overall module position along z, provides three-dimensional position information. The

stereo angle is designed to be 0.100mrad for the first three layers, and 0.05mrad for the last

three layers. With the strips on adjacent layers overlapping at an angle, hits on adjacent

strips can be used to provide two-dimensional position information at the layer position.

The stereo angle also prevents the stereo sensors from extending into the high radiation

dead-zone near the electron beam.

The modules are mounted on aluminum support modules, providing mechanical

support and acting as a heat sink. The support modules use a spring pivot to apply

constant tension on the half-modules and keep minimize thermal contraction effects and

keep the half-modules flat at operating temperature (∼ 0 ◦C). The modules in the first

three layers use single silicon strip sensors, while the last three layers use two silicon strip

sensors joined end-to-end in the x-direction, increasing their acceptance to particles in the
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bending plane. Figure 3.9(a) shows an image of a single-sensor module. Figure 3.9(b)

shows all six of the double-sensor modules laid out on a table in the clean-room. The

modules are installed in the SVT using aluminum “U-channel” supports. Three modules

each are mounted to a single U-channel, for a total of four U-channels corresponding to

L1-3 and L4-6 in the top and bottom volumes. The previously described SVT wire frames

are mounted to the front of the L1-3 U-channels, which are guided by motion levers that

move the sensors and wire frames towards/away from the electron beam.

The first three SVT layers are spaced 100mm apart, while layers 3-6 are spaced

200mm apart. The first layer is placed as close to the target as possible to maximize

the detector vertex resolution. However, the distance is limited by the maximum allowed

occupancy of 1% to 2%, which is the fraction of strips with hits above threshold. The

active region of the silicon sensors is 1mm from the edge, and therefore must be placed

at least 1.5mm away from the beam plane. Using the small angle approximation for the

15mrad opening angle, the minimum distance between the first SVT layer and the target

is ∼ 1.5mm
15mrad = 10 cm. The SVT design features are summarized in Table 3.1.
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Layer Number 1 2 3 4 5 6

Distance z from target (mm) 100 200 300 500 700 900

Dead Zone Distance y (mm) ±1.5 ±3.0 ±4.5 ±7.5 ±10.5 ±13.5

Number of Sensors 4 4 4 8 8 8

Stereo Angle (mrad) 100 100 100 50 50 50

Bend Plane Resolution (µm) ≈ 60 ≈ 60 ≈ 60 ≈ 120 ≈ 120 ≈ 120

Non-Bend Plane Resolution (µm) ≈ 6 ≈ 6 ≈ 6 ≈ 6 ≈ 6 ≈ 6

Material Budget (%X0) 0.7 0.7 0.7 0.7 0.7 0.7

Module Power Consumption (W) 6.9 6.9 6.9 13.8 13.8 13.8

Table 3.1: Summary of SVT Layer Specifications
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(a) Two single-sensor half-modules mounted back to back.

(b) Six complete double sensor modules

Figure 3.9: Photographs of (a )two single-sensor half-modules (used in layers 1-3), and (b)
all six complete double-sensor modules for layers SVT layers 4-6. The axial and stereo
sensors are mounted back-to-back on their carbon fiber support structures, forming a com-
plete module.
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3.2.1 SVT Sensors and Readout

The silicon strip sensors employed by HPS are designed to minimize the material

budget (therefore reducing multiple scattering), and to reliably operate in the high radiation

environment near the electron beam, necessitating a high breakdown voltage and a low

leakage current under prolonged irradiation. HPS uses single-sided p+ on n-bulk silicon

microstrip sensors that were originally developed for the DØ collaboration at Fermilab [48],

designed to have a breakdown voltage greater than 350V after irradiation. The sensor

wafers are ∼ 320 µm thick, with cut dimensions of 100mm × 40.3mm. They have an n-

type bulk very lightly doped with phosphorus to achieve high resistivity and allow the bulk

to be fully depleted by the bias voltage, and p-type implant strips 8 µm wide. There are

1277 implant strips with a 30 µm strip pitch, however, only every other strip is read out,

resulting in 639 readout strips with a 60 µm readout pitch. The readout strips themselves

are strips of aluminum that are AC coupled over the p-implants. The strips are biased

using polysilicon resistors at both ends, and the p-implant strips are capacitively coupled to

the aluminum readout strips. When a charged particle passes through the silicon sensor, it

ionizes the bulk material and creates electron-hole pairs that are swept into the aluminum

readout strips, generating a short current pulse. The strip current is read out by the

APV25 readout chip, originally developed for use in the CMS tracker [49][50].

The APV25 chip schematic is shown in Figure 3.10. It has 128 input channels,

each equipped with a pre-amplifier, a CR-RC shaper, and a 192 cell analog pipeline. The

chip multiplexes all 128 channel signals onto a single differential output current. The

channel pre-amplifier integrates the strip current pulse into a voltage step impulse with
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a long decay. The CR-RC shaper then transforms the voltage signal into a pulse with

a peaking time and a fixed pulse shape that is independent of the hit charge collected.

Since the pulse shape is independent of the signal magnitude, the pulse height is directly

proportional to the amount of charge collected, and therefore to the energy of the charged

particle.

Figure 3.10: Block diagram of the APV25 readout chip [51]

It’s critical for the hit pulse to return quickly to baseline in order to minimize

the pile-up of successive hits, but it should not return so quickly that significant amplitude

is lost. The “CR” differentiator sets the pulse duration using the calibrated decay time

constant τdecay. The “RC” integrator sets the rise time using the calibrated rise time

constant τrise. The CR-RC circuit constants, along with the channel input capacitance

load, define the hit response pulse shape for the channel, and are calibrated considering

pile-up minimization, signal-to-noise ratio, charge collection efficiency, etc. The APV25

samples the shaper output of all 128 channels every clock cycle (24 ns at JLab), and stores
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the measurement in the 192-cell analog pipeline. HPS runs the APV25 in “multi-peak”

mode [51], and reads six consecutive pipeline samples for each trigger, corresponding to a

144 ns hit readout window. The six ADC samples form a “raw SVT hit”.

3.2.2 SVT DAQ

Each silicon sensor in the 2016 version of the SVT is mounted to a Hybrid readout

circuit board that houses five APV25s, and the 639 sensor readout channels are directly

wire-bonded to the APV25 readout channel pads (128 per chip). As mentioned previously,

the first three layers consist of single-sensor half-modules, so each half-module requires a

single Hybrid. The last three layer half-modules consist of two sensors joined end-to-end,

and therefore require two Hybrids each. The Hybrid serves to filter the high voltage bias for

the sensor, monitor the readout chip temperatures, and provides the interface for passing

controls and data between the APV25s and the Front End Board (FEB), which is the next

layer of hardware in the DAQ chain.

The FEBs also operate in vacuum, and are responsible for distributing controls,

data, and both low-voltage power, and the high-voltage sensor bias, to the Hybrids. Each

FEB can service 4 Hybrids, for a total of 10 FEBs required to operate the 36 Hybrids.

Each FEB houses a pre-amplifier, a 14-bit ADC, and an Xilinx Artix-7 field programmable

gate array (FPGA). The pre-amplifier converts the multiplexed APV25 differential current

signals into a voltage compatible with the ADC, which samples the signal at 41.667MHz,

digitizes the signal, and passes it to the FPGA. The FPGA passes the clock and triggers

downstream to the Hybrids, and monitors the Hybrids status and configuration. The FPGA

also passes the ADC data upstream out of the vacuum through the vacuum penetrating
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data flange board (data flanges).

There is one data (vacuum) flange, with four flange boards, each capable of ser-

vicing three FEBs. The data and controls are passed between FEB and flange through

mini SAS cables, where each cable has 4 data links (one for each Hybrid), and 2 control

links. Each data flange converts the digitized signal from up to 3 FEBs (up to 12 Hybrids)

to optical signal using QFSP fiber transceivers. This optical conversion is necessary to

transfer the signal and controls out of the installation site to the Advanced Telecommuni-

cations Computing Architecture (ATCA) crate that houses the DAQ, located about 20m

away. The high and low-voltage power is also distributed from outside the vacuum to the

FEBs through a single power flange with two flange boards through it, each connected

to the FEBs through twisted pair cables. The Wiener MPOD power supplies are also

located on the ATCA crate. The DAQ itself consists of two ATCA blades, each called a

Cluster on Board (COB). The optical data and control signals interface with each COB

through the COB’s Rear Transmission Module (RTM) QSFP transceivers. Each COB has

nine Data Processing Modules (DPM), and one Data Transport Module (DTM). Six of

the DPMs run data reduction algorithms and build the events in data, while the fourth

DPM processes upstream slow controls, such as commands to turn on FEBs, Hybrids, and

individual APVs. The DTMs distribute the clock and triggers.
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3.3 2019 and 2021 SVT Upgrade

HPS upgraded the SVT detector in 2019 by integrating an additional tracking

layer closer to the target, utilizing state-of-the-art “slim-edge” sensor technology. Referred

to as “L0,” this new layer is positioned just ∼ 5 cm downstream of the target. In addition,

the original first layer was also replaced with the new slim-edge sensor modules. Results

from a Monte Carlo study depicted in Figure 3.11 show that this upgrade improves the

detector’s vertex resolution by a factor of two [52].

Figure 3.11: MC simulated z vertex resolution as a function of invariant mass. The red
points show the expected improvement in vertex resolution after upgrading the SVT, com-
pared to before in black.
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3.3.1 Slim-Edge Sensor Technology

In order for L0 to operate with its active region at the designed 0.5mm vertical

distance from the beam, the inactive region of the sensor close to the beam had to be

reduced from 1000 µm to 250 µm, otherwise the sensor material would be inserted into the

beam path. This is illustrated in Figure 3.12. The thickness of the new sensors is reduced

to 200 µm to limit scattering, and the strip length was shortened to manage increased

occupancy. The occupancy is additionally reduced by dividing the new sensors into two

isolated rows of strips.

Figure 3.12: Schematic showing how the reduced inactive region of the new slim-edge
sensors allows them to be placed closer to the target, given the designed 15mrad SVT
opening angle.
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The slim-edge sensors were manufactured by Centro Nacional de Microelectronica

(CNM) in Barcelona, Spain. The sensors are fabricated on 4 inch wafers, with six sensors

per wafer, and are cut using a special “Scribe-Cleave-Passivate” method to achieve the

designed 250 µm inactive material edge along the side of the sensor that is oriented towards

the beam [53]. Figure 3.13 depicts an L0 hybrid with the cleaved edge of the sensor at

the top of the image. The upgrade required a minimum of 8 slim-edge sensors to produce

four new tracking layer modules, L0 and L1 in the Top and Bottom volumes. Ultimately,

CNM produced 72 sensors, and 10 of them were selected to produce four modules and two

spare half-modules. The selected sensors were chosen based on the criteria described in

the following section.

Figure 3.13: Photograph of a slim-edge sensor hybrid. The cleaved edge of the sensor is at
the top, and is installed oriented towards the beam.

3.3.2 Sensor Quality Assurance

The sensors were imaged upon reception and examined for visible manufacturing

defects and damage. Sensors with obvious physical damage, such as the one depicted in

Figure 3.14, were pulled from the selection. The inactive region along the cleaved edge of

the sensors was measured at various points along the edge to check for a consistent width

less than 250 µm. Figure 3.15 shows an example of this measurement, where the imaged
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sensor has an inactive region 200 µmwide. It proved difficult to achieve the designed cleaved

edge, and many of the sensors had an inconsistent edge orientation and width larger than

desired. Due to timeline constraints, some sensors with edges larger than 250 µm were

ultimately used.

Figure 3.14: Microscopic photograph of the corner of a slim edge sensor candidate. This
sensor is visibly damaged by scratches across multiple readout strips.

The sensor breakdown voltages were evaluated by reverse biasing the sensors with

high-voltage and measuring their leakage current. The breakdown voltage is the voltage

at which the leakage current increases rapidly, and is a critical selection criterion. These

sensors are designed to operate in the extremely high occupancy region close to the target,

and a high breakdown voltage is necessary to minimize leakage currents that may be

induced by radiation damage. In addition, radiation damage over time will reduce the size
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Figure 3.15: Microscopic image of the cleaved edge of a slim-edge sensor candidate. The
inactive material edge extends from the start of the guard ring out to the edge of the wafer,
indicated by the horizontal blue lines. This sensor shows a consistent inactive region close
to 250 µm.

of the sensor’s depletion region through a process called type-inversion, which effectively

reduces the sensor’s sensitivity and charge collection efficiency. The size of the depletion

region can be restored by increasing the reverse bias on the sensor, but this bias cannot

exceed the breakdown voltage. Figure 3.16 shows the leakage currents as a function of

bias voltage, with no radiation present, for a subset of the sensors. The breakdown voltage

for sensor “W04-S3-d,” plotted in dark yellow, can be identified by the rapid increase in

leakage current near 360V.

The sensors were also evaluated based on the presence of shorts between the

strip implant and the aluminum readout strip, called “pinholes.” Strips with pinholes do

not provide signal, creating dead regions in the tracking detector, and are disconnected

from the readout chips in the quality assurance stage of production to avoid interference

with neighboring channels. The sensor production suffered from a relatively high rate of

pinholes, such that their presence in the selected sensors was unavoidable. Instead, the

sensors were evaluated primarily based on the location of the pinholes. The maximum track
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Figure 3.16: IV curves for a set of slim-edge sensor candidates. The sensor breakdown
voltage is determined where the current rapidly increases.

occupancy in the first layers, and the maximum signal acceptance, is expected to be closest

to the edge of the sensors, so pinholes in these strips are particularly problematic. The

locations of the pinholes on each sensor were mapped during the module production QA

phase, after mounting the sensors to the hybrid readout electronic boards and wire-bonding

the sensor readout strips to the APV25 readout chips.

3.3.3 Hybrid Quality Assurance

The module production process involves a series of QA tests at each stage of de-

velopment. First, the bare hybrid readout electronic boards are tested without any readout

chips or sensors. The hybrids in the first three layers transmit power, data, and commu-

nications through a bundle of twisted-pair cables (“pigtail”) wired to a D-sub connector.

Connecting a wire to the wrong pin is an easy mistake, so the connections are checked by

simple voltage tests. The hybrid low voltage inputs are biased according to operational
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specifications, and the currents are measured to ensure that the correct amount of current

is consumed. The high voltage inputs are tested up to 500V, and the current is checked

to ensure it stays less than 20 µA.

After passing the initial pigtail tests, the APV25 readout chips are mounted to the

hybrids. The slim-edge hybrids utilize 4 APV25’s, in contrast to the 5 APV25 chips on the

standard hybrids. The baseline noise of the hybrid for all 512 APV25 channels is measured

by reading out the channels over a few thousand readout windows. As a reminder, HPS

reads out six consecutive ADC samples at 24 ns intervals upon receiving a trigger, and the

first sample, “sample 0,” generally represents the state of the channel before the trigger.

The sample 0 ADC values are stored in a 2D histogram as a function of the APV25 channel

number (0-512). The ADC distribution for each channel is isolated and fit with a Gaussian

function, and the width of the fit represents the channel noise. The noise for one of the

2019 hybrids is shown in Figure 3.17(a). The noise distribution for each hybrid is visually

inspected to ensure that there are no anomalous channels and that every APV25 channel

is reading out correctly.

The response of each channel to signal is tested using the APV25’s internal cali-

bration generator. The generator injects a configurable amount of charge into the channel,

which mimics the signal the channel would see if it was connected to a silicon strip that

was ionized by charged particle. The charge injections are separated into eight calibration

groups, where each group drives 16 distinct pre-amplifier channels, so the charge injection

test must be repeated for each group in order to see the response of all 128 channels. Fig-

ure 3.17(b) shows the charge injection result for a single calibration group. The mean ADC

value of every eighth channel is many standard deviations above the mean ADC value of
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channels that do not have charge injected. The internal calibration is described further in

the context of pulse calibration in Section 4.2.2. If the baseline, noise, and charge injec-

tion scan results pass scrutiny, the hybrid is mounted with a silicon strip sensor to form a

complete half-module.

64



(a) Layer 0 hybrid channel RMS noise.

(b) Layer 0 hybrid channel response.

Figure 3.17: (a) Layer 0 hybrid channel RMS noise. (b) Layer 0 hybrid channel response
to APV25 calibrated internal charge injection for a single calibration group.
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3.3.4 Half-Module Quality Assurance

The 22 best sensors were prioritized based on slim-edge width, breakdown volt-

age, and known manufacturing defects, and used to build 22 half-modules. However, the

presence of pinholes in the sensors could only be determined after wire-bonding the sensors

to the APV25 readout chips and measuring the channel noise, so the sensors needed to

be re-prioritized after mounting, based on the location and number of pinholes. Channels

with pinholes can be identified by their extremely low noise when the sensor is not biased.

Figure 3.18 shows the channel noise for the “L0M3” half-module biased at 0V, where five

pinholes can be seen as low-noise spikes. The wire-bonds of these channels were plucked

to prevent the shorted DC current from influencing neighboring channels, but this creates

holes in the detector. Since essentially every sensor had multiple pinholes, they were pri-

oritized based on the location of the pinholes. The track occupancy is highest near the

edge of the sensor, so pinholes near the edge represent the largest loss in acceptance. Again

looking at Figure 3.18, the edge of the sensor is represented by the first and last 50 physical

channel numbers, so there is only one pinhole in the critical region of L0M03, making it

overall a strong candidate to be used in the detector. A summary of the slim-edge sensors

that were used in the SVT upgrade, and the two spare half-modules, is shown in Table 3.2.
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Figure 3.18: Example of layer 0 half-module RMS noise. The downward fluctuations
in RMS represent pinholes where the wirebonds must be removed. The occupancy is
concentrated towards the edge of the sensor, so pinholes there result in the greatest loss in
acceptance, and must be minimzed.

Sensor ID Module Number Tracker Location Vfd [V] Vbd [V] Edge width [µm] N(pinholes for first 50 strips)

Strip row A Strip row B

W11S2 22 L0TS 32 420 337 (358) 0 2

W10S1 19 L0TA 30 270 298 (338) 3 0

W11S1 16 L0BS 32 330 352 (398) 0 0

W11S3 17 L0BA 32 340 318 0 2

W11S6 18 L1TS 32 370 377 (425) 1 0

W09S2 7 L1TA 30 300 360 (399) 2 0

W10S3 15 L1BS 30 290 395 (442) 0 0

W10S4 3 L1BA 30 200 366 0 1

W4S3 9 Spare 1 25 370 349 1 2

W10S6 20 Spare 2 30 340 274 3 0

Table 3.2: 2019 Slim Sensor Data
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3.4 Electromagnetic Calorimeter (Ecal)

The Electromagnetic Calorimeter (Ecal), shown in Figure 3.19, is an array of 442

lead tungstate (PbWO4) crystal readout modules that uses charged particle energy depo-

sitions to trigger on trident-like events with a very high background rate (up to 1MHz per

crystal) [3]. The Ecal is split into top and bottom halves above and below the through-going

electron beam at a distance of 2 cm from the beam plane, which maintains the 15mrad

opening angle requirement, with the face of the Ecal located approximately 139.3 cm down-

stream of the target. Each Ecal half consists of 4 rows of 46 crystal modules, and an addi-

tional row of 37 modules closest to the beam, where the missing 9 crystals are removed to

better accommodate the electron beam and the large Bremsstrahlung photon flux in that

location.

Figure 3.19: Ecal layout as seen in the beam-direction. Motherboards (green) and copper
plates (red) for heat shielding are visible in the bottom half, with those elements removed
from the top half for visual clarity [3].

Figure 3.20 shows a schematic of an Ecal module. The PbWO4 crystals are

160mm long (18 radiation lengths), and tapered with a front (rear) face of 13.3×13.3 mm2
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(16× 16 mm2) The crystals are wrapped in VM2000 multilayer polymer mirror film to in-

crease the scintillation light collection from energy depositions in the crystal. The light

yield is amplified by a 16 × 16 mm2 Hamamatsu avalanche photo-diode (APD) glued to

the rear face, and the APD current is converted to a voltage pulse by a preamplifier.

Each Ecal half is enclosed in a temperature controlled box operating at 17 ◦C to stabi-

lize the crystal scintillation yield and APD gains. The preamplifier signal is routed to a

flash analog-to-digital converter (FADC) board that digitizes up to 16 crystal signals at

250MHz, and stores the samples in an 8 µs deep pipeline. When a trigger is received, a

programmable range of the pipeline samples is read out, time-coincident with the trigger,

and used to reconstruct Ecal clusters offline. Simultaneously, the FADC samples are also

used to generate the trigger in the first place, which involves a faster online Ecal energy

cluster reconstruction.

Figure 3.20: Schematic view of a single Ecal module [3].
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3.5 Trigger

HPS uses a set of analysis triggers based on the energy, timing, and kinematics

of online reconstructed Ecal energy clusters to reject the extremely high beam background

in favor of trident-like events. As mentioned in the previous section, energy deposited

in the Ecal crystals is read out by an FADC board every 4 ns. The FADC continuously

checks for channels that cross some programmable ADC threshold, integrates all of the

samples above threshold on a given channel (with a maximum of 128 samples), and sends

the serialized summed values, as well as the threshold-crossing time and crystal position, to

the Crate Trigger Processor (CTP) in 32 ns time frames. The summed ADC is converted

into an energy using offline calibrated gains and forms a hit with energy, position, and

time information. The hits are used by the General Trigger Processor (GTP) clustering

algorithm to identify energy depositions consistent with the defined triggers [54].

The energy deposited by a particle in the Ecal is typically spread out across

multiple crystals, so multiple hits are often combined into a single cluster. The clustering

algorithm first identifies a seed-hit, which is a hit that has more energy than all of its

neighboring hits in a 3 × 3 crystal window, across some programmable window of time.

The algorithm then checks whether the seed-hit is above some minimum energy threshold,

as the trident events of interest are expected to deposit significant energy. If the hit passes

this cut, an Ecal energy cluster is formed as the energy sum of all hits in the 3× 3 region

centered on the seed-hit, across the full programmed time window. Seed-hits that occur on

edge crystals of course use a smaller clustering window, as there can be no neighbors where

there are no crystals. The clusters are sent to the Single Subsystem Processing (SSP) board

70



to make trigger decisions. When the SSP identifies a positive trigger, the trigger is sent

to the Trigger Supervisor board (TS), which checks whether DAQ can accept the trigger,

and then sends the trigger to the Trigger Interface (TI) boards that initiate readout.

HPS used a set of five individual triggers for the 2016 run. The “pulser” trigger

fires at a fixed 100Hz. The “singles0” and “singles1” triggers fire on single cluster events

that fall within some upper and lower energy thresholds, with a minimum number of hits

on the cluster. The “pairs0” and “pairs1” triggers are the primary analysis triggers for

the 2016 analysis, and trigger on pairs of clusters that are consistent with highly-boosted

electron and positron decay products that have some opening angle between them, and

bend oppositely in the uniform magnetic field permeating the SVT. The basic pairs trigger

algorithm is illustrated in Figure 3.21. The pairs triggers first place cuts on the individual

cluster energies and hit count, as in the singles triggers. There is a loose cut on the

minimum energy sum of the two clusters, such that they are consistent with the expected

highly-boosted decay products, but that allows for significant energy losses in the Ecal.

The maximum energy sum must be less than the beam energy to reduce the trigger rate

due to coincident scattered beam electrons. Additionally, a cut is placed on the energy

difference between the two clusters. A geometric cut is placed on the “coplanarity” of the

cluster pair, which requires that each cluster impinge the Ecal in opposite vertical and

horizontal halves, as expected for the two-body decay of oppositely charged particles with

any significant curvature. Lastly, there is a loose cut on the time-coincidence of the two

clusters [55]. The pair1 trigger used in the 2016 analysis is summarized in Table 3.3.
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Cut description Cut value

Hits Per Cluster Min: 2

Cluster Time Coincidence: ±12 ns

Cluster Energy Min: 150MeV

Cluster Energy Max: 1400MeV

2-Cluster Energy-Sum Min: 600MeV

2-Cluster Energy-Sum Max: 2000MeV

2-Cluster Energy-Diff Max: 1100MeV

Coplanarity Maximum: 40 deg

Energy-Dist Slope: 5.5MeV/mm

Energy-Dist Minimum: 700MeV

Table 3.3: Parameters of pair1 trigger. used in the 2016 analysis.
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Figure 3.21: Example event triggered by the pairs trigger in HPS. The Ecal energy clusters
are formed in 3x3 grids around a seed crystal with the largest energy. The pairs trigger
requires two time-coincident clusters, with a minimum individual and combined energy
threshold, to be in opposite quadrants of the Ecal [3].
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3.6 Fixed Target Backgrounds

The primary backgrounds for the HPS experiment are prompt QED Bethe-Heitler

and radiative tridents (e−Z → e−e+e−Z), and Wide-Angle Bremsstrahlung (WABs) con-

versions (e−Z → e−γZ followed by Zγ → e−e+). The WABs photons can pair-produce

inside the target, or convert downstream in the detector material. The Feynman diagrams

for these processes are shown in Figure 3.22.

Figure 3.22: Feynman diagrams for Bethe-Heitler tridents (top left), radiative tridents
(bottom left), and Wide-Angle Bremsstrahlung (WABs) conversions (right).

Another important background contribution is from elastically and quasi-elastically

scattered beam electrons that can contaminate tracking. A background vertex can be incor-

rectly reconstructed using a scattered beam e−, or the true tracks can be contaminated by
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beam e− hits, and these reconstruction errors can lead to falsely displaced events. Conse-

quently, the QED background rejection is also developed in consideration with the electron

beam background, and all MC background samples are mixed with MC generated beam

to simulate the data, as described in Section 4.4.

The radiative trident process is related to the A′ production rate in Equation (5.6),

and is used to scale the expected signal rate relative to the data. However, the Bethe-

Heitler and radiative trident processes have identical final states, so the squared sum of

the amplitudes are observed in data, and the processes are indistinguishable. Additionally,

either trident process can be mistakenly reconstructed using the recoil electron rather

than the daughter electron, which acts another background source. The combination of

reconstructed radiative and Bethe-Heitlers tridents are collectively referred to as “tridents”

in the data, and “tritrig” in MC (meaning triggered tridents). A MC sample of the truth-

matched radiative tridents alone is used to estimate the “pure” radiative trident rate in

the data, as discussed in Section 5.1.4.2 and Section 5.1.4.3.

WABs are called “wide-angle” because the photon and electron at the target are

emitted at large angles from the beam axis, pushing them into the SVT acceptance. In

addition to the prompt converted WABs in the target, WABs may convert anywhere in

the detector material, such as in the first layer of silicon. In this case, perhaps only the

e+ is within the detector acceptance, however, it can be vertexed with the recoil e− or a

beam e− and create a problematic displaced background. These kinds of events can be

eliminated by enforcing certain hit on track requirements, as discussed in Section 5.2.1.

Figure 3.23 depicts the relative contribution of each background component as a function

of invariant mass using MC simulated events with MC beam included. The events shown
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do not reflect the final selection, but do have the “Preselection” cuts applied, which are

detailed in Section 5.1.2.

Figure 3.23: Histogram of MC-reconstructed vertex invariant mass for primary QED
background processes. The histogram includes several components: “rad” represents
the pure radiative trident component, while “tritrig” combines Bethe-Heitler and radia-
tive tridents, referred to as tridents in the text. The “wab” component corresponds
to the converted WABs contribution, and “tritrig+wab+beam” denotes the complete
QED background including all components. Each component is scaled to ∼ 10% of the
2016 luminosity(10.7 pb−1), and all events have had “Preselection” criteria applied (Sec-
tion 5.1.2).

Figure 3.24 shows the summed momenta of the e− and e+ tracks used to recon-

struct the vertex, called “Psum.” This kinematic variable is used later in Section 5.1.3 to

define the SIMPs signal region, and eliminates a large fraction of the tridents and WABs.

Finally, Figure 3.25 presents the reconstructed vertex z position and highlights the chal-

lenges posed by these QED background processes in a displaced vertex search. The target

is situated at −4.3mm, yet prompt background events are being reconstructed significantly
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Figure 3.24: Histogram of MC-reconstructed vertex Psum (|pe− |+ |pe+ |) for primary QED
background processes. The histogram includes several components: “rad” represents the
pure radiative trident component, while “tritrig” combines Bethe-Heitler and radiative
tridents, referred to as tridents in the text. The “wab” component corresponds to the
converted WABs contribution, and “tritrig+wab+beam” denotes the complete QED back-
ground including all components. Each component is scaled to ∼ 10% of the 2016 lumi-
nosity (10.7 pb−1), and all events have had “Preselection” criteria applied (Section 5.1.2).

beyond 124mm downstream of the target. Given that the maximum SIMPs signal produc-

tion rate is several orders of magnitude lower than the QED trident rate and is inversely

related to the signal’s lifetime, it is crucial to constrain the background effectively down-

stream of the target in order to identify a small displaced signal rate. A significant amount

of effort in this thesis is dedicated to efficiently rejecting these falsely displaced background

events, which are detailed in Section 5.1.
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Figure 3.25: Histogram of MC-reconstructed vertex z position for primary QED back-
ground processes. The histogram includes several components: “rad” represents the pure
radiative trident component, while “tritrig” combines Bethe-Heitler and radiative tridents,
referred to as tridents in the text. The “wab” component corresponds to the converted
WABs contribution, and “tritrig+wab+beam” denotes the complete QED background in-
cluding all components. Each component is scaled to ∼ 10% of the 2016 luminosity
(10.7 pb−1), and all events have had “Preselection” criteria applied (Section 5.1.2).
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Chapter 4

Event Reconstruction

HPS is searching for displaced secondary vertices by triggering on the energy de-

positions of highly-boosted e− e+ pairs that are coincident in time and have some small

opening angle between them. The charged particle Ecal energy clusters, SVT hits, trajecto-

ries through the SVT, and vertex candidates, are reconstructed offline using hps-java [56],

which extends the lcsim software toolkit. The following sections describe each of the main

stages of offline reconstruction.

4.1 Ecal Clusters

Charged particles that strike the Ecal deposit energy within its crystals, often

across multiple crystals. The individual crystal hits are then characterized and clustered

together to form Ecal clusters. Each crystal is sampled at 250MHz, and 100 samples are

read out upon triggering. The crystal pulse shape samples are fitted with the sum of a

pedestal P and a 3-pole function to get the crystal energy in terms of ADC counts, given
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by:

ADC(t) = P +
A

2τ2
(t− t0)

2e−(t−t0)/τ , (4.1)

where t0 is the hit time, and τ is the pulse width. Time variations between each crystal are

corrected using offline calibrations derived from the CEBAF accelerator’s 499MHz radio-

frequency signal. Additionally, corrections are applied for the energy dependence of the

time offsets, referred to as “time walk” [3].

4.1.1 Cluster MC Truth Matching

Ecal clusters in MC simulations can be “truth-matched” to the MC particle that

generated the energy cluster, essential for various calibration and analysis studies. Ecal

clusters are composed of multiple crystal hits, referred to as “readout hit” in the software.

The particle associated with the seed hit of the cluster is presumed to be the primary

generator of the cluster, so the seed readout hit is used to match the particle to the cluster.

Each readout hit is linked to multiple “simulated calorimeter hits,” where each simulated

hit carries the truth information that relates it to the MC particles that generated it. The

simulated hit that contributes the largest fraction of the readout hit’s energy is selected,

and if this hit is associated with multiple MC particles, it is matched to the MC particle

with the highest energy contribution.

To ensure a reduced rate of false matches, several cuts are applied to the truth-

matching process. Since the primary use of the cluster truth matching is to evaluate the

performance of the track-cluster matching algorithm using prompt backgrounds, the MC

particle matched to the cluster must originate at the target. Additionally, the sign of the

MC particle’s vertical momentum must correspond to whether the cluster is found in the
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top or bottom of the Ecal. Finally, the clusters are checked to see if they’ve been matched

to duplicate MC particles, and if so, the MC particle position at the Ecal is used to select

the best match. All remaining duplicates are removed.

4.2 SVT Track Reconstruction

Particle tracks are reconstructed offline using hits from the SVT silicon strip

sensors. These reconstructed tracks are extrapolated to the face of the Ecal and matched

with energy clusters to form final state e− and e+ objects, which are then used to identify

vertex candidates. The following section describes the hit reconstruction, track finding and

fitting, track-cluster matching, and the vertex fitting algorithms.

4.2.1 SVT Raw Hit Reconstruction

The APV25 readout chip samples the shaper output of each channel every 24 ns

and stores the ADC values in a 192-cell deep analog pipeline. Upon receiving a trigger, six

consecutive pipeline samples are read out, with the readout window centered on the trigger

time. Channels with at least three samples above an offline calibrated ADC threshold are

considered. These six consecutive pipeline measurements collectively form a “raw” hit.

Raw hits are reconstructed into “strip hits” by fitting the samples with the APV25 channel

pulse response shape, which is modeled by the four-pole transfer function:

F4pole(t) =
τ21

(τ1 − τ2)3

(
e
− t

τ1 − e
− t

τ2

2∑
k=0

( τ1−τ2
τ1τ2

t)

k!

2)
, (4.2)

where τ1 and τ2 are shaping constants calibrated offline for each channel. The fitted strip

hit returns the hit amplitude in ADC units and the time of the hit relative to the clock.
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These times are corrected for run-dependent phase shifts, trigger time, and time of flight.

Figure 4.1 illustrates the fitted strip hit pulse shape for a single channel.

Pile-up events occur when an out-of-time hit contributes to the pulse of an in-time

hit. A pile-up algorithm checks whether the χ2 probability of a single pulse fit is less than

0.5. If true, the pulse is fit again using a double pulse fit. If the χ2 probability improves

with the double pulse fit, the pile-up fit is kept. All strip hits must have a pulse fit χ2

probability greater than 3.20× 10−6.

Figure 4.1: Example of an APV25 channel pulse. The ADC values are sampled every 24 ns
and fit to the offline calibrated four-pole transfer function in Equation (4.2). This figure
actually shows a 2D histogram of many pulses aligned perfectly in time.
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4.2.2 CR-RC Calibrations

The SVT hit time resolution is critical for the analysis, as it affects the clustering

of strip hits, associating hits along tracks, and matching tracks to clusters for reconstructed

particles. Accurate reconstruction of hit times relies on high-quality fitting of the APV25

channel hit response pulse shape. Figure 4.2 illustrates the APV25 channel hit response

curves for various signal magnitudes. The response shape is characterized by the CR-RC

circuit time constants τ1 and τ2, which are used to fit the SVT hits according to Equa-

tion (4.2). These timing constants are calibrated offline using a dedicated “calibration run”

after the detector is installed at JLab. The calibration run is performed without the elec-

tron beam, using the APV25’s internal charge calibration generator. The generator injects

a fixed, known quantity of charge into each channel, producing a pulse shape response that

can be fitted using the equation above.

Charge is not injected into every channel simultaneously. Instead, it is sequentially

injected into eight different calibration groups (0-7), with each comprising 16 channels. The

calibration group number assigned to a channel is determined by:

CalGroup = ChannelN mod 8. (4.3)

Figure 4.3 shows the APV25 internal calibration timing diagram. A calibration

request signal (“11”) is sent to the APV25 trigger line, which routes the request to the

delay line (reqin), where the request output (reqback) is delayed by a configurable time

td. After td, the calibration switch injects charge into every channel within the configured

calibration group, as set using the “CRDV” control register on the APV25. The delay time

td is adjusted by setting the time of charge injection, which is restricted to multiples of 1
8
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Figure 4.2: Response curve of the APV25 as a function of signal magnitude [4].

of the external clock cycle (24 ns at JLab) The delay time, td, is configured by setting the

APV25 “CSEL” control register to an integer between 0 and 8. This delay is restricted to

multiples of 1/8 of the external clock cycle (24 ns at JLab). For example, setting CSEL=2

results in a 6 ns delay between the request and the charge injection, while setting CSEL=8

results in a full 24 ns delay.

Figure 4.3: APV25 internal charge calibration generator timing diagram.
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Recall from the previous section that HPS operates the APV25 in “multi-peak”

mode, reading out only six ADC samples at 24 ns intervals. This sampling rate alone is

insufficient to accurately calibrate the timing constants τ1 and τ2. However, the pulse shape

sampling rate used in the calibration run can be improved from 24 ns to 3 ns by utilizing

the charge injection time delay feature of the internal calibration generator. As illustrated

in Figure 4.4, this process involves adjusting the charge injection time delay td, which

shifts the sampling point along the fixed-shape and fixed-amplitude calibration pulse. The

figure shows a series of pulses with different time delay settings, where the colored circles

represent the shaper output samples aligned with the 24 ns clock cycle. By delaying the

charge injection by td, the APV samples the shaper output at new time points along the

pulse. Each CSEL setting therefore captures a different six-sample segment of the shaper

output. All eight of the CSEL samples are combined to construct a pulse with 48 ADC

samples at 3 ns intervals. These higher resolution calibration pulses are then fitted with

Equation (4.2) to calibrate τ1 and τ2 for every SVT APV25 channel.
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Figure 4.4: Illustration showing how the time delay setting in the APV25 internal charge
calibration generator can be used to reconstruct calibration pulses with improved time
resolution. The calibration pulses are used to calibrate τ1 and τ2 in Equation (4.2).
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4.2.3 Hit Clustering

The charge deposited by a hit may span multiple readout strips, so strip hits are

clustered together using the nearest neighbor RMS Clusterer algorithm [57]. A strip hit is

considered to be a cluster seed candidate if its ADC amplitude is 4σ above the RMS noise

of the channel, as determined from offline calibrations. Neighboring hits are included in

the cluster if their amplitudes are 3σ above threshold, and if they occur within 24 ns of the

seed. The strip cluster position is taken as the amplitude-weighted centroid of the strip

hits on the individual sensor,
∑

xiAi/
∑

Ai, which improves the hit position resolution

compared to using a single strip. The timing of the cluster is also improved by combining

strips, with the cluster time given by:

t =
∑

tiA
2
i /
∑

A2
i . (4.4)

4.2.4 SVT Track Parameters

Particle tracks through the uniform magnetic field are described by a helix with

five parameters: Ω, d0, z0, tanλ, and ϕ These five track parameters are defined relative

to the tracking coordinate system, where the x-axis points along the beam direction, the

y-axis points beam-left, and the z-axis points vertically, roughly corresponding to the

uniform B-field direction. The parameters are defined with respect to an arbitrary reference

point, which is defaulted to the tracking coordinate system origin. However, the reference

point can be configured in reconstruction to measure the parameters with respect to other

locations, such as the beamspot position at the target. The track parameters, along with

the covariance matrix, form a track state. Since the track trajectory changes at each
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detector layer due to multiple scattering, a reconstructed track is actually a collection of

track states defined at each layer in the detector. Below is a description of each track

parameter, illustrated in Figure 4.5.

• d0: The point of closest approach between the reference point and the projection of

the helix onto the xy-plane.

• ϕ: The angle between the direction of the helix projected onto the xy-plane and the

x-axis, evaluated at the point of closest approach. It represents how far to the left or

right a track is pointing in the HPS detector frame.

• Ω: The inverse of the signed helix curvature at the point of closest approach, used

to reconstruct the track momentum.

• λ: The angle between the xy-plane and the track direction in the sz-plane, where s

is the direction of the track path.

• The tangent of this angle, tanλ, represents the vertical slope of the track in the HPS

detector frame.

• z0: The distance along the z-axis between the helix and the xy-plane at the point

of closest approach. This parameter represents the vertical distance of the track in

the HPS detector frame, known as the “vertical impact parameter.” This is a critical

parameter used to eliminate background in the analysis.
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Figure 4.5: Illustration of the helix track parameters in the HPS tracking coordinate system.
The track parameters are defined in the perigee parameterization.

4.2.5 Track Finding and Fitting

HPS originally utilized the SeedTracker [58] algorithm to form track candidates

and then refined these candidates using the General Broken Lines (GBL) algorithm to ac-

count for changes in the trajectory due to detector interactions [59]. However, as discussed

later in this section, the track finding and fitting was upgraded to use a Kalman Filter

(KF) [60] algorithm, which improved the tracking performance by better accounting for

the charged particle detector interactions during track finding. The benefits of this upgrade

will be detailed later in the section.

4.2.5.1 SeedTracker and General Broken Lines Fitting

The implementation of SeedTracker and GBL in HPS requires the use of “3D”

SVT strip clusters, which are the combination of axial and stereo sensor strip clusters. The

matching criteria is not described here. SeedTracker constructs a seed helical track from

a combination of consecutive 3D hits and extrapolates the helix to an additional tracking
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layer to look search for consistent hits. If a consistent hit is found, the helix is extended

to the remaining layers. However, SeedTracker’s helix extrapolation fails to consider the

effects of energy loss in the detector material due to ionization and radiation, or the ran-

dom changes in direction caused by multiple scattering at each layer. To address these

issues, the SeedTracker track is refitted using the fast global track refit GBL algorithm.

GBL approximates the particle trajectory as a series of track segments, each defined by

a 5 parameter helix at the sensor planes. This approach accounts for multiple scattering

deflections in the material by minimizing the hit residuals and scattering angles.

The implementation of this tracking strategy in HPS requires 3D hits, which re-

sults in reduced acceptance in regions where the axial and stereo sensors do not overlap,

and also when there is a hit inefficiency in either sensor. While this efficiency loss was

minimal for the 2016 run [57], it posed a significant issue for future runs with the upgraded

SVT detector where the first layers are placed closer to the target and experience radia-

tion damage leading to decreased hit efficiency over time. Since the vertex resolution is

dominated by whether the tracks have a hit in the first layer, maximizing the hit efficiency

in these layers is critical. As a result, HPS updated the tracking approach by using single

strip clusters instead of 3D hits. Ultimately, the decision was made to transition to the

KF based tracking, rather than modifying the existing tracking. In addition to recover-

ing hits lost from requiring 3D hits, KF tracking incorporates multiple scattering and the

non-uniform magnetic field into both track finding and fitting, which is expected to reduce

the mis-identification of hits on track compared to the SeedTracker+GBL tracking. While

this tracking upgrade was not crucial for the 2016 dataset, it was implemented as part of

the transition to the new tracking system, and is used in this analysis.
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4.2.5.2 Kalman Filter Tracking

The KF pattern recognition algorithm begins by seeding track candidates using

a linear fit (line + parabola) of at least five silicon strip clusters (at exactly two axial

and three stereo). The track parameters form the initial state vector a⃗k−1, which is then

propagated through the detector layers while accumulating hits. The KF process consists

of three main stages:prediction, filtering, and smoothing [60].

The predicted state vector at the next silicon sensor is given by:

a⃗k = Fk−1(⃗ak−1) + w⃗k−1, (4.5)

where Fk−1 is the analytic track propagator, and w⃗k−1 represents random multiple scat-

tering effects, which primarily affects the track angles ϕ and λ. The covariance matrix Ck

is updated according to:

Ck = Fk−1Ck−1F
T
k−1 +Qk−1, (4.6)

where Q is the multiple scattering covariance matrix.

The predicted measurement at the silicon sensor is a linear function of the pre-

dicted state vector:

m⃗
′
k = Hka⃗k, (4.7)

where the covariance of the predicted measurement is:

σ2
r = σ2 +HkC

−1
k HT

k . (4.8)

The residual r = m⃗ − m⃗
′
k between the measured hit “m⃗” and the predicted hit is used

by the pattern recognition algorithm to pick up hits based on the minimum residual. The

residual covariance includes the measurement uncertainty σ. The filtering step updates the
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state vector based on the measurement using the Kalman gain matrix Kk, which is defined

by:

Kk =
CkH

T
k

σ +HkC
−1
k HT

k

. (4.9)

The filtered state vector is:

a⃗f = a⃗k +Kk(m⃗−Hka⃗k), (4.10)

and the filtered covariance matrix is:

Cf = (I− kkHk)Ck. (4.11)

The filtered state vector and covariance are then used to predict the next measurement,

continuing through the layers.

After completing the prediction and filter steps, the smoothing process runs in

reverse, layer by layer, from the end of the track back to the beginning. The smoothed

helix parameters at each layer provide the best estimate of the particle’s trajectory. The

full implementation of this tracking algorithm involves additional complexities, including

coordinate transformations and the detailed modeling of track propagation, measurement

functions, detector uncertainties, and multiple scattering. These comprehensive details can

be found in Ref. [61].

4.2.5.3 MC Track Truth Matching and Tracking Performance Comparison

To compare the performance of the KF and SeedTracker+GBL tracking algo-

rithms, a MC track truth matching algorithm was developed that accomodates both ap-

proaches. All MC particles in an event are checked to see if they are “trackable”, meaning
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they left some minimum number of simulated hits in the SVT detector layers. The maxi-

mum possible number of hits is 12 in 2016, and 14 in 2019 and later years.

The tracks are decomposed into their constituent tracker hits. For SeedTracker+GBL

tracks, this involves the 3D strip clusters (combinations of axial and stereo strip clusters),

whereas for KF tracking, it involves the 2D single-sensor strip clusters. Each 2D/3D strip

cluster is then further broken into raw hits, which are the 6 ADC samples from each strip

in the cluster. The raw hits are sorted by SVT layer and sensor, and the raw hits for each

layer+sensor combination are matched using the simulated tracker hits to the MC particle

that generated the hit. Since each raw hit may be composed of multiple simulated tracker

hits, it can be matched to multiple MC particles. The list of MC particles matched matched

to the raw hits on a given sensor is filtered so that each MC particle is only counted once

per sensor. Each track is then matched to the MC particle that left the most hits, allowing

for duplicate matches if necessary. The KF tracking upgrade was originally intended to be

used only for the 2019+ data sets, so the truth studies comparing Kalman Filter (KF) and

General Broken Lines (GBL) tracking were done using 2019 data.

4.2.5.4 Track Probability Comparison

One metric for comparing the two tracking algorithms is the “track probability”,

defined as:

Track Probability =
Ntruth hits

Nhits on track
, (4.12)

where Ntruth hits is the number of hits on track attributed to the matched MC particle;

the number of hits due to the matched MC particle cannot exceed the number of hits

on track, so the track probability cannot exceed one. A track with a probability of 1
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represents a “perfect” reconstruction. For example, if a MC particle leaves 14 single-sensor

hits in the SVT, but only 11 of these hits are used in the track reconstruction, the track

probability would be approximately 0.78. Figure 4.6 compares the track probability for

the two tracking algorithms, showing that the KF tracking results in roughly 25% more

perfect tracks and substantially fewer “low quality” tracks with track probability ≤ 0.6.

Figure 4.6: Track probability comparison for 2019 data. Track probability is defined as
the ratio of the number of reconstructed tracks matched to a MC particle to the number
of MC particles that could have been reconstructed. Results are shown for high-quality
tracks with track probability ≥ 0.8.

4.2.5.5 Tracking Efficiency

The “tracking efficiency” as a function of the generated momentum ptruth is de-

fined as:

ϵ(ptruth) =
Nmatched(ptruth)

Ntrackable MCP(ptruth)
, (4.13)
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where Nmatched is the number of reconstructed tracks in the momentum bin matched to

a MC particle, and Ntrackable MCP is the number of MC particles that could potentially

be reconstructed in the momentum bin. Figure 4.7 illustrates that KF tracking shows a

significant improvement in “high quality” tracking efficiency.

4.2.5.6 Fake Reconstructed Tracks

The KF tracking algorithm also demonstrates a negligible rate of so-called “fake

tracks,” which are defined as tracks with a track probability less than 0.8. Figure 4.8 shows

the fake track rate as a function of generated momentum ptruth. The KF tracking shows a

negligible fake rate, in contrast to SeedTracker+GBL, which demonstrates a fake rate on

the order of 30%. This difference highlights the improved reliability of the KF tracking in

reducing the occurrence of fake tracks.
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(a) Electrons.

(b) Positrons.

Figure 4.7: Tracking efficiency for electrons and positrons in 2019.
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(a) Electron fake rate (2019).

(b) Positron fake rate (2019).

Figure 4.8: Fake rate for electrons and positrons in 2019. The fake rate is defined by track
probability track probability < 0.8. KF tracking algorithm results in a negligible fake rate
compared to SeedTracker+GBL, which shows a fake rate of approximately 30%.
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4.2.5.7 Tracking Performance as a Function of Sensor Occupancy

To evaluate the tracking performance under different sensor occupancy conditions,

the same metrics above were used to compare two runs in 2019: a “high luminosity” run

with a 20 µm thick target and a 120 nA beam current, and a “low luminosity” run with

an 8 µm target and a 100 nA current. Figure 4.9 presents the tracking efficiency for high

quality electron and positron tracks. In general, the electron tracking efficiency degrades

with higher luminosity for both tracking algorithms. However, KF tracking demonstrates

a superior electron tracking efficiency, particularly under high luminosity conditions. Fig-

ure 4.10 shows the tracking efficiency as a function of track tanλ, which can be interpreted

as the track angle in the vertical direction (y in HPS detector coordinates). The smallest

values of tanλ with zero entries are extremely close to the beam and fall outside of the

detector’s opening angle acceptance. As tanλ increases to cover the edge of the first track-

ing layer, the occupancy increases sharply before decreasing again. The primary region of

interest includes the smallest values of tanλ within the acceptance. Here, the KF tracking

shows improved electron tracking efficiency compared to SeedTracker+GBL, particularly

in the highest occupancy regions. Lastly, Figure 4.11 shows the tracking fake rate as a func-

tion of momentum for different luminosities (corresponding to the combination of target

thickness and beam current). The fake rate for SeedTracker+GBL tracks increases with

luminosity, as expected due to increased pile-up and scattered beam electrons. However,

the KF tracking fake rate remains low regardless of luminosity.
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(a) Electron tracking efficiency (2019).

(b) Positron tracking efficiency (2019).

Figure 4.9: Luminosity dependent tracking efficiency for electrons and positrons in 2019.
Both KF and GBL tracking are shown.
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(a) Electron tracking efficiency vs. tanλ (2019).

(b) Positron tracking efficiency vs. tanλ (2019).

Figure 4.10: Luminosity dependent tracking efficiency for electrons and positrons vs. tanλ
in 2019. Both KF and GBL tracking are shown.
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(a) Luminosity dependent electron fake rate vs. momentum (2019).

(b) Luminosity dependent positron fake rate vs. momentum (2019).

Figure 4.11: Luminosity dependent fake rate versus momentum for electrons and positrons
in 2019. Both KF and GBL tracking are shown.
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4.2.6 Track Cluster Matching

The 2016 analysis requires that both electron and positron tracks are matched

with calorimeter clusters. To achieve this, it is necessary to extrapolate tracks to the face

of the Ecal so that the track position information can be used to match the track with

an energy cluster. While the magnetic field is fairly uniform through the tracking layer

volume of the SVT, the field strength decreases rapidly between the last SVT layer and

the face of the Ecal, where the field is approximately 0T. The Kalman Filter tracking code

accounts for this non-uniform field and propagates tracks from the last SVT hit location

to the Ecal using Runge-Kutta integration [61].

The original track-cluster matching algorithm used with SeedTracker+GBL is not

compatible with KF tracking, so a new track-cluster matching algorithm was developed.

The new algorithm iterates through each track in the event and maps the position residual

between the track extrapolated to the Ecal and every time-coincident Ecal cluster (O(ns))

in the same volume (Top/Bottom of Ecal). After mapping all of the track-cluster position

residuals, each track is matched to the nearest cluster to form track-cluster pair candidates.

At this stage, some Ecal clusters may be matched to multiple tracks. Each pair candidate is

checked to see if any other pair candidate shares the same cluster. If so, all pair candidates

with that cluster are added to a list of duplicates. Only the track-cluster pair candidate with

the smallest position residual in the list of duplicates is retained. The track-cluster position

residuals map is modified to reflect this, and all other track-cluster position residuals

corresponding to this cluster are removed. This cluster can no longer be matched to the

duplicate tracks. Each track is then again matched to the nearest cluster in the updated
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track-cluster residuals map, and the duplicate removal process is repeated. This chain of

matching pairs and removing duplicates is performed n times for n Ecal clusters in the

event, ensuring that each cluster has the opportunity to be uniquely matched to a track.

Clusters that are not matched to any tracks are considered photon objects. The position

and time coincidence requirements for track-cluster matching are given in the Table 5.1.

4.3 Vertexing

The displaced vertex search utilizes the fast Billoir vertex fitting algorithm [62] to

efficiently and accurately reconstruct both primary and displaced secondary vertices. This

algorithm provides the vertex position and the track momenta at the vertex, which are then

used to calculate the vertex mass and momentum. The vertex fitting uses the “perigee”

helix parameterization, where tracks are parameterized based on their point of closest

approach to the z-axis in the tracking coordinate system (along the B-field direction).

The tracks are extrapolated from the perigee to an initial guessed vertex position. The

extrapolated track parameters, as a function of the vertex position, are then are linearly

expanded around this initial guess. The improved vertex position and track momenta at

the vertex are found by minimizing the χ2 function, which measures the deviation of the

measured track parameters from the predicted parameters at the vertex location. This

processes is iteratively repeated until the vertex position converges.

The local track parameterization at perigee becomes less accurate the further

away the vertex is from the reference point, so highly displaced vertices may require an

equally displaced reference point. However, using the tracking coordinate origin (close to
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the interaction point) as the reference is acceptable for secondary vertices within 15mm

to 20mm from the reference [62]. All reconstructed e− and e+ objects are paired and

fitted with the Billoir algorithm to form vertex candidates. The candidates are split into

two categories: “Unconstrained” and “Target Constrained” vertices. Target Constrained

vertices are consistent with originating from the beamspot at the target location in z, and

are excluded from the displaced vertex search.

The Unconstrained vertices are further divided based on whether the two tracks

are in the same detector hemisphere (“Unconstrained Vc collection”), or in opposite hemi-

spheres (“Unconstrained V0 collection”). This analysis focuses on highly boosted e− e+

pairs originating from decays near the beam-axis, so only the Unconstrained V0 collec-

tion is used. Reconstruction requirements for the Unconstrained V0 collection used in this

analysis are described in Table 5.1. Additional quality and analysis-specific selections are

detailed in Section 5.1. In addition to opposite charge vertices, e− pairs are also vertexed to

form Moller candidates (e− + e− → e− + e−), both target-constrained and unconstrained.

These Moller objects are used to study and correct the mass resolution differences between

MC and data, as detailed in in Section 4.5.
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4.4 Monte Carlo

The data analysis requires realistic Monte Carlo (MC) simulations for various

aspects of the experiment, including the primary backgrounds processes and signal, the

complete detector geometry, and the detector readout response. MC background sam-

ples are necessary for comparing simulation and data, developing analysis techniques, and

scaling the expected signal rate to the data as described in Section 5.1.4. Additionally, re-

constructed beam electrons and Moller events provide standard candles for comparing the

track momentum and invariant mass resolutions between MC and data. These comparisons

are used to correct the discrepancies in Section 4.5.

This section introduces the MC software packages used to simulate events in HPS,

and describes the MC production chain and samples used in this analysis. The MC chain

generally includes event generation, target interactions, preparing events to pass through

the simulated detector, passing events through the complete simulated detector, emulating

the detector readout response, and then finally reconstructing the readout data as though

it were real data. Electron beam events are generated and reconstructed independently,

and mixed in with other event categories as needed.

4.4.1 Event Generation

The three signal-like background processes, Radiative Tridents (RAD), Tridents

(RAD + Bethe-Heitler (BH), and Wide-Angle Bremsstrahlung (WABs) are generated using

MadGraph4 [63]. The Feynman diagrams for these processes were previously shown in

Section 3.6. The diagram for the SIMPs signal is found in Section 2.5.1.
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Strongly-Interacting Massive Particles (SIMPs) signal events (prompt A′ produc-

tion followed by A′ → VD + πD) are also generated with MadGraph4. Long-lived VDs

are initially simulated with a flat lifetime distribution cτ = 200mm (extending out to the

second tracking layer), with the appropriate decay function applied post reconstruction as

described in Section 5.1.4. The generator level mass ratios of the A’, VD, and πD are fixed

according to the benchmark SIMPs parameters provided in Section 2.5. The MC SIMP

samples were generated in the range of 24MeV to 124MeV with 2MeV intervals.

Primary backgrounds, including elastically/quasi-elastically scattered beam elec-

trons, Moller scattering, pair production, and bremsstrahlung, are collectively categorized

as “beam events” and are generated using the EGS5 electron gamma shower generator

software [64] rather than MadGraph. EGS5 also simulates the interaction of MadGraph

final-state particles with the HPS target.

4.4.2 Stdhep Tools

Stdhep [65] tools are used to adjust and configure the EGS5 output events before

they undergo simulation in the detector. Stdhep adds the parent particle truth information,

such as PDG ID and Lorentz vector, as well as daughter particle information, to the EGS5

events. It also applies the beam rotation, diffusion, and target offsetting to accurately

reflect events in data. Stdhep also creates realistic beam events by sampling and building

Poisson-distributed beam bunches, with the Poisson mean representing the number of

electrons per beam bunch.
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4.4.3 HPS Detector Geometry Simulation

The Stdhep-configured final-state particles are passed through a complete sim-

ulation of the Heavy Photon Search (HPS) detector geometry using the GEANT4-based

package SLIC (Simulator for the Linear Collider) [66]. SLIC simulates interactions with

all of the sensitive detector materials, such as the tracking silicon strips and the Ecal crys-

tals, generating simulated hits that include time and energy deposition information. These

hits are later processed in the MC readout phase, generating a realistic detector hardware

response to the particles. The simulation also accounts for interactions with structural

support materials, such as the aluminum support modules and vacuum flanges.

4.4.4 Signal-Beam Merging

Signal events are initially generated without beam background. They are merged

with the beam background after the SLIC detector simulation step and before the readout

emulation step. The signal sample is filtered and spaced by 250 events, which roughly

corresponds to the event window in the trigger system. Each signal event should have a

corresponding beam bunch, so if a signal file has 10,000 events, and each event occurs every

250th event window, the signal is mixed with 250,000 beam bunches.

4.4.5 MC Readout and Reconstruction

The SLIC simulated tracker and Ecal hits are converted into raw hits as they

would be read out by the HPS detector hardware under real operating conditions, using

the readout simulation package in hps-java. This package simulates the physical response

of the digitization and readout hardware for the SVT and Ecal and emulates the trigger
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system, producing realistic simulated raw data that mirrors real data. All of the MC

samples used in this analysis were reconstructed using theRun 7984 conditions in the HPS

database, which corresponds to a large statistics sample with ideal running conditions.

4.4.6 MC Sample Normalization

The trident and WAB MC simulations are normalized by the Integrated Cross

Section (ICS) over the total number of generated events. The normalization calculation

is detailed in [67]. The normalization parameters for the MC background samples are

presented in Table 4.1.

Sample µ of ICS σ of ICS # of good files # of generated events per file

RAD 66.36 µb 0.6678 µb 10k 10k

Trident-Trig 1.416mb 0.004 310mb 10k 50k

WAB 0.1985 b 0.019 73 b 10k 100k

Table 4.1: Normalization parameters for the RAD, Trident-Trig, and WAB samples

4.4.7 MC Hit Killing

The SVT hit efficiency varies across the tracking layers, with the first layer show-

ing significantly reduced efficiency due to occupancy effects. The hit efficiencies are not

simulated in the MC samples, so the MC signal efficiency for events that leave hits in the

two tracking layers is overestimated compared to data. This discrepancy is corrected by

applying a hit-killing algorithm to the MC samples in order to mimic the observed hit
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efficiencies in data. The hit efficiencies for a given layer are measured in an unbiased man-

ner by removing a hit on track from the layer of interest. The track is then refit without

using the removed hit and extrapolated back to the layer where the hit was removed to

see if a viable alternative hit exists within some proximity window. The hit killing algo-

rithm uses the hit efficiencies observed in data as a function of sensor channel number,

and probabilistic-ally removes MC hits on track in the first layer. These tracks are then

re-reconstructed. The new tracks cannot use the removed hit, but it can pick up other

nearby hits that pass the tracking requirements.

4.5 MC Mass Resolution

The signal search is performed over a range of invariant mass windows, and it’s

necessary to accurately estimate the signal mass resolution in each window. The natural

width of VD is negligible compared to the SVT detector resolution, which is on the order

of a few MeV, so the observed mass resolution is that of the detector alone.

The mass resolution can be estimated by fitting the MC signal invariant mass dis-

tribution with a Gaussian function, using the standard deviation of the fit as the measure

of the mass resolution. However, it’s not necessarily true that the MC mass resolution is

actually equivalent to the experiment, and in fact the 2016 bump-hunt analysis demon-

strated that the MC mass resolution is too good compared to data [68]. The MC mass

resolution was compared to data using the Moller process (e−e− → e−e−), which acts

as a standard candle with a fixed and known invariant mass depending on the beam en-

ergy. The invariant mass of the Moller final state is equal to the square root of the total
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four-momentum of the initial electrons, and is calculated in the center of mass frame by

M(e−e−) =
√
S =

√
2me− + 2Ebeamme− ≈

√
2Ebeamme− = 48.498MeV, (4.14)

where Ebeam = 2.3GeV in the 2016 run. The Moller mass has no width, so the recon-

structed Moller mass resolution is equivalent to the detector mass resolution at the mass

given by Equation (4.14). The Moller final state particles are identical in mass to the signal

final state and have the same electromagnetic properties, so the Moller mass resolution is

expected to be similar to the signal mass resolution at the Moller mass.

The 2016 bump-hunt analysis [68] used MC-generated Moller events with MC

simulated beam to measure the detector acceptance for Moller final states. It was found

that typically only one of the final state electrons is within the Ecal acceptance. However,

both electrons are generally within the SVT acceptance, and the e− tracks tend to point

to four distinct regions on the face of the Ecal. These four regions define the fiducial area,

which is used in combination with track time and track momentum sum cuts to select a

relatively pure sample of Moller events. The cuts differ slightly between MC and data,

as summarized in Table 4.2 and Table 4.3. The same cuts are used here to select Moller

events; however, this analysis employs unconstrained vertices rather than constrained ones,

and uses Kalman tracking instead of SeedTrack+GBL. The MC Moller samples used here

are described in Section 4.4, and the data Moller samples are described in Section 3.1.1.

The unconstrained vertex Moller mass resolution in data and MC is calculated by

fitting the invariant mass distributions with a Gaussian function, as shown in Figure 4.12.

The fit results are summarized in Table 4.4. The fitted Moller mass peak means are

consistent with Equation (4.14), but the MC mass resolution is approximately 26% better
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Data Sample ∆tmin [ns] ∆tmax [ns] ∆|tTracks| [ns] Psum,min [GeV] Psum,max [GeV]

Data -3.0 +2.5 N/A 2.1 2.45

MC N/A N/A 2.5 2.15 2.42

Table 4.2: Summary of the timing and momentum sum cuts used for the Møller selection.

Data Sample ∆xtop,min [mm] ∆xtop,max [mm] ∆xbot,min [mm] ∆xbot,max [mm]

Data -4.72 6.15 -7.51 2.98

MC -4.89 4.82 -4.98 4.52

Table 4.3: Summary of the positional cuts used for the Møller selection. Note that cut
values for MC and data are different.

than that of the data. This discrepancy must be corrected to accurately estimate the signal

mass resolution using the MC signal.

µ [MeV] σ [MeV] σerr [MeV]

Data 48.76 2.54 0.067

MC 48.52 1.87 0.016

Table 4.4: Comparison of mean (µ), standard deviation (σ), and standard deviation error
(σerr) values for the fitted invariant mass of Moller events in Data and MC in MeV.
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(a) Data.

(b) MC without any corrections.

Figure 4.12: Fitted e−e− reconstructed invariant mass spectrum using the Moller selection.
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4.5.1 Momentum Resolution with FEEs

The mass resolution for a vertex that is reconstructed using the two daughter

particles is directly related to the momentum resolution because the invariant mass of two

particles in the ultra-relativistic limit is given by

M(ee) = 2
√
P1P2 sin

(
θ

2

)
, (4.15)

where θ is the angle between the two particles. Consequently, if the momentum resolution

is better in MC compared to data, the invariant mass resolution will also be better, as

observed. Additionally, if the MC momentum resolution can be adjusted to match that of

the data, it is expected that the mass resolution will be corrected as well.

The momentum resolution is studied using the only events in data with pre-

cisely known momentum—elastically scattered beam electrons with momentum peaked at

Ebeam = 2.3GeV, known as Full Energy Electron (FEE)s.

MC FEEs are skimmed from the trident+beam MC samples described in Sec-

tion 4.4, and the FEEs in data are taken from run 7800 in the 10% data sample described

in Section 3.1.1. FEEs are initially selected using the “singles0” trigger defined in Sec-

tion 3.5. Accidental contamination is reduced by placing a minimum and maximum cut

on the x position of the track at the face of the Ecal, where the FEEs tend to point to the

central region of the Ecal near the “electron-hole”, and additional cuts are placed on the

track timing and quality to clean the samples. The FEE selection is the same for both MC

and data, and is summarized in Table 4.5

The momentum resolution depends slightly on the number of hits on track, and

whether the track is reconstructed in the top or bottom volume of the SVT, so the FEE
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Cut Description Requirement

Track Quality χ2
Track < 6

PTrack Min 1.0GeV

PTrack Max 4.0GeV

XTrack at Ecal Max XTrack < 50.0mm

XTrack at Ecal Min XTrack > −100.0mm

Track Time Max tTrack > −10.0 ns

Track Time Min tTrack < 10.0 ns

Table 4.5: Track selection used to select a clean sample of FEE candidates. The same cuts
are used in both MC and data.

selection is split into six categories based on the volume, and whether a track has 12

hits, 11 hits, or 10 hits. The momentum resolution for each category of FEE in data and

MC is determined by fitting the track momentum distribution with a Gaussian function.

Figure 4.13 shows the fit results for tracks with 12 hits, Figure 4.14 presents the results

for tracks with 11 hits, and Figure 4.15 displays the results for tracks with 10 hits. As

expected, the MC FEE track momentum resolution is better than that of the data. The

MC track momentum can be smeared to match the resolution observed in the data, which

will also smear the mass resolution according to Equation (4.15).

The MC track momentum smearing factor is defined relative to the reconstructed

momentum by

Σsmear ≡
σsmear

Pmc
=

√(
σdata
µdata

)2

−
(
σmc

µmc

)2

, (4.16)

where σdata and σmc are the fitted FEE mass resolutions in data and MC, and µdata and µmc
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(a) Data, Top volume. (b) MC, Top volume.

(c) Data, Bottom volume. (d) MC, Bottom volume.

Figure 4.13: Fitted reconstructed e− track momentum using the FEE selection for 12 hit
tracks.

are the respective fitted momentum means. The FEE momentum fit results and smearing

factors for each volume and hit category are summarized in Table 4.6. Tracks with less

than 10 hits will use the “10hit” smearing coefficient. The smeared MC track momentum

is therefore given by

Psmear = Preco + XΣsmearPreco, (4.17)

where X ∼ N (0, 1), and Preco is the reconstructed track momentum.
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(a) Data, Top volume. (b) MC, Top volume.

(c) Data, Bottom volume. (d) MC, Bottom volume.

Figure 4.14: Fitted reconstructed e− track momentum using the FEE selection for 11 hit
tracks.
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(a) Data, Top volume. (b) MC, Top volume.

(c) Data, Bottom volume. (d) MC, Bottom volume.

Figure 4.15: Fitted reconstructed e− track momentum using the FEE selection for 10 hit
tracks.
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Variable/Category Data mc

µTop12hits [GeV] 2.274 ± 0.0005 2.277 ± 0.0009

µBot12hits GeV 2.257 ± 0.0005 2.28 ± 0.0009

µTop11hits GeV 2.247 ± 0.002 2.271 ± 0.004

µBot11hits GeV 2.271 ± 0.0016 2.78 ± 0.0036

µTop10hits GeV 2.23 ± 0.0026 2.276 ± 0.0037

µBot10hits GeV 2.29 ± 0.0017 2.276 ± 0.0037

σTop12hits GeV 0.13 ± 0.0006 0.087 ± 0.0006

σBot12hits GeV 0.132 ± 0.0005 0.085 ± 0.0007

σTop11hits GeV 0.174 ± 0.0025 0.122 ± 0.0044

σBot11hits GeV 0.167 ± 0.0023 0.115 ± 0.0039

σTop10hits GeV 0.163 ± 0.0028 0.106 ± 0.0031

σBot10hits GeV 0.161 ± 0.0026 0.112 ± 0.0038

Σsmear
Top12hits GeV N/A 0.0427

Σsmear
Bot12hits GeV N/A 0.0448

Σsmear
Top11hits GeV N/A 0.0554

Σsmear
Bot11hits GeV N/A 0.0535

Σsmear
Top10hits GeV N/A 0.0561

Σsmear
Bot10hits GeV N/A 0.0504

Table 4.6: Summary of mean (µ) and standard deviation (σ) values for Top and Bottom
tracks, with their uncertainties and smearing factors,(Σsmear) for different hit counts, given
in GeV.
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4.5.2 Corrected MC Mass Resolution

The MC mass resolution is corrected by solving Equation (4.15) using the smeared

track momentum from Equation (4.17):

M(ee)smear = 2
√
P1,smearP2,smear sin

θ

2
=

√
P1,smear

P1,rec

P2,smear

P2,rec
M(ee)rec, (4.18)

where P1,smear and P2,smear are the smeared track momenta given by Equation (4.17),

P1,rec and P2,rec are the reconstructed track momenta, and M(ee)rec is the reconstructed

vertex invariant mass before smearing. The corrected MC Moller mass resolution, using

the track momentum smearing coefficients defined in Table 4.6, is shown in Table 4.7, with

the fit presented in Figure 4.16. The smeared MC mass resolution now differs from data

by approximately −8.6%, significantly reduced from the initial −26% difference, with the

difference now within 0.22MeV.

µ [MeV] σ [MeV] σerr [MeV]

Data 48.76 2.54 0.067

MC 48.52 1.87 0.016

mcsmeared 48.41 2.32 0.017

Table 4.7: Comparison of mean (µ), standard deviation (σ), and standard deviation error
(σerr) values for the Moller selected invariant mass distribution in Data, MC, and Smeared
MC in MeV.
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(a) Data.

(b) MC without corrections.

(c) MC with track momentum smearing.

Figure 4.16: Fitted e−e− reconstructed invariant mass spectrum using the Moller selection.
The corrected MC Moller mass resolution is now approximately equivalent to data after
smearing the track momentum.
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The MC signal mass resolution is corrected in the same manner used to correct

the MC Moller mass resolution. The results presented here refer to signal events with

the preselection, signal region, L1L1, and nvtx = 1 selections applied. The momentum

resolution will differ for other layer hit categories, but those are outside of the scope

of this analysis. The left plot in Figure 4.17 shows the fitted reconstructed invariant

mass distribution for 100MeV MC signal, and the right plot shows the corrected mass

distribution; the corrected mass resolution nearly doubles from σm = 2.5MeV to σm =

4.48MeV.

The corrected mass resolution is calculated for MC signal masses between 30MeV

to 124MeV at 2MeV intervals, and is then parameterized as a function of mass by fitting

the results with a 2nd degree polynomial. The mass resolution polynomial fit is shown by

the red fit line in Figure 4.18, and is given by

σm(m) = 0.75739851 + 0.031621002m+ 5.2949672e−5m2, (4.19)

where m is the mass in MeV.
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(a) Unsmeared invariant mass distribution.

(b) Corrected MC signal mass distribution after applying momentum smearing.

Figure 4.17: Example of MC signal at 100MeV.
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Figure 4.18: Invariant mass resolution parameterization. The solid black markers corre-
spond to the corrected mass resolution, and are fit with the 2nd degree polynomial shown in
red. The open circle markers show mass resolution before momentum smearing is applied.
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Chapter 5

Event Selection

5.1 Event Selection

The fixed-target signal production rate is suppressed by the factor ϵ2 compared

to QED trident production, resulting in an expected signal rate that is roughly 4-12 orders

of magnitude smaller than the background rate. The primary backgrounds include prompt

QED tridents, WABs photon conversions at the target, and a dense population of multiple

Coulomb and elastically scattered electrons that contaminate tracking. Due to the nature

of these background processes, this analysis employs a displaced vertex search, which aims

to resolve the low rate of signal events downstream from the prompt QED background.

Despite the backgrounds being prompt in nature, reconstruction errors and large scattering

events lead to a significant rate of falsely displaced background events downstream of the

target location in the z-direction (zvtx), as illustrated in Section 3.6.

In order to minimize the rate of falsely displaced background in the search, a

series of analysis cuts are employed to eliminate poorly reconstructed background events,
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and events inconsistent with displaced signals. The selection process is divided into four

categories: reconstruction, preselection, signal and control momentum regions, and the

tight selection. Each of these selection stages applies increasingly strict criteria, detailed

in the following sections. This event selection and analysis procedure was tuned using the

MC samples described in Section 4.4 and 10% of the 2016 data detailed in Section 3.1.1,

corresponding to approximately 1096.27 nb−1. The MC samples used to finalize the pres-

election cuts did not have the hit-killing algorithm implemented (see Section 4.4.7). The

MC samples also did not have the momentum smearing corrections derived in Section 4.5

applied. However, the preselection cuts are primarily data driven, and the impact of these

differences between the MC and data are negligible at this stage. With this in mind,

the tight selection does use the corrected MC samples with the hit-killing algorithm and

momentum smearing corrections applied.

Some of the tight selection variables discussed in this section are correlated with

the signal mass and lifetime, which is a function of ϵ. Given this correlation, the MC signal

samples used to optimize the tight selection are reweighted based on the complete expected

signal calculation, accounting for the particle lifetime. The expected signal calculation is

derived in Section 5.1.4. All signal calculations presented in this section use the bench-

mark SIMP parameters detailed in Section 2.5.1, with mπ/fπ = 4π, corresponding to the

maximum possible Γ (A′ → VDπD).

5.1.1 Reconstruction-Level Cuts

The reconstruction-level cuts are intended to eliminate obviously mis-reconstructed

objects and accidental associations between two uncorrelated particles. These cuts are kept
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intentionally loose to maintain large statistics samples for further analysis. Many of the

selection criteria here are tightened further at a later stage.

For a given vertex candidate, both reconstructed tracks must be matched to an

Ecal energy cluster, with the clusters in opposite volumes of the detector, consistent with

an e+e− event. The track-cluster time difference must be less than 10 ns after applying

a 56 ns (43 ns) timing correction in data (MC) [68]. The track-cluster transverse position

differences at the Ecal must be less than 20mm to eliminate accidental matches. The

electron beam bunches provided by CEBAF are spaced at 2 ns intervals. Therefore, the two

Ecal clusters belonging to a vertex candidate must occur within 2.5 ns of each other. The

cluster timing is used instead of the track timing because the Ecal has significantly better

time resolution. This cut is further tightened in the preselection stage. Since the analysis

is concerned with trident events and not beam electrons, full-energy beam electrons are

excluded by requiring that vertex electrons tracks have a momentum less than 2.15GeV,

which is close to Ebeam = 2.3GeV. Finally, candidates with vertex momentum greater

than 2.8GeV are removed to exclude obviously mis-reconstructed candidates that have

momentum well above the beam energy.

The reconstruction level cuts are summarized in Table 5.1, with many of these

cuts tightened in the subsequent preselection stage.
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Cut Description Requirement

Ecal clusters in opposite volumes e−Clustery × e+Clustery <0

Track-Cluster Time Difference (Data) |Trackt − Clustert − 56 ns| < 10 ns

Track-Cluster Time Difference (MC) |Trackt − Clustert − 43 ns| < 10 ns

Track-Cluster X Position Difference |xTrackAtEcal − xCluster| < 20.0mm

Track-Cluster Y Position Difference |TrackAtEcaly − Clustery| < 20.0mm

Cluster Time Difference ∆t(Clustere− ,Clustere+) < 2.5 ns

Beam electron cut pe− < 2.15GeV

Vertex Momentum pvtx < 2.8GeV

Table 5.1: Reconstruction level requirements. Track-Cluster time difference in MC and
data is corrected using offsets calibrated in [68]. The track positions are found by extrap-
olating the track from the last layer hit to the face of the Ecal.
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5.1.2 Preselection

The preselection cuts are designed to provide a tighter selection on events than

those required at the reconstruction stage while maintaining large-statistics samples of

high-quality, signal-like vertex candidates for further study. The preselection cuts are

detailed in this section and summarized in Table 5.2.

Cut Description Requirement

Trigger Pair1

Track Time |Trackt| < 6 ns

Cluster Time Difference ∆t(Clustere− ,Clustere+) < 1.45 ns

Track-Cluster Time Difference ∆t(Track,Cluster) < 4.0 ns

Track Quality Track χ2/n.d.f. < 20.0

Beam electron cut pe− < 1.75GeV

Minimum Hits on Track N2d hits on Track > 7.0

Unconstrained Vertex Quality vtxχ2 < 20.0

Vertex Momentum pe−+e+ < 2.4GeV

Table 5.2: V0 selection. The time offset for data is 56 ns and the time offset for MC is
43 ns.

First, every vertex candidate in the 2016 analysis must satisfy the “Pair 1” trigger

as described in Section 3.5. Tracks and clusters that are reconstructed out-of-time, meaning

they likely do not correspond to the trigger, are reduced using track and cluster timing cuts.

Tracks must occur within ±6 ns of the trigger time, as shown in Figure 5.1. Additionally,

the time-coincidence between the two Ecal clusters for a vertex candidate is tightened to
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1.45 ns, as shown in Figure 5.2. Lastly, the time difference between track and cluster is

required to be less than ±4 ns, as shown in Figure 5.3.

Additional cuts are placed on the track quality to eliminate poorly reconstructed

events than can lead to falsely displaced background. First, the track χ2/dof is required

to be less than 20. Figure 5.4 compares the track chi-squared distributions in MC and

data, showing an overall discrepancy in the shapes. For this reason, the cut is kept fairly

loose in order to minimize the systematic uncertainty. Electron tracks with a momentum

greater than 1.75GeV are eliminated to further reduce the rate of events reconstructed

using elastically scattered beam electrons, which is a large component of the background.

The impact of this cut is shown in Figure 5.5. The final track-level preselection requires that

each track is reconstructed using at least 8 (out of 12 possible) SVT hits. The distribution

of the number of hits on track is shown in Figure 5.6.
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(a) Track time for electrons.

(b) Track time for positrons.

Figure 5.1: Reconstructed track time. Preselection positron and electron track time is
shifted by −1.5 ns in data, and −2.2 ns in MC. A loose cut on |Tracktime| < 6 ns is applied.
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Figure 5.2: Preselection electron and Positron Cluster time difference. A cut is placed at
< 1.45 ns to avoid using accidental events from other beam bunches (which arrive at 2 ns
intervals).
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(a) Track-cluster time difference for electrons.

(b) Track-cluster time difference for positrons.

Figure 5.3: Preselection track-cluster time difference for electrons and positrons. Cluster
times are shifted by 56 ns in Data, and 43 ns in MC. Track times are shifted by values in
Figure 5.1.
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(a) Track χ2/ndf for electrons.

(b) Track χ2/ndf for positrons.

Figure 5.4: Preselection reconstructed track χ2/ndf (number of degrees of freedom) for
electrons and positrons. The track χ2 is worse in data than in MC, so the cut is kept very
loose at less than 20.
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Figure 5.5: Preselection electron Track momentum. A maximum electron momentum cut
of 1.75GeV eliminates vertices that are reconstructed using elastically scattered electrons
from the target.
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(a) Number of 2D hits on track for electrons.

(b) Number of 2D hits on track for positrons.

Figure 5.6: Preselection number of 2D hits on track for electrons and positrons. Both
tracks have a loose requirement of 8/12 2D hits on track.
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The last of the preselection cuts are applied to the reconstructed vertex objects.

First, a loose cut requires Vtxχ2 < 20 to eliminate poorly fitted vertices. Figure 5.7 presents

these distribution for MC and data, and demonstrates how this cut in particular is capable

of eliminating a significant fraction of the reconstructed WABs conversions, according to

the MC samples. The final vertex preselection cut removes obviously mis-reconstructed

events where the sum of the track momenta (Psum), which is a proxy for the magnitude

of the vertex momentum, is greater than 2.4GeV. The impact of this cut is shown in

Figure 5.8, reducing the high-momentum tails in both MC and data.

Figure 5.7: Preselection reconstructed Vertex Chi-square. A loose cut on unconstrained
vertex fit chi-square is placed at 20 to eliminate poorly reconstructed vertices.
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Figure 5.8: Preselection vertex track momenta sum. A maximum cut of 2.4GeV eliminates
obviously mis-reconstructed events with momentum above the full beam energy.
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The relative efficiency of each individual cut is summarized in Table 5.3, and the

invariant mass and reconstructed vertex z distributions for data and MC are shown in

Appendix A.

Preselection N-1 Cutflow Efficiency

Data Eff Tritrig-Beam Eff WAB-Beam Eff Tritrig-WAB-Beam Eff 40MeV Signal Eff 100MeV Signal Eff

|e−Trackt| < 6.0 ns 1 1 1 1 1 1

|e+Trackt| < 6.0 ns 1 1 1 1 1 1

∆t(Clustere− ,Clustere+) < 1.45 ns 0.96 0.99 0.99 0.99 0.98 0.98

e−∆t(Track,Cluster) < 4.0 ns 0.99 1 1 1 1 1

e+∆t(Track,Cluster) < 4.0 ns 0.99 1 0.99 1 1 1

e−Trackχ2/n.d.f. < 20.0 0.99 1 1 1 0.99 0.99

e+Trackχ2/n.d.f. < 20.0 0.98 1 0.98 0.99 0.99 0.99

pe− < 1.75GeV 1 1 1 1 1 1

N2d hitse
−
Track > 7.0 1 1 1 1 0.93 0.98

N2d hitse
+
Track > 7.0 0.98 1 0.94 0.98 0.93 0.97

vtxχ2 < 20.0 0.83 0.97 0.65 0.86 0.97 0.97

pe−+e+ < 2.4GeV 0.99 1 0.99 1 1 1

Table 5.3: “n-1” cut efficiency. The efficiency of the cut under consideration is calculated
assuming that all other cuts applied correspond to an efficiency of 1.

138



The ordered preselection cutflow efficiency is summarized in Table 5.4, and the

reconstructed vertex z preselection cutflow for data, MC background, and 100MeV MC

signal is shown in Figure 5.9. The total preselection signal efficiencies are relatively high,

with 76% for the 40MeV MC signal and 83% for the 100MeV MC signal. In comparison,

the data and MC background efficiencies are 68% and 79% respectively. The 11% dis-

crepancy between MC background and data background is largely attributed to the MC

track χ2 values being systematically lower (“too good”) compared to data. This difference

suggests that the MC simulation tracking efficiency is artificially high compared to data.

Among the preselection cuts, the requirement of a minimum of 8 hits on track has the

most significant impact on the signal efficiency. However, lowering the requirement could

allow a higher rate of low-quality tracks and increase the occurrence of the falsely displaced

vertices. It can also degrade the mass and vertex resolution. For these reasons, this re-

quirement is maintained. The complete set of preselection cutflow plots for the invariant

mass, vertex z, and Psum distributions can be found in Appendix A.
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Preselection Cutflow Efficiency
Data Eff Tritrig-Beam Eff WAB-Beam Eff Tritrig-WAB-Beam Eff 40MeV Signal Eff 100MeV Signal Eff

1.0 3.8328e+07 1 7.31364e+06 1 59196 1 3.64637e+07 1 108200 1 87633 1

Pairs1 Trigger1.0 3.82279e+07 1 7.31364e+06 1 59196 1 3.64637e+07 1 108200 1 87633 1

|e−Trackt| < 6.0 ns 3.76094e+07 0.98 7.24228e+06 0.99 58656 0.99 3.61163e+07 0.99 105878 0.98 85862 0.98

|e+Trackt| < 6.0 ns 3.71464e+07 0.97 7.22328e+06 0.99 58079 0.98 3.59273e+07 0.99 104908 0.97 85004 0.97

∆t(Clustere− ,Clustere+) < 1.45 ns 3.53385e+07 0.92 7.13085e+06 0.98 57439 0.97 3.54905e+07 0.97 101999 0.94 82205 0.94

e−∆t(Track,Cluster) < 4.0 ns 3.49091e+07 0.91 7.10968e+06 0.97 57347 0.97 3.54027e+07 0.97 101442 0.94 82043 0.94

e+∆t(Track,Cluster) < 4.0 ns 3.42158e+07 0.89 7.08966e+06 0.97 56420 0.95 3.51324e+07 0.96 100844 0.93 81853 0.93

e−Trackχ2/n.d.f. < 20.0 3.36416e+07 0.88 7.04596e+06 0.96 56102 0.95 3.49225e+07 0.96 99417 0.92 80639 0.92

e+Trackχ2/n.d.f. < 20.0 3.26225e+07 0.85 6.99543e+06 0.96 54423 0.92 3.43877e+07 0.94 98087 0.91 79315 0.91

pe− < 1.75GeV 3.24534e+07 0.85 6.9883e+06 0.96 54254 0.92 3.43273e+07 0.94 97986 0.91 79244 0.9

N2d hitse
−
Track > 7.0 3.24111e+07 0.85 6.97724e+06 0.95 54212 0.92 3.42828e+07 0.94 91414 0.84 77312 0.88

N2d hitse
+
Track > 7.0 3.17285e+07 0.83 6.95771e+06 0.95 51328 0.87 3.35782e+07 0.92 85459 0.79 74772 0.85

vtxχ2 < 20.0 2.62837e+07 0.69 6.75204e+06 0.92 32982 0.56 2.88368e+07 0.79 82675 0.76 72744 0.83

pe−+e+ < 2.4GeV 2.60451e+07 0.68 6.73881e+06 0.92 32579 0.55 2.87049e+07 0.79 82664 0.76 72728 0.83

Table 5.4: The preselection cutflow efficiency after each cut is applied in order.
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(a) Unblinded ∼ 10% data sample.

(b) Tritrig+WAB+Beam (background) MC scaled

to ∼ 10% luminosity.

(c) 100MeV Signal MC, unscaled.

Figure 5.9: Vertex z position preselection cutflow for different samples: (a) Data, (b)
Tritrig+WAB+Beam MC, and (c) 100MeV Signal MC.
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Figure 5.10 shows a comparison between the MC background and 10% data in-

variant mass distributions with preselection applied. The MC backgrounds consisting of

tridents and WABs appear consistent with the data for all masses, indicating that those

processes indeed are the primary backgrounds in the data.
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Figure 5.10: Preselection invariant mass. 10% Data is shown in black. MC background is
shown in red. The flat ratio of data to MC background indicates that the MC background
processes accurately represent the selected processes in data.
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5.1.3 Signal and Control Momentum Regions

As mentioned earlier, the invisible πD produced in A′ → VDπD carries away a

significant fraction of the A′ energy and leaves the VD energy and momentum peaked at

considerably less than Ebeam = 2.3GeV. Figure 5.11 shows the vertex Psum distribution,

defined as:

Psum = |P e−
Track|+ |P e+

Track| (5.1)

The MC background, shown in green, is relatively flat with a radiative peak at around

2.3GeV. In contrast, the signal Psum is peaked at much less than 2.0GeV for all masses.

These kinematic differences between signal and background can be used to define a signal

region (SR) at “low Psum” and a control region (CR) at “high Psum.” The SR significantly

reduces the background rate by eliminating the radiative peak while maintaining a high

signal efficiency. In addition, the signal contamination is very low in CR. This is critical to

the analysis because the normalization of the expected signal rate is ultimately calculated

using the reconstructed background rate in the CR. The expected signal calculation is

defined later in this section.

The signal and control region Psum boundaries were selected by studying the

signal efficiency in both regions. Section 5.1.3 shows the MC signal efficiency (relative to

preselection) in both regions over a range of masses and region boundaries. The minimum

Psum of the SR is limited to Psum > 1.0 because the MC background is not simulated

below this threshold. This is because the MC background was originally generated for the

minimal A′ search, which was only concerned with the high Psum region of the data, so

a generator level cut was used to eliminate events with Psum < 1.0. Therefore, the SR
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Figure 5.11: Preselection MC reconstructed vertex momentum, not scaled to luminosity.
The green plot labeled Tritrig+WAB+Beam shows the MC background. All other plots
show different MC signal masses. The MC signal vertex momentum for all masses is
peaked at less than 2.0GeV. The dashed vertical lines define the signal region in vertex
momentum.

is restricted to the phase space where the MC background can be validated using data.

The signal efficiency is low below Psum < 1.0, so the analysis result is not significantly

affected. The maximum Psum of the SR is chosen to be 1.9GeV, corresponding to over

90% efficiency for most masses. The SR is therefore defined as:

SR = 1.0GeV < Psum < 1.9GeV. (5.2)

The CR is critical to the analysis because it is used to both calculate the expected

signal rate, and to normalize the signal rate to the data. For these reasons, it is crucial

that the signal efficiency in the CR is minimized. Figure 5.12(b) shows the signal efficiency

leaking into the CR based on the minimum Psum value. Ideally the signal efficiency in
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the CR is zero. However, the expected signal rate is many orders of magnitude less than

the reconstructed background rate, and a low signal contamination rate is acceptable.

In addition, as described later, the rate of selected radiative tridents in the CR is used

to calculate the expected signal rate, so maintaining a high radiative peak acceptance is

crucial. Under these considerations, the CR is defined as:

CR = 1.9GeV < Psum < 2.4GeV, (5.3)

where the upper limit on Psum was established in the preselection cuts.

Discrepancies between the Psum distributions in data and MC background, par-

ticularly at lower values, are evident in Figure 5.13, even with the preselection and L1L1

requirements applied. This issue likely results from an overestimation of the trigger ef-

ficiency in the MC simulation, leading to an inflated signal efficiency at low Psum. To

correct this, the ratio of the Psum distributions between the 10% data sample and MC

background is calculated and fitted with a second order polynomial:

RMC(Psum) = 0.094272950 + 0.87334446× Psum− 0.19641796× Psum2, (5.4)

where Psum is in units of GeV. The MC signal events are then reweighted according to this

fit, but only when RMC(Psum) < 1.0, to align the signal efficiency in Psum with the data.

Figure 5.14 shows the improved agreement between the reweighted MC background Psum

distribution and data within the SR, demonstrating the effectiveness of this correction.
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(a) MC signal efficiency in the signal and control regions as a function of the

SR Psum upper edge and CR Psum lower edge.

(b) Fraction of MC signal events leaking into the control region as a function

of invariant mass.

Figure 5.12: (a) Efficiency of MC signal in Psum signal and control region and (b) Con-
tamination in the Psum control region based on the invariant mass.
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Figure 5.13: Top: 10% data and MC background Psum distributions. Bottom: Fitted
ratio of data to MC background.
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Figure 5.14: Comparison of data and MC background Psum distributions after re-weighting
MC background events according to the fit shown in Figure 5.13 and defined in Equa-
tion (5.4).
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5.1.4 Expected Signal Calculation

The expected signal rate, Nsig(mA′ , ϵ), is calculated as a function of mA′ and

the kinetic mixing strength ϵ. All of the remaining SIMP parameters (mA′ : mVD
, mA′ :

mπD , αD, mπD : fπD) are fixed according to Section 2.5.1.

The total A′ production rate, NA′(mA′ , ϵ), is first calculated using two terms

derived from MC simulations: “radiative fraction” and “radiative acceptance.” The A′ can

then visibly decay to the two different neutral dark vectors, ρD and ϕD. The expected

signal contribution from each dark vector is calculated by applying the relevant branching

fraction to the A′ production rate, and then measuring the acceptance times efficiency using

VD MC simulations, where the acceptance times efficiency for each mass is a function of ϵ.

The total expected signal rate is the summed expected signal rate for ρD and ϕD.

5.1.4.1 A′ Production Rate

The A′ production process is analogous to “dark bremsstrahlung” so the cross-

section for producing heavy photons of mass mA′ is related to the radiative trident pro-

duction cross-section by:

σA′ =
3πmA′ϵ2

2Neff=1α

dσγ∗

dml+l−

∣∣
ml+l−=mA′

, (5.5)

where the differential cross-section is evaluated at the mass mA′ [30]. By multiplying both

sides of Equation (5.5) by the integrated luminosity, the A′ production rate is proportional

to the differential radiative trident rate:

NA′(mA′ , ϵ) =
3πmA′ϵ2

2Neff=1α

dNγ∗

dmA′
. (5.6)
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The differential radiative trident rate in Equation (5.6) can be decomposed into three

components:

dNγ∗

dmA′
=

(
dNγ∗CR

dmA′

/
dNCR

dmreco

)(
dNγ∗

dmA′

/
dNγ∗CR

dmA′

)
dNCR

dmreco
. (5.7)

In this decomposition:

• The first term is the inverse of the “radiative acceptance” (Arad(mA′)), which is

radiative trident acceptance times efficiency in the CR.

• The second term is the “radiative fraction” (frad(mA′)) and represents the expected

contribution of radiative tridents to the reconstructed and selected background in

the CR.

• The last term, dNCR
dmreco

, is the reconstructed and selected background rate in the CR.

This term scales the A′ production rate according to the dataset, whether from MC

simulations or data.

This approach allows the A′ production rate to be calculated directly with respect to

the data, minimizing the systematic uncertainties associated with using MC simulations.

Although the radiative acceptance term introduces systematic uncertainties related to the

detector acceptance and selection, these contributions largely cancel out when the MC

signal acceptance times efficiency is considered.

5.1.4.2 Radiative Fraction

The radiative fraction is given by:

frad(mA′) =
dNγ∗CR

dmA′
/
dNCR

dmreco
, (5.8)
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where:

• The numerator is the rate of reconstructed and selected radiative tridents as a func-

tion of truth mass, derived from pure radiative trident MC simulations. Each event is

truth-matched to the radiative trident mother to exclude events reconstructed with

the recoil electron.

• The denominator is the reconstructed and selected background rate as a function of

reconstructed mass. The use of reconstructed mass instead of truth mass is necessary

because it is not possible to determine whether an event is reconstructed with the

truth daughter versus the recoil electron in background processes.

The radiative fraction is shown in Figure 5.15, and parameterized as a function

of mass by:

frad(m) = 0.10541434− 0.0011737697m

+ 7.4487930× 10−6m2

− 1.6766332× 10−8m3.

(5.9)
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Figure 5.15: The Top plot shows all of the MC background components used to calculate
the radiative fraction. The radiative component (rad) is a function of the truth mass for
the γ∗ event. The WABs and tritrig components, both mixed with MC simulated beam,
are a function of reconstructed and selected unconstrained vertex invariant mass. The
bottom plot shows the radiative fraction, which is fit by the 3rd-order polynomial shown
in red. fix bottom
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5.1.4.3 Radiative Acceptance

The radiative acceptance is given by:

Arad(mA′) =
dNγ∗CR

dmA′

/
dNγ∗

dmA′
, (5.10)

where both the numerator and denominator are evaluated as a function of truth mass mA′ .

The calculation is shown in Figure 5.16, and parameterized in mass by:

Arad = −0.48922505 + 0.073733061m− 0.0043873158m2 + 0.00013455495m3

− 2.3630535× 10−6m4 + 2.5402516× 10−8m5

− 1.7090900× 10−10m6 + 7.0355585× 10−13m7

− 1.6215982× 10−15m8 + 1.6032317× 10−18m9

(5.11)

Using Equation (5.8) and Equation (5.10), the differential radiative trident rate

in Equation (5.7) simplifies to:

dNγ∗

dmA′
=

frad(mA′)

Arad(mA′)

dNCR

dmtextreco
, (5.12)

Thus, the expected A′ production rate in Equation (5.6) is rewritten as:

NA′(mA′ , ϵ) =
3πmA′ϵ2

2Neff=1α

frad(mA′)

Arad(mA′)

dNCR

dmreco
. (5.13)
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Figure 5.16: The Top plot shows all of the MC background components used to calculate
the radiative acceptance. The generated radiative component (Rad Generated) and the
reconstructed and selected radiative tridents (Rad+Beam) are both functions of the truth
mass for the γ∗ event. The bottom plot shows the ratio of Rad+Beam to Rad Generated,
which is the radiative acceptance. The radiative acceptance is fit with a 9th-order polyno-
mial shown in red.
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5.1.4.4 VD Acceptance and Efficiency

The number of expected signal events in the data, based on the A′ production rate

given by Equation (5.13), depends on the acceptance times efficiency of the visible decay

VD → e+e−. The acceptance times efficiency is calculated as a function of mA′ and ϵ using

MC simulated signal over a range of mVD
, where the choice of mA′ fixes mVD

according to

the SIMP parameters fixed in Section 2.5.1.

The fraction of generated signal events that pass acceptance, reconstruction, and

selection as a function of the true vertex z position is defined as

F (z) =

RMC(Psum)

(
dNVD,selected

dzvtxtrue

∣∣∣∣
zvtx=z

)
(

dNVD,generated

dzvtxtrue

∣∣∣∣
zvtx=z

) , (5.14)

where RMC(Psum) is the Psum efficiency correction defined in Equation (5.4).

Since the MC signal is generated with a flat lifetime out to 20.0 cm, the signal

events used in Equation (5.14) must be reweighted as a function of ϵ according to the

expected lifetime of each dark vector meson, ρD and ϕD. The normalized probability

distribution for displaced VD decays in true vertex z is given by:

p(ϵ, z) =
exp

(
ztarget−z

γcτ

)
γcτ

, (5.15)

where the lifetime τVD
is a function of ϵ.

The function F (z) in Equation (5.14) is re-weighted according to the probability

distribution in Equation (5.15) to obtain the acceptance times efficiency as a function of

truth z and ϵ, given by:

fVD
(ϵ, z) =

exp
(
ztarget−z
γcτVD

)
γcτVD

F (z). (5.16)
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The integral of Equation (5.16) gives the total acceptance times efficiency for a

VD with mass mVD
and coupling strength ϵ. Thus, the total expected signal for mass mA′

and coupling ϵ is:

Nsig(mA′ , ϵ) = NA′

∫ ∞

−∞

(
BR(ρD)fρD(ϵ, z) + BR(ϕD)fϕD

(ϵ, z)
)
dz, (5.17)

where NA′ is calculated in Equation (5.13), and the branching ratios are BR(A′ → VDπD).
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5.2 Tight Selection

The “tight” selection is the final selection stage. It splits the analysis into mutually

exclusive categories based on the track hit content and applies a series of “high-z” cuts

that are developed to eliminate the falsely displaced background in that category. The

analysis depends on the track hit content due to the correlation between hits on track and

the mass and vertex resolution. In addition, the nature of the falsely displaced background

can depend on which layers the tracks leave hits on.

5.2.1 Layer 1 Hit Category

The first category, referred to as “L1L1,” consists of vertex candidates where

both tracks leave hits in the first two tracking layers (L1 and L2). These events have

the best vertex resolution, though the acceptance is restricted to decay lengths smaller

than the position of L1, as illustrated in Figure 5.17. The requirement for a hit in L2 is

crucial because it improves the tracking algorithm’s ability to accurately extrapolate the

track backward toward L1 and correctly identify the L1 hit. The second category, “L1L2,”

encompasses events where one track misses L1 due to inefficiencies in the hit detection

or reduced acceptance for longer lifetimes. This category introduces more complicated

backgrounds, such as an increased rate of unwanted WABs conversions originating in the L1

material. The vertex resolution is also degraded. These effects require a distinct approach

to the analysis compared to L1L1. The third analysis category, ‘L2L2,” involves events

where both tracks miss L1. This category also suffers from more complicated backgrounds

compared to L1L1, in addition to a further reduced vertex resolution. However, this
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Figure 5.17: Left: short-lived signal is expected to leave hits in both L1 sensors. Right:
Longer-lived signal tracks can miss one (or both) of the L1 sensors.

category does have acceptance to longer lifetimes where both tracks decay beyond the

L1 position; this is particularly interesting in the context of SIMPs because the signal

production rate is decoupled from the lifetime. While the signal production rate still

decreases with ϵ, the rate for long-lived signal beyond L1 is potentially large enough to

give HPS competitive sensitivity within the existing data sets.

This analysis focuses solely on the L1L1 category and does not address the L1L2

or L2L2 categories, which remain blinded for further studies. Therefore, the first tight

selection criteria requires requires that both tracks leave hits in both the axial and stereo

L1 and L2 sensors. Although the L1L1 category can be expanded to include events where

only the axial sensor in L1 and/or L2 have a hit on track, the gain in acceptance is

expected to be marginal was not pursued. After applying the L1L1 hit requirement, each

event must additionally have exactly one vertex candidate to avoid duplicates, which are

not anticipated for the rare signal events. This criterion results in less than a 1% loss in

efficiency for MC and data.
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5.2.2 High-Z Cuts

The high-zcuts presented here are specifically designed for the L1L1 hit category

but are likely applicable to other categories in a similar manner. These cuts are designed

to eliminate falsely displaced background based on simple geometric motivations. The first

cut, known as the target projected vertex significance cut (NσV0proj), assumes that a truly

displaced vertex should project back to the beamspot on the target. This cut ensures that

only vertices that are consistent with the interaction point are considered. The second cut

requires that both tracks for a displaced vertex have symmetric vertical impact parameters

(y0) that increase linearly with the vertex displacement in zvtx, as illustrated in Figure 5.18.

These two criteria alone are effective in reducing the falsely displaced background rate due

to track reconstruction errors and large scattering events.

Figure 5.18: Example of (65MeV) MC signal track vertical impact parameters versus
reconstructed vertex z. Each vertex has an electron and positron track entry. Signal shows
expected linear correlation between impact parameters and vertex z.
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5.2.2.1 y0 Versus zcut Approach

Originally, the analysis aimed to mitigate the falsely displaced background events

using these high-zcuts while preserving the prompt background component. The signal

region, as a function of invariant mass, was then defined by locating a position downstream

from the target in zvtx where the expected background rate was minimal compared to the

signal rate. This position, referred to as the “zcut,” was determined by fitting the prompt

background high-ztail with an exponential decay function, and identifying the zvtx position

where the background fit predicted less than a specified threshold number of events, given

by: ∫
z∞cutA exp(−z) dz ≤ Nthreshold(5.18) This method is depicted in Figure 5.19, where the

background threshold of 0.5 events was selected and the final signal region is defined to

the right of the vertical dashed lined. This approach was inspired by a similar strategy

used in the HPS 2016 displaced A′ search [43]. However, during the optimization of the

track vertical impact parameter cut, an improved method was discovered. Replacing the

zcut with a flat cut on y0 significantly enhanced the expected signal sensitivity across a

range of lifetimes. The flat y0 cut requires that both tracks for a vertex candidate have

large vertical impact parameters well away from the core of the prompt background. This

requirement can effectively eliminate nearly all of the background events, prompt and

falsely displaced, while maintaining a high level of signal efficiency nearest to the target.

An example comparing the y0 and zcut approaches is shown in Figure 5.20, where

the expected signal and background rates are shown with and without the zcut. The zcut
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Figure 5.19: Example of the background exponential tail fit in the 65MeV invariant mass
window. The exponential fit is shown by the red line. The zcut location (dashed vertical
line) is determined as the fit position beyond which less than 0.5 background events are
expected. The signal region is defined as reconstructed vertex z greater than zcut.

approach predicts 4.73 signal events with 3 background events, while y0 approach predicts

10.45 signal events with 4 background events, demonstrating an improvement in the signal

sensitivity. Although the zcut approach is not used in the final analysis, it is mentioned

here because it played a role in the optimization process of the high-zcuts.

5.2.2.2 High-Z Cut Optimization

The high-zcut variables and values were analyzed as a function of invariant mass

using the 10% data sample (considered to be background-only) and the MC-generated

signal described in Section 4.4. The binomial significance of the expected signal rate relative

to the expected background rate in the invariant mass window, known as ZBi, was chosen
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Figure 5.20: Reconstructed vertex z for tight selected events in a search window centered at
55MeV, with the target located at −4.3mm. The blue (red) triangles show the remaining
events in 10% data before (after) cutting on the vertical impact parameter y0. The ex-
pected signal rate for ϵ2 = 2.63× 10−5 is shown for each selection by the color-coordinated
solid lines. The 2016 A′ analysis technique eliminates the background by placing a cut on
recon z, indicated by the vertical dashed line, while the impact parameter selection used
in this analysis eliminates the background without the need to cut on recon z.

as figure of merit with the goal of optimizing the cuts by maximizing ZBi. The binomial

significance is related to the expected significance of the data if the signal is present, so

maximizing this figure is expected to improve the signal sensitivity in the final analysis.

The ZBi calculation, which is detailed in Appendix A, is only valid when the expected signal

rate is greater than approximately 0.5 events, so the expected signal rate was scaled up

during the optimization process when necessary. Additionally, the ZBi calculation requires

the background rate to be relatively low, on the order of a hundred events, which is well
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above the acceptable background rate for this analysis. The optimization for each cut is

discussed in the following sections.
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5.2.2.3 Target Projected Vertex Significance Cut

The target projected vertex significance cut aims to eliminate poorly reconstructed

events that are inconsistent with originating from the interaction point of the beam on the

target. Real reconstructed vertices of interest should be consistent with originating from

the beamspot on the target, as illustrated in Figure 5.21. This consistency is verified by

projecting a vertex candidate back towards the target, upstream along the beam direction

z, using the reconstructed vertex momentum. The target-projected vertex (V0proj) has new

coordinates xtarget (beam left), ytarget (beam up), and ztarget. If the V0proj coordinates fall

outside the beamspot mean position beyond a predefined significance threshold (NσV0proj),

the candidate is rejected.

In order to measure NσV0proj relative to the beamspot, the shape, size, and po-

sition of the beamspot on the target must be characterized on a run-by-run basis, as the

beam conditions vary across runs. The beamspot is also characterized for the MC samples,

though without run-specific variations.

5.2.2.4 Run Dependent beamspot Parameterization

The beamspot position and width in x and y, as well as the correlation between

x and y, is estimated using approximately 1% of the available data files for each run.

Unconstrained vertices that pass preselection are projected back to the target using:

(xtarget, ytarget) =

(
(xrecon − ztarget)

px
pz

, (yrecon − ztarget)
py
pz

)
(5.19)

where ztarget = −4.3mm, and px,y,z are the reconstructed vertex momentum components.

If MC momentum smearing is implemented, track momentum smearing factors are applied
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Figure 5.21: Illustration of vertex projection to target location in z. Vertex is projected
back to the target using the vertex momentum. If the projected vertex falls outside of the
beamspot, the event may be cut.

to approximate the vertex momentum components.

The beamspot is characterized by transverse Gaussian distributions in x and y,

and their linear correlation, known as the beam rotation angle θbeam. The beamspot is

parameterized by the mean and width of the x and y distributions in the rotated coordi-

nate system (xrot, yrot), defined along θbeam. The V0proj coordinates are binned in a 2D

histogram for each run, and the histogram is fit with a rotated 2D Gaussian function, given

by:

f(x, y) = exp

(
−(xrot − µxrot)

2

2σ2
xrot

− (yrot − µyrot)
2

2σ2
yrot

)
, (5.20)
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where

xrot = x cos(θbeam)− y sin(θbeam), yrot = x sin(θbeam) + y cos(θbeam). (5.21)

The fit range in rotated coordinates is defined as 1.5σx,y in the non-rotated coordinates,

which is a reasonable approximation since the rotation angle is small. Figure 5.22 shows

the V0proj coordinates and an example of the rotated 2D Gaussian fit using data and MC

background.

The fitted beamspot positions and widths are summarized as a function of run

number in un-rotated coordinates in Figure 5.23, and rotated coordinates in Figure 5.24.

The beam rotation angle is shown as a function of run number in Figure 5.25.
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(a) Data Run 7800.

(b) MC background (Tritrig+Beam) Run 7984.

Figure 5.22: Example of unconstrained preselection vertices projected back to the target
location in z (-4.3 mm). The x and y distributions are fit with a rotated 2D Gaussian
function to estimate the beamspot position, width, and rotation angle.
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(a) Fitted x and y mean positions.
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(b) Fitted x and y widths in the θbeam.

Figure 5.23: Run-dependent fitted beamspot characteristics in the un-rotated coordinate
system.
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(a) Fitted x and y mean positions in the θbeam.
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(b) Fitted x and y widths in the θbeam.

Figure 5.24: Run-dependent fitted beamspot characteristics in the rotated coordinate sys-
tem (according to beam rotation angle).
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Figure 5.25: The run-dependent beam rotation angle θbeam resulting from the rotated 2D
Gaussian fit.
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5.2.2.5 V0proj Significance (NσV0proj
)

Mis-reconstructed events, which result in falsely displaced vertices, often have

momenta that are inconsistent with the expected displaced vertex position, and therefore

tend to project back to a location far outside the known beamspot. The decision to cut

an event is based on the distance of the projected vertex V0proj from the fitted beamspot,

measured in terms of standard deviations in both the transverse and longitudinal directions.

The V0proj transverse and longitudinal significance, Nσxrot and Nσyrot , is calculated using

(Nσxrot , Nσyrot) =

(
xrot − µxrot

σxrot

,
yrot − µyrot

σyrot

)
, (5.22)

where x and y are in the rotated coordinate system defined by θbeam, and µxrot,yrot and

σxrot,yrot are the run dependent fitted beamspot parameters in the rotated coordinate sys-

tem. Figure 5.26 shows the V0proj significance for 10% data, MC background, and an MC

signal sample.

The V0proj significance in both directions is combined to form a new elliptical cut

variable, NσV0proj , defined as:

NσV0proj =
√
N2

σxrot
+N2

σyrot . (5.23)

The correlation between NσV0proj and falsely displaced background is demonstrated in

Figure 5.27 using L1L1 MC background and signal. The distribution in data, representing

background only, shows that falsely displaced events with large values of zvtx are linearly

correlated with NσV0proj , while the displaced signal remains uncorrelated. A simple cut

NσV0proj , such as requiring NσV0proj < 2.0, significantly reduces the falsely displaced while

maintaining a high relative signal efficiency. Since NσV0proj and zvtx are uncorrelated for
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(a) Preselected target projected vertex significance Nσxrot versus Nσyrot for 10% Data.

(b) Tritrig+Beam MC. (c) 55 MeV MC Signal.

Figure 5.26: Preselection target projected vertex significance Nσxrot versus Nσyrot for dif-
ferent datasets.

the MC signal, the resulting efficiency is approximately constant across different lifetimes

and does not need to be optimized as a function of ϵ.

The NσV0proj cut was optimized using the zcut-style analysis previously men-
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(a) MC background.

(b) MC signal (55MeV).

Figure 5.27: Histograms of zvtx versus NσV0proj for MC signal and MC background. The
background shows a correlation between high zvtx events and NσV0proj , while the displaced

signal is uncorrelated.
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tioned. The optimization process was conducted for each MC-generated signal mass point

within a search window centered on the signal mass, with a width equal to four times the

mass resolution. The expected signal was calculated using Equation (5.17), with ϵ2 set to

3× 10−6, roughly corresponding to the maximum expected signal rate for all masses. For

each search window, the NσV0proj cut was initially set to the value that removes 0% of the

signal events, and then iteratively tightened. In each iteration, after applying the NσV0proj

cut, the high-zbackground tail was fitted using the exponential function in Section 5.2.2.1,

and the expected background and signal rates were determined based on the zcut position.

The optimal NσV0proj cut values was selected by maximizing ZBi across all iterations and

possible zcut values.

Figure 5.28 shows the optimal NσV0proj cut values for each signal mass window.

Although there is a slight linear relationship between the optimal NσV0proj cut value and

mass, the final NσV0proj cut was set uniformly for all masses, requiring NσV0proj < 2.0.

Figure 5.29 shows the invariant mass distribution versus zvtx in 10% data before and after

the cut on NσV0proj . The core of the background zvtx distribution before the NσV0proj cut

extends out as far as 44mm downstream of the target, and is limited to around 20mm

after the cut. Additionally, the largest displacement events are reduced from nearly 64mm

downstream to around 20mm.
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Figure 5.28: Plot showing NσV0proj cut values optimized as a function of invariant mass.
The cut values were optimized using the ZBi figure of merit with the zcut-style analysis.
A flat cut requiring NσV0proj < 2.0 was ultimately chosen.
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(a) 10% Data before NσV0proj cut. (b) 60MeV MC signal before NσV0proj cut.

(c) 10% data after NσV0proj cut. (d) 60MeV MC signal after NσV0proj cut.

Figure 5.29: Mass versus reconstructed vertex z for 10% data and 60MeV MC signal,
shown both before and after applying the vertex projection significance cut (NσV0proj <

2.0).
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5.2.2.6 Impact Parameter Cut

As discussed previously, truly displaced signals should exhibit tracks with sym-

metric vertical impact parameters (y0) that increase linearly with the zvtx as shown in the

top and bottom right diagrams of Figure 5.30. In contrast, correctly reconstructed prompt

events should have y0 ∼ 0mm for both tracks, as illustrated in the top left of Figure 5.30.

However, in cases of large scattering or track mis-reconstruction (e.g., using the wrong L1

Figure 5.30: Illustrations of the track impact parameters y0 at the target for truly displaced
events, prompt events, and falsely displaced events due to scattering or reconstruction
errors.

hit), one track may exhibit a larger impact parameter than its partner, resulting in a falsely

displaced vertex, depicted in the bottom left of Figure 5.30.

Figure 5.31 shows y0 versus zvtx for 45MeV MC signal (top) and MC background

in the same mass window. Each vertex has two entries, one for the electron track and the

positron track. The MC signal demonstrates the expected linear correlation between y0
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and zvtx for both tracks. However, the data displays four distinct characteristics:

• A prompt core, uncorrelated with zvtx, where both tracks are correctly reconstructed

with y0 centered on 0mm, consistent with originating from the target.

• Two displaced zvtx tails that are linearly correlated with y0, corresponding to mis-

reconstructed/large-scattered tracks that are inconsistent with originating from the

target.

• A single displaced zvtx tail centered at 0mm, corresponding to correctly reconstructed

tracks that are partnered with a mis-reconstructed/large-scattered track with the

same zvtx position.

The asymmetry in the track vertical impact parameters for falsely displaced events can be

exploited by cutting events where either track has a small track vertical impact param-

eter (near-zero), which is inconsistent with long-lived signal. An example of this cut is

demonstrated by the red cut-lines in Figure 5.31.

The y0 cut can be parameterized as a function of signal mass by:

y0+(m, z) > α(m) (

zvtx − zα

and y0−(m, z) < −α(m) (zvtx − zα, (5.24) where α(m) represents the slope of the cut as

a function of mass. The displaced background rate can be further reduced by increasing

the y0 cut slope α(m), and translating the cut in terms of zα. However, optimizing these

parameters is challenging due to the correlation between y0, zvtx, and the signal lifetime.

As the lifetime increases, events at higher zvtx contribute more to the expected signal.

Therefore, this cut must be parameterized as function of both mass and ϵ.
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(a) MC signal with mass 65MeV before the cut. (b) MC background before the cut.

(c) MC signal with mass 65MeV after the cut. (d) MC background after the cut.

Figure 5.31: Example of the track vertical impact parameter versus reconstructed vertex z
before and after applying the impact parameter cut defined in Section 5.2.2.6. Each events
has two entries, one for each track. (a) and (c) show MC signal with mass 65MeV, while
(b) and (d) show the data for MC background. The top row represents the data before the
cut, and the bottom row represents the data after the cut.
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5.2.2.7 Track Vertical Impact Parameter Cut Optimization

The y0 cut parameters α and zα were optimized using the same ZBi procedure

outlined for the NσV0proj optimization in Section 5.2.2.5. Since the motivation behind the

NσV0proj cut is unrelated to y0, despite significantly reducing the rate of large y0 events,

the cut y0 < 2.0 was applied prior to this optimization. Various values of the y0 cut slope α

were tested across different MC-generated signal mass windows. The optimization process

began by identifying the value of zα the retains 100% of the relative signal efficiency.

The cut was then iteratively tightened by shifting zα upstream towards the target in zvtx.

During this process, it was found that very small values of α were capable of eliminating

nearly all of the background events without needing a zcut, as long as zα is shifted very

far upstream in the negative zvtx direction. This approach not only creates a near-zero

background environment, but also maintains a relatively high efficiency for long-lived signal.

The effectiveness of this cutting method is demonstrated in Figure 5.32.

One consequence of this method is that the remaining background rate quickly

becomes too small to model by fitting. Therefore, instead of fitting the tail of the back-

ground with an exponential function as done in the zcut-based analysis, the expected rate

background simply taken as the number of remaining events. Figure 5.33 shows the y0 pa-

rameter optimization results for a mass window centered on 55MeV. The y-axis represents

the y0 cut slope α and the x-axis represents the translation of zα upstream with iteration

number. The ZBi is apparently maximized for the smallest values of α.

The case where α = 0.0 is a special scenario where a flat cut on |y0| is applied and

iteratively tightened in y0 rather thanzα. The expected signal rate is relatively stable as
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(a) 65MeV MC signal events as zα is pulled upstream (larger negative values).

(b) MC background rate in a 65MeV mass window as zα is pulled upstream (larger negative values).

Figure 5.32: Example demonstrating the effectiveness of the track vertical impact pa-
rameter cut defined in Section 5.2.2.6 when using using small angles (α), and pulling zα
upstream in zvtx. (a) Signal efficiency remains high even as (b) the background is nearly
eliminated in 65MeV mass window.

the cut is tightened in zα, while the number of background events decreases exponentially.

The y0 optimization results are summarized across different masses in Figure 5.34, where

each bin corresponds to the value of zα that maximizes the ZBi. Once again, the smallest

values of zα result in the maximum ZBi with a significantly reduced background rate,

independent of zvtx. Based on these findings the simplest parameterization of the y0 cut

was chosen, using a flat cut on |y0|. As a result of this approach, the zcut is no longer

required to define the final signal region. Instead, a simple zcut is applied to eliminate all
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(a) ZBi vs. Slope for 55MeV (b) Nsig vs. Slope for 55MeV

(c) Nbkg vs. Slope for 55MeV

Figure 5.33: Optimization results for y0 in the 55MeV mass window. The y-axis shows the
slope α of the cut defined in Section 5.2.2.6. Each plot corresponds to different performance
metrics: (a) ZBi, (b) Nsig, and (c) Nbkg.

events at or behind the target location in z, defined by:

zvtx > ztarget, (5.25) where ztarget = −4.3mm.

5.2.2.8 y0min Cut Optimization

The flat cut on the track vertical impact parameter y0 is implemented by defining

the new cut variable y0min as:

y0min = min(|y0e− |, |y0e+ |). (5.26)
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(a) Slope (α) vs. ZBi for all masses (b) Slope (α) vs. Nbkg for all masses

(c) Slope (α) vs. Nsig for all masses

Figure 5.34: Optimization results for the y0 cut defined in Section 5.2.2.6 as a function of
invariant mass and slope α. The iteration number on the x-axis corresponds to a particular
value of zα, where zα is tightened in each iteration to whatever value cuts n% of the signal.
The entry in each bin corresponds to the zα parameter value that results in the maximum
ZBi figure of merit. Each plot corresponds to different performance metrics: (a) ZBi, (b)
Nsig, and (c) Nbkg.

Similar to the original y0 impact parameter cut, the y0min cut value is optimized as a

function of mass and ϵ. The expected signal rate, which is exponentially distributed in

zvtx, results in a corresponding correlation between y0min and zvtx. Consequently, the

y0min cut signal efficiency is a function of lifetime, parameterized by the coupling strength

ϵ for a given mass. One could optimize the cut by simply using the expected signal rate

in the 10% data sample, but that is effectively zero for most of the signal parameter

space. One could also scale up the expected signal rate to the full luminosity, but the
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background model still only represents approximately 10% of the data, so the resulting

ZBi doesn’t necessarily represent expectations for the final result. These things considered,

the optimization is performed over a range of signal scale factors to test how the optimized

y0min cut value varies with the expected signal rate.

The y0min cut values are optimized to maximize sensitivity to longer-lived signals

(smaller values of ϵ), where the y0min cut is most capable of distinguishing signal from

background. Figure 5.35 presents the optimization results for 55MeV MC signal as a

function of ϵ on the x-axis, with the signal rate multiplied by the scale factor on the y-axis.

The histogram density shows the value of the y0min cut that maximizes the ZBi for a given

ϵ and scale factor. Longer lifetimes, corresponding to smaller ϵ values, are represented on

the left-hand side of the plot. For prompt-like signals on the right side of the plot, the

y0min cut tends to be too close to 0mm, resulting in an unacceptably high background rate.

However, the optimum y0min cut value for smaller values of ϵ reaches a consistent maximum

as a function of the signal scale factor on the y-axis, y0min = 0.8mm for the results shown

in Figure 5.35. If the signal rate is too low, cutting any amount of the exponentially-

distributed signal in y0 results in zero expected signal, so the y0min cut remains loose,

resulting in a significant background rate. As the signal rate is artificially scaled up, the

expected signal rate for larger values of y0 increases, and the optimum y0min cut value

increases. The signal scale factor eventually becomes large enough that the exponential

core of the signal y0min distribution becomes significant relative to the background, and the

optimum y0min cut value loosens. The overall optimum y0min cut value is chosen to be this

turning point in y0min, resulting in a very low, but not necessarily zero, background rate.
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Figure 5.36 shows the optimized y0min cut values as a function of mass, parameterized by:

y0min(m) >
(
1.0762− 7.44534× 10−3m+ 1.58746× 10−5m2

)
mm (5.27)

(a) y0min cut value as a function of coupling strength ϵ and signal scale factor.

(b) Number of background events as a function of the y0min cut value in (a).

Figure 5.35: Optimization results for y0min using 10% data and 55MeV MC-generated
signal. (a) The y0min cut value (in mm) that maximizes the ZBi as a function of the
coupling strength ϵ and the overall scale factor on the signal. (b) The number of background
events as a function of the optimized y0min cut in (a).

The performance of this cut is illustrated in Figure 5.37(a), which shows the
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Figure 5.36: The solid black points represent the optimized y0min cut value as a function
of signal mass, parameterized by the second-order polynomial fit shown by the solid red
line. The number of remaining tight selected events in 10% data is depicted by the blue
solid line, also as a function of invariant mass.

complete invariant mass distribution for 10% data with all cuts applied, except for the

optimized y0min cut indicated in red. The total remaining background rate is roughly

30 events, while the maximum expected signal rate with all cuts applied, shown in Fig-

ure 5.37(b), is more than 50 events. The expected signal rate assumes a search window

that is four times the mass resolution of the mass bin, corresponding to roughly 90% of

the signal. While the shape of the y0min cut as a function of mass is optimized in this

section, the cut is further tightened later in Section 6.2.0.1 by adding 0.1mm to the fit

function defined in Equation (5.27). This adjustment is made to account for statistical

fluctuations in the full luminosity data, which aren’t expected to alter the shape of the

best cut. The fully optimized tight selection is summarized in Table 5.5, with the final

y0min cut parameterization given, rather than the version derived here.
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Cut Condition

Layer 1 Requirement e− and e+ have L1 axial+stereo hit

Layer 2 Requirement e− and e+ have L2 axial+stereo hit

One Vertex Per Event Nvtx = 1

Target Projected Vertex Significance Cut (NσV0proj) NσV0proj < 2.0

Target Z Cut zvtx > −4.3 [mm]

Minimum Track Vertical Impact Parameter Cut y0min(m) > 1.0762− 7.44534× 10−3m

+1.58746× 10−5m2 [mm]

Table 5.5: Tight Cuts Optimized Using 10% Data. The impact parameter cut is parame-
terized as a function of mass m in MeV.
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(a) Minimum track vertical impact parameter cut versus mass

(b) Reach estimate for tight selection

Figure 5.37: Plots have all preselection and tight cuts applied, except for the minimum
track vertical impact parameter cut. (a) Minimum track vertical impact parameter cut as
a function of mass. (b) Reach estimate for the tight selection criteria with a ±2σm search
window.
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Chapter 6

Displaced VD Vertex Search

This analysis conducts a displaced vertex search for long-lived hidden sector vector

mesons (VD) that invisibly decay to e+e− between 1 cm to 10 cm downstream of a fixed

target. The search is optimized to identify signals with an invariant mass in the range of

30MeV to 124MeV, and kinetic mixing strength 10−6 < ϵ < 10−2. The signal is expected

to appear as an excess number of displaced events distributed around a specific invariant

mass. To search for signal in the data, the invariant mass spectrum between 30MeV

to 124MeV is divided into overlapping search windows of some predetermined size given

in terms of the mass resolution σm, with window centers spaced apart by 1MeV. The

signal rate is suppressed by many orders of magnitude relative to the QED backgrounds.

Thus the analysis applies a series of selection stages, defined in Section 5.1, selecting only

high-quality reconstructed events with signal-like kinematics. This is achieved primarily

by using the target projected vertex significance (NσV0proj) and minimum track vertical

impact parameter (y0min) cuts. The former eliminates events inconsistent with the beam

interaction point, while the latter requires large track vertical impact parameters, thus

190



eliminating nearly all of the prompt background.

Based on the selection studies using 10% data, the background rate in the 100%

data SR is expected to be on the order of dozens of events distributed across the invariant

mass spectrum, while the peak expected signal is ∼ 50 events in a 4σm wide search window.

However, the studies presented in this section demonstrated that tightening the y0min cut

relative to the ZBi optimized version further constrains the background without signifi-

cantly impacting the expected signal sensitivity. In addition, since the search takes place

in invariant mass windows, the background rate in each search window increases with win-

dow size based on the mass resolution. Thus, the search window size was slightly reduced

from 4σm to further minimize background while balancing signal sensitivity. This section

describes the methods used to estimate the expected background in each search window

and calculate the significance of the data before presenting the 100% data results. The

OIM is also described, used to set upper limits on the SIMP signal rate. These methods

were developed and validated before unblinding using the 10% data sample and a larger

statistics sample of 100% data in the CR.

6.1 Estimating the Expected Background

Accurately estimating the background rate in each search window is crucial for

signal detection. However, estimating the background is challenging due to the lack of a

control data set that accurately reflects the falsely displaced background in the SR after

high-zcuts. MC simulations do not fully match the data in the y0min and zvtx tails, and

while the CR in 100% of the data is unblinded, the event characteristics differ significantly
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from the lower momentum SR. Additionally, the 10% data sample used to develop the

selection provides limited statistics after all selections, resulting in large uncertainties in

the expected background rate across search window masses.

To overcome the lack of a suitable control data set, the background in each search

window is estimated using mass sidebands in the SR. This approach was evaluated using

both the 10% data sample and 100% data in the CR. The CR is not used to estimate

the expected background in the SR. Instead, it is used to validate the performance of the

background estimation method by comparing the estimate results to the observed number

of events. The background is continuous invariant mass and does not differ significantly

between neighboring masses. Since the expected signal is centered in the search window,

the mass sidebands are considered background-only and can be used to estimate the back-

ground in the search window. One straightforward approach is to average the number of

observed events in mass sidebands on both sides of the search window, minimizing any

correlation between mass and background rate. However, this simple averaging fails to

account for statistical fluctuations and performs poorly.

A more accurate approach estimates the background using a variant of the “ABCD”

background estimation method by extending the mass sideband into the y0min parameter

space. The background rate in a search window is estimated using six orthogonal regions

defined in invariant mass versus y0min, as illustrated in Figure 6.1. The mass sidebands are

required to be far enough from the center of the search window to have negligible signal

contamination.

Region F is the signal region of the search window, including the y0min selection.

Regions A and E are defined as neighboring mass windows sharing the same y0min selection
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Figure 6.1: Illustration of the ABCD background estimation method. The plot shows
histograms of y0min for the 60MeV mass search window and the two mass sidebands.

as F. Regions B, C, and D are extensions of A, F, and E respectively, into y0min. Assuming

the fraction of background events passing the y0min selection is similar in each mass window,

the background rate (b) in F (the signal region) can be estimated using:

b =

(
A+ E

B +D

)
C. (6.1)

While y0min and mass are correlated, the correlation is approximately linear within a

narrow mass region, as shown in Figure 6.2. This linearity allows the correlation to cancel

out when averaging.
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(a) Preliminary y0min vs. Mass

(b) ABCD Regions

Figure 6.2: Invariant mass versus minimum track vertical impact parameter with all other
cuts applied for 10% data. (a) shows the preliminary y0 cut function. (b) illustrates the
ABCD background estimation regions for the search window centered on 65MeV. The
mass region is approximately linear in y0min.
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Since the signal region is in the tail of the y0min distribution, the background esti-

mate should be driven by those events rather than the core of y0min. This is accomplished

by restricting the y0min parameter space in regions B, C, and D to y0min > y0min
floor. It’s

necessary to mitigate signal contamination in C to avoid overestimating the background,

so y0min
floor is defined, somewhat arbitrarily, as the y0min value with at least 1,000 events in

C. This ensures that the exponentially distributed background rate is at least an order of

magnitude larger than the relatively flat signal and dominates the count in C. This thresh-

old was validated by injecting a high rate of MC signal events into the data at each mass

and for different lifetimes, ensuring that the background estimate remained independent

of the injected signal.

There are two additional parameters involved in the background estimate: the

mass sideband and search window sizes. The sideband width can significantly impact the

background estimate quality because the validity of Equation (6.1) requires the mass side-

bands to be close enough to center of the search window to maintain the linear correlation

with y0min. If the sidebands are too large, they can extend beyond the linear region and

systematically overestimate the background. Conversely, if the sidebands are too narrow,

they fail to smooth out the natural statistical fluctuations in the background, resulting in

an unreliable estimate. Additionally, the width of the search window both impacts the

quality of the background estimate, and the search sensitivity. The search window must

be large enough to maintain a high signal efficiency, but not so large that the background

rate grows too quickly relative to signal.

In light of these considerations, the search window size was initially set to ±2.0σm,

corresponding to roughly 90% signal efficiency. The sidebands were set to 2σm wide,
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meaning they extend out to 6σm from the center of the search window. These preliminary

values were used to test the background estimation method before optimizing them later in

this section. The first test compared the observed number of events in each search window

using the background-only 10% data sample, shown in Figure 6.3. Each invariant mass

bin in the plot represents an overlapping search window that is ±2σ wide. The relatively

flat ratio around 1 indicates good performance of the background estimation. While the

estimate has large errors due to low statistics, it successfully describes the overall shape of

the background.

Figure 6.3: Preliminary tight selection events in 10% Data. Top: The estimated back-
ground (blue) is compared to the observed number of events (black) as a function of the
invariant mass search window. The search window is size ±2σm, with mass sidebands 2σm
wide. Bottom: The ratio of the expected number of background to the observed number
of events.

The background estimation was also tested using the 100% data CR sample

in Figure 6.3, which shows a similar degree of success in capturing the overall shape of
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the background. The CR selection used here is not optimized and does not represent the

expected background in the SR. There is an apparent oscillation in the expected background

relative to the number of observed events between 50MeV to 20MeV, however this is

expected due to statistical fluctuations between search windows.

Figure 6.4: Preliminary tight selection events in the 100% Data CR. The estimated back-
ground (blue) is compared to the observed number of events (black), as a function of the
invariant mass search window. The search window is size ±2σm, with mass sidebands 2σm
wide.
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The mass sideband and search window parameterizations were studied further

across a range of sizes to test the performance of the background estimation. The re-

sults showed that when the sidebands are very narrow the statistical fluctuations of the

background are enhanced, leading to extreme oscillations in the expected background.

Conversely, if the sidebands are too wide the background is typically overestimated due

to the non-linear increase in events in lower-mass sideband (regions A and B). The per-

formance was also loosely correlated to the size of the search window. In general, it was

found that search window sizes between ± (1.5− 2.5)σm with mass sideband widths be-

tween (3− 6)σm provide reasonable background estimates. The working point for the mass

sideband width was selected as 4σm, large enough to smooth out statistical fluctuations

but narrow enough to maintain the required approximate linear correlation between mass

and y0min.

With the mass sideband width fixed to 4σm, the background estimation was

again studied as a function of search window size. Figure 6.5 compares the estimated

and observed background rate for different search windows using 10% data in the SR,

with the same results using 100% CR data shown in Figure 6.6. These studies shown

that the background is systematically overestimated, particularly at higher masses, when

the search window is large (greater than ±2σm). In contrast, smaller windows result in

both more accurate background estimations and a significantly decreased background rate.

However, the search window size cannot be taken to arbitrarily small sizes because the

signal efficiency decreases and the sideband contamination increases.

In order to account for both of these effects, the “optimal” search window size

was chosen by injecting MC simulated signals into the data and calculating the significance
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of the injected data across a range of search windows and sizes. Before this study could be

performed, the method for calculating the significance of the data had to be established,

which is detailed in the following section before returning to the search window optimiza-

tion. This study required choosing a method to calculated the significance of the data,

which is detailed in the following section.

Figure 6.5: Preliminary tight selection 10% data SR across a range of search window sizes.
The observed number of events in search window (solid line) is compared to the estimated
background (dashed line) for each search window size (color). The mass sideband width is
4σm.
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Figure 6.6: Preliminary tight selection 100% data CR across a range of search window sizes.
The observed number of events in search window (solid line) is compared to the estimated
background (dashed line) for each search window size (color). The mass sideband width is
4σm.
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6.2 Data Significance Calculation

One approach to measure the data significance in a search window is by calculating

the probability of observing at least n events, assuming the background follows a Poisson

distribution with a mean of b:

P (n, b) =
∞∑
k=n

bk

k!
e−b. (6.2)

However, this approach fails to account for the statistical uncertainty of the background

estimate, resulting in an overestimate of the significance and potentially false evidence of

signals. To account for this uncertainty and provide a more accurate significance measure,

toy MC experiments are conducted. The parent distributions characterizing the ABCD

regions used to estimate the background rate in Equation (6.1) are given by:

(B +D) ∼ N (µ = B +D,σ =
√
B +D), (6.3)

C ∼ N
(
µ = C, σ =

√
C
)
, (6.4)

and

(A+ E) ∼ Poisson(µ = A+ E). (6.5)

The statistical uncertainty is estimated by executing numerous toy MC experiments and

sampling the three parent distributions to calculate b, where b represents the mean of the

expected background distribution in the toy experiment, given by:

f(x) =
bk

x!
e−b. (6.6)

The background-only test statistic t0 is defined as the random sample of Equation (6.6) for

each toy. The histogram of t0 forms the background-only test statistic distribution f(t0)
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used to calculate the data significance by measuring the p-value given by:

plocal =

∫ ∞

tobs

f(t0) dt0, (6.7)

where tobs is the number of observed events in the search window. This method ensures

that the significance calculation reflects the uncertainty of the background estimation,

which is rather large given the low-statistics nature of the search, reducing the likelihood

of false-positive signals.

The search result of each search window is summarized by the local p-value calcu-

lated using Equation (6.7), which corresponds to some local significance threshold Nσlocal.

However, the true parameter of interest is the maximum global p-value across all of the

overlapping search windows. The significance Nσglobal must be corrected to account for the

additional statistical fluctuations introduced by searching over many independent search

windows, which can increase the likelihood of observing a significant fluctuation. This is re-

ferred to as the Look Elsewhere Effect (LEE). For the search window mass range spanning

30MeV to 124MeV with an average mass resolution σm,avg = 3.63MeV, the approximate

LEE correction is given by:

Lcorr ≈
mmax −mmin

σm,avg
= 27.0, (6.8)

where dividing by σm,avg accounts for the fact that each search window is not entirely

independent.

This significance calculation method was evaluated using the approximately “background-

only” 10%, shown in Figure 6.7(a), and the 100% CR data sample in Figure 6.7(b). These

preliminary results use a ±2σm search window with 4σm mass sidebands. The local sig-

nificance thresholds are denoted by the dashed black lines, descending in order of Nσlocal,
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while the red dashed lines denote the LEE-corrected Nσglobal thresholds, defined by:

Nσglobal = LcorrNσlocal. (6.9)

Given the lack of significant p-value fluctuations, there is no evidence of signal in either

of the background-only data samples, as expected. This indicates that the significance

calculation is sufficiently conservative to mitigate the risk of false signals. Additionally,

the level of fluctuations are not so insignificant that the approach appears to be overly

conservative, minimizing any potential signals. The next section tests the significance

calculation by injecting the data with MC-generated signals, ensuring that the search

remains sensitive.
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Figure 6.7: Demonstration of local p-value calculation results using control region data. Lo-
cal significance thresholds are shown by black dashed lines, and global significance thresh-
olds are shown in red. (a) shows preliminary 10% data SR, and (b) shows 100% CR data.
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6.2.0.1 MC Signal Injection Studies

In order to validate the background estimation and significance calculation meth-

ods with signal present, MC simulated signals with a specified mass and ϵ were injected

into the 10% data SR, before applying the high-zcuts. The injected events were then re-

weighted according to the expected signal calculation given by Equation (5.17) to mimic

real signal in the data. Figure 6.8(a) demonstrates the observed number of events and esti-

mated background in each search window after injecting 120 MC-signal events at 64MeV,

with ϵ2 = 6 × 10−6 into 10% The injected signal is observed as a Gaussian peak of ap-

proximately 21 events centered in the 64MeV search window. Adjacent to the signal peak,

the mass sideband background is significantly overestimated. However, this feature is in-

herent to the method, and is not a cause for concern. In the presence of real signal, the

background in the signal adjacent sidebands is necessarily overestimated because the sig-

nal window with excess events serves as one of their sidebands. This feature is acceptable

because it only occurs in the presence of a large signal, in which case the estimate in the

sidebands is much less interesting.

Figure 6.8(b) shows the local p-values for various amounts of injected signal at

the same mass and ϵ., where the significance of the p-value fluctuations increases with the

number of signal as expected. The error bars in the figure are related to the number of

toy MC experiments used to build the background-only test statistics distribution used to

calculate the p-value in Equation (6.7). The result shown here is only meant to visually

represent the expected response, thus a significantly smaller number of toys were thrown

than are used in the final analysis, hence the large error bars.
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(a) Expected Background and Observed Events with MC-Injected Signal.
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Figure 6.8: Expected background and local p-value for 10% data SR with MC-injected
signal. (a) Background estimate and observed events with 120 signal events injected at
64MeV and ϵ2 = 6 × 10−6. (b) P-value for varying injected signal amounts, showing
increasing significance with more injected signals. Error bars represent the number of toy
MC trials.
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6.2.0.2 Search Window Optimization Using MC-Signal Injections

The final search window size and tight selection were informed by studying their

impact on the expected data significance with MC-signal injected. Figure 6.9 illustrates

two examples of MC-signal injected local p-values for 10% data as a function of the search

window size. Each bin represents an independent test, where the signal was injected into

the mass bin. The signal magnitude was scaled to five times the expected signal to illustrate

a broad range of p-values. The significance remains relatively constant for search window

sizes between ± (1− 3)σm, regardless of mass and ϵ. Based on these results and the studies

of the background estimation, the search window size for the final analysis is chosen to be

±1.5σm, corresponding to an 86.6% signal efficiency.
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(a) Local p-values for MC-injected signal.

(b) Local p-values for MC-injected signal for different ϵ2.

Figure 6.9: Local p-values for 10% data with MC-injected signal, shown as a function of
search window size, with the expected signal rate scaled up by a factor of five for better
visibility. The signal is calculated for each mass independently using (a) ϵ2 = 3e−6 and
(b) ϵ2 = 1.58e−6. The mass sideband width is fixed at 4σm. The results show the effect of
varying the search window size on local p-values.
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6.2.0.3 y0min Optimization Using MC-Signal Injections

The MC-signal injection studies were also used to test the impact of tightening

the y0min cut on the expected significance to determine if the cut can be further tightened

to protect against statistical fluctuations in the background that might harm the ability to

exclude signal if none is found. The overall shape of the y0min cut was previously optimized

as a function of mass in Section 5.2.2.6. This shape is tightened/loosened by applying an

additive “y0min cut modifier” (in mm). Figure 6.10 shows the 10% data MC-signal injected

local p-values as a function of the y0min cut modifier on the y-axis for two different values

of ϵ2. Again, the signal rate has been scaled up to produce a more dynamic result, this time

by a factor of two. Loosening the cut ultimately reduces the signal sensitivity, particularly

for masses greater than 75MeV. However, slightly tightening the cut has a minimal impact

on the significance.

Figure 5.35(b) demonstrates how tightening the y0min cut by as little as +0.1mm

significantly reduces the background rate to 0-2 events in each search window (in 10%

data). This minimal tightening roughy maintains the nominal expected sensitivity while

providing a buffer against large statistical fluctuations in the full data set, leading to a

more conservative result. Thus, the ZBi optimized y0min cut is tightened for all masses by

+0.1mm. This change was already introduced during the y0min optimization description

at the end of Section 5.2.2.6, and was included in the tight selection summary given in

Table 5.5.
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(a) Remaining background rate in 10% data.

(b) Local p-value for MC-signal injected 10% data.

Figure 6.10: Local p-values for 10% data with MC-injected signal, shown as a function of
y0min cut modifier, with the expected signal rate scaled up by a factor of two for better
visibility. The signal is calculated for each mass independently using (a) ϵ2 = 6e−6 and
(b) ϵ2 = 1.58e−6. The mass sideband width is fixed at 4σm. The results show that slightly
tightening the cut does not significantly impact data significance.
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Figure 6.11: Background rate as a function of y0min cut modifier for 10% data. Slightly
tightening the cut significantly reduces the expected background.
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6.3 Setting Limits Using the Optimum Interval Method

If no evidence of signal is found in the data, the Optimum Interval Method

(OIM) [69] can be used to set upper limits on the A′ mass and coupling strength ϵ. The

OIM is an extension of the “Maximum Gap Method” developed to set limits on dark mat-

ter experiments where the expected signal rate is small, the signal shape is known in one

dimension, and there is a small unknown background source, well suited to this analysis.

The signal shape for a specified mass in reconstructed vertex z is defined as:

S(mA′ , ϵ, z) = ϵbin
∑
i

(
BR(ρD)fρD(ϵ, ztruth,i) +BR(ϕD)fϕD

(ϵ, ztruth,i)

)
· δ(z− zi), (6.10)

where:

• ϵbin represents the signal efficiency due to the search window size,

• BR(ρD, ϕD) is the branching ratio for A′ → ρD, ϕD + πD,

• fρD,ϕD
(ϵ, ztruth,i) is the acceptance times efficiency for ρD and ϕD (with all selections

applied), as a function of the true vertex z, defined in Equation (5.16).

The Maximum Gap Method compares the data reconstructed vertex z distribution

with the expected signal shape and searches for the maximum gap X between any two events

in data, where

X = max

(∫ zi+1

zi

S(mA′ , ϵ, z)) dz

)
. (6.11)

The region between the two events that create the maximum gap corresponds to the zero-

background signal region with the highest normalized expected signal rate. OIM uses the

same maximum gap test, but performs the test k times, each time allowing for k events in
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the maximum gap, and sets the limit at the smallest value of µ that is rejected with 90%

confidence for all k. The data in reconstructed z is transformed to a normalized uniform

distribution according to the signal shape by

xi =

∫ ∞

−∞
S(mA′ , ϵ, z) dz −

∫ ∞

−zi

S(mA′ , ϵ, z) dz, (6.12)

and the maximum gap size, with k events in the gap, is defined as

X(k) = xi+k+1 − xi. (6.13)

After transforming the data, the confidence level for excluding the expected signal with

mean µ can be calculated using toy MC simulations.

The expected distribution of maximum gaps, assuming the signal hypothesis µ

is true, denoted as f(X(k)|µ), is constructed by generating n ttoy experiments each with

m events. Here, m is sampled from a Poisson with mean µ, and each event is uniformly

distributed between 0 and 1. The maximum gap for each trial is computed using Equa-

tion (6.13). The signal rate µ is rejected with the maximum achieved confidence level for

all values of k, given by:

Ck =

∫ 1
X(k)data

f(X(k)|µ) dX(k)∫ 1
0 f(X(k)|µ) dX(k)

(6.14)
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6.4 Displaced Vertex Search Results

This section presents the results of the HPS SIMPs displaced vertex search, in the

L1L1 hit-category, using the full 2016 Engineering Run data (10 703.81 nb−1). The top of

Figure 6.12 compares the estimated background with the observed number of events in each

search window, with all selections applied. The corresponding p-values are displayed in the

bottom plot of the figure. Overall, the background estimation successfully describes the

observed number of events, with a few insignificant fluctuations present across the search

windows. Between ∼ 85MeV to 110MeV the background is systematically overestimated

due to the poor mass resolution, approximately 4MeV, which results in the mass sidebands

extending into regions of higher background. The maximum global significance of the data

is approximately 0.9σ, within the 119MeV search window. These results do not indicate

any significant evidence of SIMP signal in the 2016 data set.

Given the lack of evidence for signal, OIM was used to set a 90% confidence

upper limit on the SIMP signal rate as a function of mA′ (rather than mVD
) and ϵ. The

following results are presented before applying systematic uncertainties to the expected

signal calculation. The final results with systematics included are presented in the next

section. The expected signal rate is shown in Figure 6.13, along with the 90% upper limit

on the signal rate calculated using Optimum Interval Method (OIM). The 90% upper limit

exclusion contour in the mA′ , ϵ parameter space is presented in Figure 6.14. The SIMPs

signal hypothesis is excluded with 90% confidence where the ratio of the expected signal

rate to the OIM-calculated upper limit is greater than or equal to 1.0, indicated by the red

contour. Lastly, Figure 6.15 places the preliminary exclusion contour, without systematics
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Figure 6.12: Search results for 100% data in the SR after applying all final selections.
(Top) Expected background (blue) and observed number of events (black) versus invariant
mass search window size. (Bottom) Local p-values for each search window. The black
dashed lines denote local significance thresholds, while the red dashed lines indicate global
significance thresholds corrected for the LEE. The maximum global significance observed
is 0.9σ at 119MeV, with no significant evidence for signal found in the data.

included, on the plot of existing SIMP constraints for mπD/fπD = 4π with dark vector

visible decays restricted to two-body processes.
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(a) Preliminary expected signal rate for 100% data.

(b) 90% upper limit on the signal rate.

Figure 6.13: Preliminary expected signal rate (top) and 90% upper limit on the signal
rate (bottom) for 100% data. These results are presented before applying systematic
uncertainties. (a) shows the expected signal rate, while (b) presents the 90% confidence
upper limit calculated using OIM.
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Figure 6.14: Preliminary (no systematics) 90% confidence upper limit exclusion contour in
the mA′ , ϵ parameter space for 100% data. The exclusion contour (red) indicates regions
where the ratio of the expected signal rate to the OIM-calculated upper limit is greater
than or equal to 1.0, thus excluding the SIMPs signal hypothesis with 90% confidence.
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Figure 6.15: Preliminary 90% confidence exclusion contour for 100% data without includ-
ing systematic uncertainties. The results are plotted against existing SIMP constraints for
mπD/fπD = 4π, with dark vector visible decays restricted to two-body processes.
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6.5 Systematic Uncertainties

The most significant expected contributions to the systematic uncertainty on the

expected signal are discussed in this section.

6.5.1 MC Cross Section Uncertainty

The radiative fraction in Equation (5.8) is calculated purely using different MC

samples, therefore the uncertainties in the MC cross sections will propagate into the ra-

diative fraction. The radiative fraction in this analysis uses the same MC background

generator level samples used in the 2016 A′ analyses, so the cross section uncertainties

are identical. The uncertainty in the radiative trident cross section is approximately 1%,

while the uncertainty in the tritrig cross section is significantly less than 1%. In contrast,

the uncertainty for the WAB cross section is approximately 19.8% [68]. WABs constitute

approximately 31.14% of the background rate, which translates to a 6.2% uncertainty on

the radiative fraction denominator. If the radiative trident cross section uncertainty is

taken to be 1%, the total uncertainty on the radiative fraction is 6.28%. This uncertainty

on the radiative fraction is rounded up to 7% . Additionally, the systematic uncertainty

on the radiative acceptance due to the cross section uncertainty is taken to be 1%.

6.5.2 Preselection Systematics

The preselection cuts summarized in Table 5.2 can result in different efficiencies

between MC background and data, as illustrated in Table 5.3. The discrepancies in the

cut efficiencies between MC and data reflect systematic uncertainties in the MC-based

radiative acceptance term (Equation (5.10)) and signal acceptance-times-efficiency term
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(Equation (5.14)), which impact the expected signal rate in Equation (5.17). The pre-

selection efficiencies for MC tridents and MC signal are nearly identical to first order.

Consequently, due to the inverse relationship between radiative acceptance and signal ac-

ceptance times efficiency, these systematic uncertainties largely cancel out. Additionally,

the radiative fraction defined in Equation (5.8) is calculated using the ratio of preselection

MC radiative tridents to preselection MC background, thus the preselection systematics

also cancel for the radiative fraction term. The higher order systematic uncertainties are

negligible compared to the uncertainty on the MC cross sections used to calculate the

radiative fraction, and thus are not included.

6.5.3 Detector Misalignment

The MC simulations used to calculate the radiative trident and signal accep-

tance assume a perfectly aligned SVT detector. In reality, however, the alignment of the

SVT, which consists of two separate volumes of six independently mounted silicon sensor

modules, is not perfect. Thus, the discrepancy between the assumed detector alignment

and the true physical alignment results in a systematic uncertainty on the detector accep-

tance in MC simulations, and must be accounted for in the final expected signal given by

Equation (5.17). While the radiative fraction does not depend on the detector alignment

because it is scaled to the reconstructed background rate in data, the radiative acceptance

and the signal acceptance are impacted. The types of misalignments that primarily impact

the acceptance are translations of the silicon sensors along the measurement direction (y

in detector coordinates), translations along the beam direction (z), and rotations of the

sensors about their normal. An initial mechanical survey on the SVT defines the sensor
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positions with a precision of 50 µm to 100 µm. This alignment is then refined offline using

reconstructed tracks.

As described in Section 4.5, elastically scattered full-energy electrons and re-

constructed Moller events provide standard candles for measuring the detector mass and

momentum resolution. These events are also useful for validating the detector alignment by

matching the reconstructed full-energy electron peak with the beam energy at 2.3GeV, and

aligning the reconstructed Moller peak with the predicted value of 48.45MeV. The level

of agreement between these predicted and reconstructed values, as shown in Section 4.5,

demonstrates the proper alignment of the 2016 SVT detector.

In order to estimate the systematic uncertainty associated with reasonable un-

certainties in this alignment, MC radiative tridents and SIMP signals, without electron

beam background mixing, were produced using an intentionally misaligned version of the

the detector geometry relative to the nominal geometry used in reconstruction. The silicon

sensors were randomly misaligned via translations perpendicular to the silicon strips (Tu)

and rotations around the sensor normal (Rw). The Tu (Rw) misalignments were generated

by drawing random samples from a Gaussian distribution with µ = 0 and σTu = 10 µm

(σRw = 0.5mrad).

Figure 6.16 compares the radiative trident Psum distributions between the nom-

inal detector geometry and the misaligned version. The observed shift in the radiative

peak near 2.3GeV is significantly larger than any reasonable misalignment would produce,

indicating that the misalignment factors are too large. In addition, the track and ver-

tex chi-squared numbers were significantly increased, leading to a massive artificial loss in

selection efficiency. Based on these observations, this version of the misaligned detector
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is unrealistic and not valid. However, there was not enough time to generate new MC

samples using more appropriate misalignment factors, so this study is completed here with

this overly-misaligned detector in anticipation of forthcoming results.

Figure 6.16: Comparison of radiative trident Psum distributions between the nominal
detector geometry and a misaligned version. The significant shift in the radiative peak
near 2.3GeV, in addition to degraded track and vertex chi-squared values, indicates that
the misalignment factors are too extreme.

The change in the radiative acceptance between the nominal and misaligned de-

tector using radiative trident MC with no beam mixing is shown in Figure 6.17. If the

assumed detector geometry used in the MC simulations has a smaller radiative trident

acceptance than the real detector, the radiative acceptance term measured using MC is

underestimated. Since this term is in the denominator of the expected signal calcula-

tion, this leads to overestimating the expected signal rate in data. However, the loss in

acceptance also impacts the signal acceptance in the numerator of the expected signal
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calculation, so the alignment induced effects are expected to cancel to some degree.

Section 6.5.3 demonstrates the change in the expected signal rate associated with

the alignment uncertainty, showing the ratio between the misaligned and nominal detector.

The radiative acceptance used to calculate the expected signal in each case is taken from

the corresponding 7th-order polynomial fits shown in Figure 6.16, with the MC signal

simulated in 10MeV intervals. Theoretically, the ratios presented would be applied to the

final expected signal rate as a function of mass and ϵ. However, again, this misaligned

detector is severely misaligned and does not reflect the expected systematic uncertainty,

and an improved version is currently being processed.

6.5.4 Target Position Uncertainty

The target position, defined as −4.3mm along the ẑ direction in detector coor-

dinates, is known with an uncertainty of ±0.5mm. This uncertainty contributes to the

systematic uncertainty on the expected signal rate due to its effect on the acceptance for

both signal and radiative tridents. To account for this, MC simulations of radiative tri-

dents and signal events were generated for two alternative target positions at −4.8mm and

−3.8mm, corresponding to the uncertainty.

6.5.4.1 Radiative Acceptance

Section 6.5.4.1 shows the comparison between these two alternative target posi-

tions relative to the nominal position at −4.3mm. For each case, the radiative acceptance

was calculated and fitted with a 7-th order polynomial, as shown in the top part of the

figure. The discrepancy between each off-nominal target position and the nominal position
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Figure 6.17: Comparison of radiative acceptance (no beam) between the nominal and
misaligned detectors. (Top) Shows the radiative acceptance, fitted with a 7th-order poly-
nomial, for both the nominal (black) and misaligned (red) detectors. (Bottom) Shows the
ratio of radiative acceptance for the misaligned detector to the nominal detector. If this
ratio is less than one, it indicates a need to apply a systematic uncertainty to the expected
signal.

was evaluated by calculating the ratio of the off-nominal fit function to the nominal fit.

Between 50MeV to 175MeV, the radiative acceptance is higher for the off-nominal target

positions compare to the nominal. Beyond 175MeV, the acceptance drops to around 85%,
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Figure 6.18: Ratios of the expected signal rate between the nominal and misaligned detec-
tors, where the expected signal for each case is calculated using the radiative acceptance fits
in Figure 6.17. The ratio represents the systematic uncertainty in each bin, where values
less than one are applied to the expected signal. However, this version of the misaligned
detector is known to be too extreme, and these results are not valid.

although the fits in this region are less reliable due to low statistics in the off-nominal

simulations. If the true target position were one of the off-nominal values, the actual ac-

ceptance would be higher than assumed in the nominal radiative acceptance. Since the

expected signal is inversely proportional to the radiative acceptance, this means that the

nominal calculation would overestimate the signal rate. Thus, the mass-dependent ratio of

the fitted off-nominal acceptance to the nominal acceptance is used to measure this overes-

timation. The maximum of the two ratios at each mass is used to calculate the systematic

uncertainty, defined by:

σtarget z(mA′) = 1− 1

max
(
r−(mA′), r+(mA′)

) (6.15)

225



Figure 6.19: Comparison of the radiative acceptance (with beam) between the nominal and
shifted target positions. (Top) Shows the radiative acceptance, fit with a 7th-order poly-
nomial, for the nominal target position at −4.3mm (black), −4.8mm (red), and −3.8mm
(blue). (Bottom) illustrates the ratios of the radiative acceptance between the off-nominal
and nominal target positions. Ratios greater than one indicate the need to apply a sys-
tematic uncertainty.

6.5.4.2 Signal Acceptance

Figure 6.20(a) shows the ratio of the expected signal rate between the two off-

nominal targets as a function of mA′ and log ϵ2, representing a conservative measurement

of the systematic uncertainty of the signal acceptance resulting from the target position

uncertainty. The analysis only excludes SIMPs in the parameter space within −6.2 <

log ϵ2 < −4.7, so the systematic uncertainty measurement only considers the results in

this region. Figure 6.20(b) shows the minimum ratios across all values of log ϵ2 for each
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MC-signal mass. The minimum ratio is taken to ensure a conservative estimate of the

systematic uncertainty. The ratios are fitted with a 4th-order polynomial, parameterizing

the uncertainty as a function of mass. If the fit value is greater than one, the systematic

uncertainty is set to zero, since it represents underestimating the signal in the analysis.
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(a) Ratios of expected signal between off-nominal targets.

(b) Minimum ratios fit with a 4th-order polynomial

Figure 6.20: Signal acceptance systematic uncertainty due to the target position uncer-
tainty. (a) Shows the ratio of the expected signal rate between the two off-nominal targets
(−4.8mm and −3.8mm. (b) Shows the minimum ratios for each mass bin in the log ϵ2

range fitted with a 4th-order polynomial as a function of mass.
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6.5.5 High-z Cuts

Since the signal selection efficiency is estimate using MC simulations, any dif-

ferences in the high-zcut efficiencies between MC background and data can result in a

systematic uncertainty on the expected signal.

6.5.5.1 Target Projected Vertex Significance Systematic (NσV0proj
)

The first high-zcut, NσV0proj , projects vertices back to the target and measures

their level of significance relative to the fitted beamspot, which differs between MC and

data. In particular, the MC beamspot is significantly narrower in both x and y compared

to data, as shown in Section 5.2.2.4. The impact of these differences on the relative

efficiency is minimized by cutting on the significance relative to the fit. However, since

the vertices are projected back to the target location in zvtx using the reconstructed vertex

momentum, differences are still observed. Figure 6.21(a) compares the MC background

and data efficiency for the NσV0proj < 2.0 selection, showing a 5% lower efficiency in the

MC background compared to data. Since the efficiency is lower in MC than data, this

difference does not contribute to the systematic uncertainty on the expected signal rate,

as the signal rate is already being underestimated using MC simulations. In case the

NσV0proj cut efficiency is a function of Psum, the MC background and data efficiencies

were also compared in the CR at high Psum, shown in Figure 6.21(b). The cut efficiencies

in this region agree to within 2%, but the MC efficiency is still lower than data. Given

these results, no systematic uncertainty associated with the NσV0proj cut is applied to the

expected signal rate.
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(a) Low momentum signal region.

(b) High momentum control region.

Figure 6.21: Comparison of the target projected vertex significance distribution between
MC background and data. (a) Shows the distribution in the signal region, and (b) shows
the high momentum control region. The MC background cut efficiency is lower than data
and does not introduce a systematic uncertainty.
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6.5.5.2 Minimum Track Vertical Impact Parameter Systematic (y0)

There is a potential systematic uncertainty associated with the y0min cut due to

differences between the y0 distributions in MC simulated signal and data. There are no

displaced events in data that can be used to compare with the displaced MC signal. Instead,

the uncertainty is estimated by comparing data with MC background. Section 6.5.5.2

shows the normalized y0 distributions for data and MC background fitted with a Gaussian

function to measure the y0 resolutions. The MC background resolution is almost 8%

narrower than data, which could result in an overestimate of the expected signal efficiency

using MC simulations. This discrepancy is accounted for by calculating a y0 smearing

factor that aligns the MC background resolution with data, calculated using:

σsmear =
√
σ2
data − σ2

MC bkg. (6.16)

After applying the smearing factor, the MC background fitted resolution is within 2% of

the data, as shown in the bottom of Section 6.5.5.2, demonstrating the effectiveness of the

smearing factor. Meanwhile, the signal efficiency changed by much less than 1% for all

masses. Therefore, the systematic uncertainty associated with the different y0 resolutions

in MC simulations and data is negligible, and not included.

6.5.6 MC Mass Resolution

If the MC-derived signal mass resolution was narrower than it actually is in data,

the signal efficiency in the invariant mass search windows would be overestimated, resulting

in an inflated expected signal. The difference in the mass resolution between MC simu-

lations and data was calculated by fitting the reconstructed Moller peak for using MC
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Figure 6.22: Comparison of the track vertical impact parameter distribution (y0) between
MC background and data. (Top) 10% Data. (Bottom) MC background. The distributions
are fitted with Gaussian functions to compare y0 resolutions, slightly higher for the MC
background. This introduces a systematic uncertainty on the y0min cut.
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Figure 6.23: Comparison of the track vertical impact parameter distribution (y0) between
MC background and data after smearing the MC to match data. (Top) 10% Data. (Bot-
tom) Smeared MC background.
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and data, as shown in Section 4.5. The mass resolution for data Mollers was measured to

be 2.54MeV, compared to 2.32MeV for MC, thus the MC mass resolution is 8.7% higher

(better) than data. This discrepancy is corrected for by calculating the change in the signal

efficiency assuming the degraded mass resolution, resulting in a systematic uncertainty of

4.3%.

6.5.7 Result Including Systematics Uncertainties

Figure 6.24(a) presents a summary of the partial systematic uncertainties on the

expected signal rate as a function of mass. Note that systematic uncertainties related to

the detector misalignment are not yet included, but will be incorporated in the near future.

Figure 6.24(b) shows the expected signal rate, reweighted to account for the systematics

thus far included. The updated exclusion contour, derived by calculating the ratio be-

tween the reweighted signal and the OIM-calculated upper limits discussed in Section 6.4,

is shown in Figure 6.25(a). The exclusion contours before and after accounting for system-

atic uncertainties are compared in Figure 6.25(b), demonstrating a slight reduction in the

exclusion.

Finally, Figure 6.26 places the preliminary exclusion contour, with the partial

set of systematic uncertainties included, on the plot of existing SIMP constraints for

mπD/fπD = 4π with dark vector visible decays restricted to two-body processes.
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(a) Summary of systematic uncertainties on the expected signal rate.

(b) Preliminary expected signal rate for 100% data.

Figure 6.24: Overview of the partial systematic uncertainties and their impact on the
expected signal rate. (A) Shows a summary of the uncertainties as a function of mass. (B)
Shows the expected signal rate with the uncertainties included. The detector misalignment
uncertainty is not yet included in the result.
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(a)

(b) 90% upper limit on the signal rate.

Figure 6.25: Preliminary 90% confidence exclusion with partial systematic uncertainties
on the expected signal rate included–the detector misalignment contribution is not yet
included. (a) Shows the updated contour, while (b) compares the contours before (yellow)
and after (red) including the uncertainties.
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Figure 6.26: Preliminary 90% confidence exclusion contour for 100% data after accounting
for most of the systematic uncertainties on the expected signal. The results are plotted
against existing SIMP constraints for mπD/fπD = 4π, with dark vector visible decays
restricted to two-body processes.
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Chapter 7

Conclusion

The Heavy Photon Search (HPS) is a fixed target experiment hosted at the

Thomas Jefferson National Lab designed to search for heavy photon (A′) hidden sector

(HS), also referred to as “dark” sectors. The A′ arises from an additional U(1)D Abelian

gauge symmetry, kinetically mixing with the SM photon and providing a portal into the

HS. The A′ framework accommodates sub-GeV thermal-relic Dark Matter (DM) and in-

troduces new mechanisms allowing DM self-interactions compatible with cosmological and

astrophysical observations. This dissertation focused on a specific extension of the minimal

A′ HS including Strongly-Interacting Massive Particles (SIMPs) arising from an additional

QCD-like spontaneously broken SU(3)D symmetry. The SIMP HS contains dark vector

mesons (VD) and dark pions (πD), analogous to the SM, where the dark pions make up

dark matter. These HS particles introduce new thermal DM freeze-out mechanisms through

3πD → 2πD annihilations and dark vector semi-annihilation to the SM through a virtual

A′.

The HPS SIMP search utilizes a continuous electron beam incident on a thin
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tungsten foil to generate heavy photons at the target that can promptly decay to HS

mesons through the process A′ → πDVD. While the πD are invisible, the VD are naturally

long-lived and visibly decay to an e+e− pair (for mVD
< 2mµ). HPS searches for these

visible decays utilizing a compact, forward acceptance spectrometer for masses between

10MeV to 220MeV and kinetic mixing strength ϵ2 ∼ 10−2 − 10−10. For large values of

ϵ2, HPS can conduct a mass resonance search for VDs over the prompt QED background.

For VDs with longer lifetimes (smaller values of ϵ2), HPS uses a displaced vertex search to

identify signal downstream of the target, beyond the prompt QED background.

This dissertation detailed the results of the SIMPs displaced vertex search using

the 2016 Engineering Run luminosity (10 753 nb−1). The search focused on the VD mass

range between 30MeV to 124MeV, where the signal was expected to be most significant.

Utilizing both MC simulations and data, a series of selection stages were developed to cre-

ate a sample of high-quality reconstructed background events used to calibrate the analysis,

optimize the signal region, and interpret the search results. The strongest evidence for sig-

nal was observed as a local p-value of 0.01317 at m′
A = 119MeV, corresponding to a global

significance of 0.9σ. Although the search did not find evidence of a signal, it successfully set

a 90% confidence upper limit across a broad range of the mA′ , ϵ parameter space. Not only

does this analysis contribute to constraints on SIMP hidden sector models by reinforcing

existing constraints derived from different signals, it utilized a new approach to the HPS

displaced vertex search that could drive currently developing minimal A′ searches using

the 2019 and 2021 HPS data sets, making them even more competitive. These findings

also motivate further investigation into the L1L2 and L2L2 analysis hit-categories in the

2016 Engineering Data, which could enhance sensitivity to longer-lived dark vectors and

239



extend the limits established here into ground-breaking territory. Lastly, this analysis have

motivated HPS to make SIMP searches a standard part of data analysis going forward,

and these results will be greatly extended into new territory by the 2019 and 2021 data

sets.
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Appendix A

Binomial Significance (ZBi)

The binomial significance of a given signal search window is calculated using the

method described in [70], which performs a frequentist background-only hypothesis test

for a Poisson process that can be separated into an “on” (signal+background) and “off”

(background only) region. The result is only valid when the background in the signal region

is small, but non-zero.

The “off” region consists of a reconstructed and selected background sample in

the signal region, where noff events are observed from a Poisson process with mean µoff.

The “on” region consists of the expected signal count nsig, and the expected background

nbkg in the “on” region, where non events are observed from a Poisson process with mean

µon = µsignal + µbackground.

Under the null hypothesis H0, when µsignal = 0, the ratio of the expected Poisson

means of the “off” and ”on” regions is λ = µoff/µon = µoff/µbackground = τ . The background

rate in the “on” region is estimated using events in the “off” region, where τ is the ratio

of the background between the two regions.
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The null hypothesis test is constructed using the ratio of Poisson means in the

“off” and “on” regions, where events in non and noff are observed from two separate Poisson

probabilities with unknown means µon, and µoff, respectively.

The joint probability distribution for observing non and noff events is the product

of the individual Poisson probabilities,

P (non, noff) =
e−µonµnon

on

non!
∗
e−µoffµnoff

off

noff!
. (A.1)

This join probability distribution can be rewritten as the probability for observing

ntotal events,

P (non, noff) =
e−(µon+µoff)(µon + µoff)

ntot

ntot!
, (A.2)

and the conditional binomial probability of observing non events, given ntotal observations,

where the probability of successfully observing an non event is ρ = λ = µon/µtot = 1/(1+λ),

is

ntot!

non!(ntot − non)!
(1/1 + λ))non(1− (1/1 + λ))(ntot−non), (A.3)

The probability distribution used to test H0 is therefore

P (non, noff) =
e−(µon+µoff)(µon + µoff)

ntot

ntot!
∗ ntot!

non!(ntot − non)!
(1/1+λ))non(1−(1/1+λ))(ntot−non),

(A.4)

or more simply,

= P (ntotal;µtotal)P (non|ntotal; 1/(1 + λ)). (A.5)

All of the information about the ratio of Poisson means λ, and therefore the

null hypothesis where λ = τ , is contained in the conditional binomial probability term

P (non|ntotal; 1/(1 + λ)). H0 is tested with a standard one-tailed binomial p-value test,
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pBi =
∑ntot

j=non
P (j|ntot; 1/(1 + τ), which is evaluated using the ratio of incomplete and

complete beta functions [70]

pBi = B(1/(1 + τ), non, 1 + noff)/B(non, 1 + noff), (A.6)

and then convert pBi to a binomial significance (ZBi) using

ZBi =
√
2erf−1(1− 2pBi). (A.7)
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Appendix A

Preselection Cutflow

Figures A.1-A.6 show the impact of each individual preselection cut on the in-

variant mass for data and all MC samples. Of particular note, the vertex quality cut

dramatically reduces the WABs rate in the bulk of its mass distribution. Figure A.11

Figures A.11-A.12 show the N-1 vertex z distributions, where again it is shown

that the vertex quality cut contributes most to reducing the high-z tails in the background,

specifically the WABs high-z tails, as shown in Figure A.9.

The invariant mass distributions for data and MC are shown as a function of

the ordered preselection cuts in Figures A.13-A.16, the vertex z position distributions are

shown in Figures A.17-A.20, and the track momentum sum distributions are shown in

Figures A.21-A.24.
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Figure A.1: 10% Data Sample Invariant Mass distribution as a function of preselection
N-1 cuts. Each entry in the legend corresponds to all preselection cuts applied, except for
the cut listed.

Figure A.2: Tritrig+WAB+Beam MC Invariant Mass distribution as a function of pres-
election N-1 cuts. Each entry in the legend corresponds to all preselection cuts applied,
except for the cut listed.
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Figure A.3: Tritrig+Beam MC Invariant Mass distribution as a function of preselection
N-1 cuts. Each entry in the legend corresponds to all preselection cuts applied, except for
the cut listed.

Figure A.4: WAB+Beam MC Invariant Mass distribution as a function of preselection N-1
cuts. Each entry in the legend corresponds to all preselection cuts applied, except for the
cut listed.
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Figure A.5: 40MeV Signal MC Invariant Mass distribution as a function of preselection
N-1 cuts. Each entry in the legend corresponds to all preselection cuts applied, except for
the cut listed.

Figure A.6: 100MeV Signal MC Invariant Mass distribution as a function of preselection
N-1 cuts. Each entry in the legend corresponds to all preselection cuts applied, except for
the cut listed.
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Figure A.7: Tritrig+WAB+Beam Vertex Z distribution as a function of preselection N-1
cuts. Each entry in the legend corresponds to all preselection cuts applied, except for the
cut listed.

Figure A.8: Tritrig+Beam Vertex Z distribution as a function of preselection N-1 cuts.
Each entry in the legend corresponds to all preselection cuts applied, except for the cut
listed.
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Figure A.9: WAB+Beam Vertex Z distribution as a function of preselection N-1 cuts. Each
entry in the legend corresponds to all preselection cuts applied, except for the cut listed.

Figure A.10: 40MeV Signal MC Vertex Z distribution as a function of preselection N-1
cuts. Each entry in the legend corresponds to all preselection cuts applied, except for the
cut listed.
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Figure A.11: Data Sample Vertex Z distribution as a function of preselection N-1
cuts. Each entry in the legend corresponds to all preselection cuts applied, except
for the cut listed.

Figure A.12: Signal MC Vertex Z distribution as a function of preselection N-1
cuts. Each entry in the legend corresponds to all preselection cuts applied, except
for the cut listed.
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Figure A.13: Invariant mass preselection cutflow for the unblinded ∼ 10% data sample.

Figure A.14: Invariant mass preselection cutflow for Tritrig+WAB+Beam MC scaled to
∼ 10% luminosity.
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Figure A.15: Invariant mass preselection cutflow for 40MeV Signal MC, unscaled.

Figure A.16: Invariant mass preselection cutflow for 100MeV Signal MC, unscaled.
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Figure A.17: Vertex z position preselection cutflow for unblinded ∼ 10% data sample.

Figure A.18: Vertex z position preselection cutflow for Tritrig+WAB+Beam MC scaled to
∼ 10% luminosity.
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Figure A.19: Vertex z position preselection cutflow for 40MeV Signal MC, unscaled.

Figure A.20: Vertex z position preselection cutflow for 100MeV Signal MC, unscaled.
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Figure A.21: Reconstructed vertex track momentum sum for unblinded ∼ 10% data
sample.

Figure A.22: Reconstructed vertex track momentum sum for Tritrig+WAB+Beam MC
scaled to ∼ 10% luminosity.
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Figure A.23: Reconstructed vertex track momentum sum for 40MeV Signal MC, unscaled.

Figure A.24: Reconstructed vertex track momentum sum for 100MeV Signal MC, unscaled.
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Figure A.25: Reconstructed vertex z position versus Invariant Mass for the ∼ 10% Data
sample.
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