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Abstract

Noncommutative Distributional Symmetries and Their Related de Finetti Type Theorems

by

Weihua Liu

Doctor of Philosophy in Mathematics

University of California, Berkeley

Professor Dan-Virgil Voiculescu, Chair

The main theme of this thesis is to develop de Finetti type theorems in noncommutative
probability. In noncommutative area, there are independence relations other than classi-
cal independence, e.g. Voiculescu’s free independence, Boolean independence and Muraki’s
monotone independence. Free analogues of de Finetti type theorems were discovered by
Köstler and Speicher and were developed by Banica, Curran and Speicher. Here, we will
define noncommutative distributional symmetries for Boolean and monotone independence
and we will prove de Finetti type theorems for them. These distributional symmetries are
defined via coactions of quantum structures including Woronowicz C∗-algebra and So ltan’s
quantum families of maps. We show that the joint distribution of an infinite sequence of
noncommutative random variables satisfies boolean exchangeability is equivalent to the fact
that the sequence of the random variables is identically distributed and boolean independent
with respect to the conditional expectation onto its tail algebra. Then, we define noncom-
mutative versions of spreadability and show Ryll-Nardzewski type theorems for monotone
independence and boolean independence. We will show that, roughly speaking, an infinite
bilateral sequence of random variables is monotonically(boolean) spreadable if and only if the
variables are identically distributed and monotone(boolean) with respect to the conditional
expectation onto its tail algebra. In the end of this thesis, we will prove general de Finetti
theorems for classical, free and boolean independence. Our general de Finetti theorems work
for non-easy quantum groups, which generalizes a recent work of Banica, Curran and Spe-
icher. For infinite sequences, we determine maximal distributional symmetries which means
the corresponding de Finetti theorem fails if the sequence satisfies more symmetries other
than the maximal one.
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Chapter 1

Introduction

In classical probability, the study of random variables with probabilistic symmetries was
started by the pioneering work of de Finetti on 2-point valued random variables. One of
the most general versions of de Finetti’s work states that an infinite sequence of random
variables, whose joint distribution is invariant under all finite permutations, is conditionally
independent and identically distributed. One can see e.g. [20] for an exposition on the clas-
sical de Finetti theorem for more details. Also, see [18], Hewitt and Savage considered the
probabilistic symmetries of random variables which are distributed on X = E×E×E×· · · ,
where E is a compact Hausdorff space. Later, in [36], an early noncommutative version of
de Finetti theorem was given by Størmer. His work focused on exchangeable states on the
infinite reduced tensor product of C∗-algebras. Roughly speaking, in noncommutative prob-
ability, Størmer studied symmetric states on commuting noncommutative random variables.
Recently, in [22], without the commuting relation, Köstler studied exchangeable sequences
of noncommutative random variables in W ∗-probability spaces with normal faithful states.
In classical probability, if the second moment of a real valued random variable is 0, then
the random variable is 0 a.e.. Faithfulness is a natural generalization of this property in
noncommutative probability, readers are refered to [38]. Köstler showed that exchangeable
sequences of random variables possess some kind of factorization property, but the exchange-
ability does not imply any kind of universal relation. In other words, we can not expect to
determine mixed moments of an exchangeable sequence of random variables in Speicher’s
universal sense [34]. By strengthening “exchangeability” to invariance under certain coac-
tions of the free quantum permutations, in [23], Köstler and Speicher discovered that the
de Finetti theorem has a natural analogue in Voiculescu’s free probability theory(see [38]).
Here, free quantum permutations refer to Wang’s quantum groups As(n) in [41].

Köstler and Speicher’s work starts a systematic study of the probabilistic symmetries on
noncommutative probability theory. Most of the further projects are developed by Banica,
Curran and Speicher, see [2], [9], [8]. They showed their de Finetti type theorems in both of
the classical(commutative) probability theory and the noncommutative probability theory
under the invariance conditions of easy groups and easy quantum groups, respectively. All
these works in noncommutative case were proceeded under the assumption that the state
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of a probability space is faithful. This is a natural assumption in free probability theory,
because in [11], Dykema showed that the free product of a family of W ∗-probability spaces
with normal faithful states is also a W ∗-probability space with a normal faithful state. Thus
the category of W ∗-probability spaces with faithful states is closed under the free product
construction. Since a normal state on W ∗-probability space is not necessarily faithful, one
may need to consider what happens to probability spaces with states which are not faithful.
More specific, what are de Finetti type theorems for noncommutative probability spaces
with normal states which are not necessarily faithful?

Recall that in the noncommutative realm, besides the freeness and the classical indepen-
dence, there are many other kinds of independence relations, e.g. monotone independence
[27], boolean independence [35], type B independence [4] and more recently two-face freeness
for pairs of random variables [39]. All these types of independence are associated with certain
products on probability spaces. Among these products, in [34], Speicher showed that there
are only two universal products on the unital noncommutative probability spaces, namely
the tensor product and the free product. The corresponding independent relations associated
with these two universal products are the classical independence and the free independence.
It was also shown in [34] that there is a unique universal product in the non-unital frame-
work which is called boolean product. This non-unital universal product provides a way
to construct probability spaces with non-faithful states from probability spaces with faithful
states. By modifying the faithfulness, we will consider a more general noncommutative prob-
ability space which is a noncommutative probability space with a non-degenerated state. We
would expect that boolean independence plays the same role in noncommutative probability
spaces with non-degenerated states as the classical independence and the freeness play in
commutative probability spaces and noncommutative probability spaces with faithful states,
respectively. Then, we will prove our de Finetti type theorem for boolean independence.

On the other hand, compared with exchangeability, there is a weaker condition of spread-
ability: (ξ1, ..., ξn) is said to be spreadable if for any k < n, we have

(ξ1, ..., ξk)
d
= (ξl1 , ..., ξlk), ∀1 ≤ l1 < l2 < · · · < lk ≤ n.

An infinite sequence of random variables is said to be spreadable if all its finite subsequences
have this property. In [30], Ryll-Nardzewski showed that de Finetti theorem hold under
the weaker condition of spreadability. Therefore, for infinite sequences of random variables
in classical probability, spreadability is equivalent to exchangeability. The second purpose
of this thesis is to study noncommutative versions of spreadability and extended de Finetti
type theorems associated with them.

Some other objects come into our consideration when we study spreadable sequences of
random objects. It was shown in [27], there are two other universal products in noncommu-
tative probability if people do not require the universal construction to be commutative. We
call the two universal products monotone and anti-monotone product. As tensor product,
free product and boolean product, we can define monotone and anti-monotone independence
associated with monotone and anti-monotone product. Monotone independence and anti-
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monotone independence are essentially the same but with different orders, i.e. if a is mono-
tone with b, then b is anti-monotone with a. For more details on monotone independence,
the reader is referred to [26], [29]. It is well known that a sequence of monotone random
variables is not exchangeable but spreadable. Therefore, there should be a noncommutative
spreadability which can characterize conditionally monotone independence.

We will define noncommutative distributional symmetries in analogue with spreadability
and partial exchangeability. Recall that in [2] [7], noncommutative distributional symme-
tries are defined via invariance conditions associated with certain quantum structures. For
instance, Curran’s quantum spreadability is described by a family of quantum increasing
sequences and their quantum family of maps in sense of Soltan. The family of quantum
increasing sequences are universal C∗-algebras Ai(n, k) generated by the entries of a n × k
matrix which satisfy certain relations R. Following the idea in [Liu1], to construct a boolean
type of spaces of increasing sequences Bi(n, k), we replace the unit partition condition in R by
an invariant projection condition. Recall that in In [14], Franz studied relations between free-
ness, monotone independence and boolean independence via Bożejko, Marek and Speicher’s
two-state free products[5]. In his construction, monotone product is something “between”
free product and boolean product. Thereby, we construct the noncommutative spreadability
for monotone independence by modifying quantum spreadability and our boolean spread-
ability. We will study simple relations between those distributional symmetries, i.e. which
one is stronger.

As the situation for boolean independence, there is no nontrivial pair of monotonically
independent random variables in W ∗-probability spaces with faithful states. Therefore, the
framework we use in this paper is a W ∗-probability space with a non-degenerated normal
state which gives a faithful GNS representation of the probability space. In this framework,
we will see that spreadability is too weak to ensure the existence of a conditional expectation.
Recall that, in W ∗-probability spaces with faithful states, we can define a normal shift on
a unilateral infinite sequence of spreadable random variables. Here, “unilateral”means the
sequence is indexed by natural numbers N. An important property of this shift is that its
norm is one. Therefore, given an operator, we can construct a WOT convergent sequence
of bounded variables via shifts. This is the key step to construct a normal conditional ex-
pectation in previous works. But, in W ∗-probability spaces with non-degenerated normal
states, the unilateral shift of spreadable random variables is not necessarily norm one. An
example is provided in the beginning of section 5.2. Actually, the sequence of random vari-
ables are monotonically spreadable which is an invariance condition stronger than classical
spreadability. Therefore, we can not construct a conditional expectation, for unilateral se-
quences, via shifts under the condition of spreadability. To fix this issue, we will consider
bilateral sequences of random variables instead of unilateral sequences. “bilateral”means
that the sequences are indexed by integers Z. In this framework, we will see that the shift of
spreadable random variables is norm one so that we can define a conditional expectation via
shifts by following Köstler’s construction. Notice that the index set Z has two infinities, i.e.
the positive infinity and the negative infinity. Therefore, we will have two tail algebras with
respect to the two infinities and will define two conditional expectations consequently. We
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denote by E+ the conditional expectation which shifts indices to the positive infinity and
E− the conditional expectation which shifts indices to negative infinity. We will see that
the two tail algebras are subsets of fixed points of the shift and the conditional expectations
may not be extended normally to the whole algebra. In general, the two tail algebras are
different and the conditional expectation may have different properties. Then, we will prove
Ryll-Nardzewski type theorems for boolean and monotone independence.

In [15], Freedman considered rotatable random variables and showed a de Finetti type the-
orem which characterizes conditional central limit law. Recall that exchangeability and ro-
tatability are classical symmetries associate with permutation groups and orthogonal groups.
The quantum analogue of permutation and orthogonal groups were given by Wang in [40,
41]. Following the idea of free de Finetti theorem, in [9], Curran proved a free analogue
of Freedman’s work on quantum rotatability that an infinite sequence of noncommutative
random variables are invariant under quantum orthogonal groups is equivalent to the fact
that the random variables satisfy operator-valued free central limit law(semicircular) and free
with respect to the conditional expectation onto their tail algebra. Later, in [5], both clas-
sical symmetries and quantum symmetries are studied in the “easiness”formalism. Roughly
speaking, those structures are quantum groups associated tensor categories of partitions.
For each n, it was shown that there are six easy groups which are denoted by Sn, On,
Bn, Hn, B′n, S ′n. We will denote the algebras of continuous functions on these groups by
Cs(n), Co(n), Cb(n), Ch(n), Cb′(n), Cs′(n), respectively. In the quantum aspect, for each
n, together with the work of Weber [42], there are seven easy quantum groups which are
denoted by As(n), Ao(n), Ab(n), Ah(n), As′(n), Ab′(n), Ab#(n). All these algebras are gen-
erated by n2 matrix coordinates ui,j’s which satisfy certain relation R. The relations R for
C∗(n) and A∗(n) are suitable such that all these algebras are Hopf algebras in the sense of
Woronowicz[43]. The distributional symmetries associated with Woronowicz’s are defined
via coactions of quantum groups on noncommutative polynomials in the sense of So ltan [31].
Among these symmetries, in [2], Banica, Curran and Speicher studied de Finetti theorems
for Cs(n), Co(n), Cb(n), Ch(n) and As(n), Ao(n), Ab(n), Ah(n). In short, these symme-
tries can characterize independence relations which are classical or free, and can characterize
some special distributions which are symmetric, shifted central limit and centered central
limit laws. One goal of this paper is to study de Finetti theorems for all compact quantum
groups, for classical and free independence, which are either between Cs(n) and Co(n) or
between As(n) and Ao(n).

Recall that Ryll-Nardzewski’s theorem holds under the weaker condition of spreadability.
Therefore, for infinite sequences of random variables, different symmetries may characterize
a same property. Another goal of this paper is to determine that under what conditions the
symmetries characterize a same property for infinite sequences. In our compact quantum
group framework, we will show that there is no characterization other than what Cs(n),
Co(n), Cb(n), Ch(n) and As(n), Ao(n), Ab(n), Ah(n) can characterize. On the other hand,
we will show that these symmetries are maximal which means the corresponding de Finetti
theorem fails if a sequence satisfies more symmetries other than a maximal one.

In [34, 35], it was shown that there is a unique non-unital independence, which is called
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boolean independence, in noncommutative probability. The study of distributional symme-
tries for boolean independence was started in [25]. We constructed a family of quantum
semigroups in analogue of Wang’s quantum permutation groups and defined their coac-
tions on joint distributions of sequences. It was shown that the distributional symmetries
associated those coactions can be used to characterize boolean independence in a proper
framework. In a recent work of Hayase [17], by following the idea of Banica and Speicher,
many distributional symmetries related to boolean independence were constructed via the
category of interval partitions. By using those distributional symmetries, Haysase find de
Finetti theorems for a boolean analogue of easy quantum groups. In this paper, we will
defined quantum semigroups, which are related to boolean independence in analogue of easy
quantum groups via some universal conditions, Bs(n), Bo(n), Bb(n), Bh(n), Bs′(n), Bb′(n).
Our quantum semigroups are quotient algebras of Hayase’s. We do not have maximal dis-
tributional symmetries for boolean independence, but we provide a way to check de Finetti
theorems for some quantum semigroups other than these universal ones. The last topic of
the thesis is to prove a general de Finetti type theorem for all classical, free and boolean
independence.
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Chapter 2

Preliminaries and Notation

2.1 Notation in noncommutative probability

In this section, we recall some necessary definitions and notation in noncommutative prob-
ability. For further details, see texts [23], [28], [3], [38].

Definition 2.1.1. A non-commutative probability space (A, φ) consists of a unital algebra
A and a linear functional φ : A → C. (A, φ) is called a ∗-probability space if A is a ∗-algebra
and φ(xx∗) ≥ 0 for all x ∈ A. (A, φ) is called a W ∗-probability space if A is a W ∗-algebra
and φ is a normal state on it. We say (A, φ) is tracial if

φ(xy) = φ(yx), ∀x, y ∈ A.

The elements of A are called random variables. Let x ∈ A be a random variable, the
distribution of x is a linear functional µx on C[X] such that µx(P ) = φ(P (x)) for all P ∈ C[x],
where C[x] is the set of complex polynomials in one variable.

Note that we do not require the state on W ∗-probability space to be tracial. We will
specify the probability spaces we are concerned with in section 4.1 and section 5.2.

Definition 2.1.2. Let I be an index set. The algebra of noncommutative polynomials in
|I| variables, C〈Xi|i ∈ I〉, is the linear span of 1 and noncommutative monomials of the
form Xk1

i1
Xk2
i2
· · ·Xkn

in
with i1 6= i2 6= · · · 6= in ∈ I and all kj’s are positive integers. For

convenience, we use C〈Xi|i ∈ I〉0 to denote the set of noncommutative polynomials without
a constant term.

Let (xi)i∈I be a family of random variables in a noncommutative probability space (A, φ).
Their joint distribution is a linear functional µ : C〈Xi|i ∈ I〉 → C defined by

µ(Xk1
i1
Xk2
i2
· · ·Xkn

in
) = φ(xk1i1 x

k2
i2
· · ·xknin ),

and µ(1) = 1.
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Remark 2.1.3. In general, the joint distribution depends on the order of the random vari-
ables. For example, let I = {1, 2}, then µx1,x2 may not equal µx2,x1 . According to our
notation, µx1,x2(X1X2) = φ(x1x2), but µx2,x1(X1X2) = φ(x2x1).

Definition 2.1.4. Let (A, φ) be a noncommutative probability space. A family of unital
subalgebras (Ai)i∈I is said to be free if

φ(a1 · · · an) = 0,

whenever ak ∈ Aik , i1 6= i2 6= · · · 6= in and φ(ak) = 0 for all k. Let (xi)i∈I be a family of
random variables and Ai’s be the unital subalgebras generated by xi’s, respectively. We say
the family of random variables (xi)i∈I is free if the family of unital subalgebras (Ai)i∈I is
free.

Definition 2.1.5. Let (A, φ) be a noncommutative probability space. A family of (not
necessarily unital) subalgebras {Ai|i ∈ I} of A are said to be boolean independent if

φ(x1x2 · · ·xn) = φ(x1)φ(x2) · · ·φ(xn)

whenever xk ∈ Aik with i1 6= i2 6= · · · 6= in. The family of subalgebras {Ai|i ∈ I} are said to
be monotonically independent if

φ(x1 · · ·xk−1xkxk+1 · · ·xn) = φ(xk)φ(x1 · · ·xk−1xk+1 · · ·xn)

whenever xj ∈ Aij with i1 6= i2 6= · · · 6= in and ik−1 < ik > ik+1. A set of random variables
{xi ∈ A|i ∈ I} are said to be boolean(monotonically) independent if the family of non-
unital subalgebras Ai, which are generated by xi’s respectively, is boolean(monotonically)
independent.

One refers to [13] for more details on boolean product of random variables. Since the
framework for boolean independence is a non-unital algebra in general, we will not require
our operator valued probability spaces to be unital:

Definition 2.1.6. An operator valued probability space (A,B, E : A → B) consists of an
algebra A, a subalgebra B of A and a B − B bimodule linear map E : A → B i.e.

E[b1ab2] = b1E[a]b2, E[b] = b

for all b1, b2, b ∈ B and a ∈ A. According to the definition in [37], we call E a conditional
expectation from A to B if E is onto, i.e. E[A] = B. The elements of A are called random
variables.

In operator valued free probability theory, A and B are unital and have the same unit
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Definition 2.1.7. Given an algebra B, we denote by B〈X〉 the algebra which is freely gener-
ated by B and the indeterminantX. Let 1X be the identity of C〈X〉, then B〈X〉 is set of linear
combinations of the elements in B and the noncommutative monomials b0Xb1Xb2 · · · bn−1Xbn
where bk ∈ B ∪ {C1X} and n ≥ 0. The elements in B〈X〉 are called B-polynomials. In addi-
tion, B〈X〉0 denotes the subalgebra of B〈X〉 which does not contain a constant term i.e. the
linear span of the noncommutative monomials b0Xb1Xb2 · · · bn−1Xbn where bk ∈ B ∪ {C1X}
and n ≥ 1.

Definition 2.1.8. Given an operator valued probability space (A,B, E : A → B) such
that A and B are unital. A family of unital subalgebras {Ai ⊃ B}i∈I is said to be freely
independent with respect to E if

E[a1 · · · an] = 0,

whenever i1 6= i2 6= · · · 6= in, ak ∈ Aik and E[ak] = 0 for all k. A family of (xi)i∈I is said
to be freely independent over B, if the unital subalgebras {Ai}i∈I which are generated by xi
and B respectively are free, or equivalently

E[p1(xi1)p2(xi2) · · · pn(xin)] = 0,

whenever i1 6= i2 6= · · · 6= in, p1, ..., pn ∈ B〈X〉 and E[pk(xik)] = 0 for all k.
Let {xi}i∈I be a family of random variables in an operator valued probability space (A,B, E :
A → B). A, B are not necessarily unital. {xi}i∈I is said to be boolean independent over B if
for all i1, ..., in ∈ I, with i1 6= i2 6= · · · 6= in and all B-valued polynomials p1, ..., pn ∈ B〈X〉0
we have

E[p1(xi1)p2(xi2) · · · pn(xin)] = E[p1(xi1)]E[p2(xi2)] · · ·E[pn(xin)].

{xi}i∈I are said to be monotonically independent over B if

E[p1(xi1) · · · pk−1(xik−1
)pk(xik)pk+1(xik+1

) · · · pn(xin)]
= E[p1(xi1) · · · pk−1(xik−1

)E[pk(xik)]pk+1(xik+1
) · · · pn(xin)]

,

whenever i1, · · · , in ∈ I, i1 6= i2 6= · · · 6= in, ik−1 < ik > ik+1 and p1, · · · , pn ∈ B〈X〉0.

2.2 Combinatorics in noncommutative probability

All these three independence relations have rich combinatorial theories which we will recall
in the follows. One can see [1, 24, 33] for details.

Definition 2.2.1. Let S be an ordered set:

1. A partition π of a set S is a collection of disjoint, nonempty sets V1, ..., Vr such that
the union of them is S. V1, ..., Vr are blocks of π. The collection of all partitions of S
will be denoted by P (S).
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2. Given two partitions π, σ, we say π ≤ σ if each block of π is contained in a block of σ.

3. A partition π ∈ P (S) is noncrossing if there is no quadruple (s1, s2, r1, r2) such that
s1 < r1 < s2 < r2, s1, s2 ∈ V , r1, r2 ∈ W and V,W are two different blocks of π.

4. A partition π ∈ P (S) is interval if there is no triple (s1, s2, r) such that s1 < r < s2,
s1, s2 ∈ V , r ∈ W and V,W are two different blocks of π.

5. Let i = (i1, ..., ik) be a sequence of indices of I and [k] = {1, ..., k}. We denote by ker
i the element of P ([k]) whose blocks are the equivalence classes of the relation

s ∼ t⇔ is = it

Remark 2.2.2. In this paper, we are interested in S = {1, ..., k} for some k ∈ N. It is easy
to see that interval partitions are noncrossing.

Definition 2.2.3. Let (A, E : A → B) be an operator valued probability space:

1. A B-functional is a n-linear map ρ : An → B such that

ρ(b0a1b1, a2b2, ..., anbn) = b0ρ(a1, b1a2, ..., bn−1an)bn

for all b0, ..., bn ∈ B ∪ {1A}.

2. For k ∈ N, let ρ(k) be a B-functional from Ak to B.

3. If B is commutative. Given π ∈ P (n), we define a B-functional ρ(π) : An → B by the
formula:

ρ(π)(a1, ..., an) =
∏
V ∈π

ρ(V )(a1, ..., an),

where if V = (i1 < i2 < · · · < is) is a block of π then

ρ(V )(a1, ..., an) = ρ(s)(ai1 , ..., ais).

4. Given π ∈ NC(n), then a ρ(π) : An → B can be defined recursively as follows:

ρ(π)(a1, ..., an) = ρ(π\V )(a1, ..., alρ
(s)(al+1,...,al+s), al+s+1, ..., an)

where V = (l + 1, l + 2, ..., l + s) is an interval block of π.

Remark 2.2.4. If B is noncommutative, there is no natural way to compute ρ(π)(a1, ..., an)
for π 6∈ NC(n).

Definition 2.2.5. Let (A,B, E : A → B) be an operator-valued probability space:
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1. If A is commutative, then the operator-valued classical cumulants c
(n)
E : An → B are

defined by the classical moment-cumulant formula:

E[a1 · · · an] =
∑

π∈P (n)

c
(π)
E (a1, ..., an),

for all a1, ..., an ∈ A.

2. The operator-valued free cumulants κ
(k)
E : An → B are defined by the free moment-

cumulant formula:
E[a1 · · · an] =

∑
π∈NC(n)

κ
(π)
E (a1, ..., an),

for all a1, ..., an ∈ A.

3. The operator-valued boolean cumulants b
(k)
E : An → B are defined by the boolean

moment-cumulant formula:

E[a1 · · · an] =
∑
π∈I(n)

b
(π)
E (a1, ..., an),

for all a1, ..., an ∈ A.

Note that all these three types of cumulants can be resolved recursively, e.g.

c
(1)
E (a1) = E[a1]

and
c

(n)
E (a1, ..., an) = E[a1 · · · an]−

∑
π∈P (n),π 6=1n

c
(π)
E (a1, ..., an),

where c
(π)
E (a1, ..., an) depends on c

(k)
E (a1, ..., an) for k = 1, ..., n − 1 if π 6= 1n. The same, to

determine κ
(n)
E and b

(n)
E we just need to replace P (n) by NC(n) and I(n), respectively.

Theorem 2.2.6. Let (A,B, E : A → B) be an operator-valued probability space and (xi)i∈I
be a family of random variables in A:

1. If A is is commutative, then (xi)i∈I are conditionally independent with respect to E iff

c
(n)
E (b0xi1b1, ..., xinbn) = 0,

whenever ik 6= il for some 1 ≤ k, l ≤ n.

2. (xi)i∈I are free independent with respect to E iff

κ
(n)
E (b0xi1b1, ..., xinbn) = 0,

whenever ik 6= il for some 1 ≤ k, l ≤ n.
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3. (xi)i∈I are boolean independent with respect to E iff

b
(n)
E (b0xi1b1, ..., xinbn) = 0,

whenever ik 6= il for some 1 ≤ k, l ≤ n.

Proof. The classical case is well know, the free case is due to Speicher and the scalar boolean
case is due to Lehner. For completeness, we provide a sketch of proof to operator-valued
boolean case:

If ik 6= il for some 1 ≤ k, l ≤ n, then there exists l such that il 6= il+1. Therefore, we have∑
π∈I(n)

b
(π)
E (xi1b1, ..., xinbn) = E[xi1b1, ..., xinbn]

= E[xi1b1, ..., xilbl]E[xil+1
bl+1, ..., xinbn]

=
∑

π1∈I(l)
b

(π1)
E (xi1b1, ..., xilbl)

∑
π2∈I(n−l)

b
(π2)
E (xil+1

bl+1, ..., xinbn)

We see that the coefficient of b
(n
E (xi1b1, ..., xinbn) on the right is 0 which implies that b

(n
E (xi1b1, ..., xinbn) =

0 and vice verse.

Definition 2.2.7. Let (A,B, E : A → B) be an operator-valued probability space. Two
random variables x1, x2 ∈ A are said to be conditionally(free, boolean) i.i.d. respect to E
if they are conditionally(free, boolean) independent and have a same distribution. Suppose
x1, x2 ∈ A are conditionally(free boolean) i.i.d. x1 is said to be symmetric if x1 and −x1 have
a same distribution. x1 is said to be Gaussian (semicircular, Bernoulli) distributed if x1 and
αx1 +βx2 have a same distribution whenever α, β are real numbers such that α2 +β2 = 1. x1

is shifted Gaussian (semicircular, Bernoulli) distributed if x1 − b is Gaussian (semicircular,
Bernoulli) distributed for some b ∈ B.

Remark 2.2.8. Gaussian (semicircular, Bernoulli) distribution in Definition2.2.7 is equiv-
alent to the usual definition which is also equivalent to the following cumulants definition.
In scalar case for free independence and classical independence, the tail algebra can be
considered as the commutative algebra generated by the unit of the probability space.
Therefore, the shifted constant commutes with random variables. Graphically, density func-
tions of shifted scalar Gaussian(Semicircular) laws are density functions of centered Gaus-
sian(Semicircular) laws translated by a constant. For example, the density function of the
centered semicircular law with variance 1 is

1

2π

√
4− x2

on [−2, 2], where the density function of shifted semicircular law with variance 1 are in the
form

1

2π

√
4− (x− a)2
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on [−2 + a, 2 + a]. But, for boolean independence, the tail algebra does not necessarily
contain the unit of the space. Therefore, the shifted constant may not commute with random
variables. Graphically, density functions of shifted scalar Bernoulli laws are not simply
density functions of centered Bernoulli laws translated by a constant. For example, the
density function of the centered semicircular law with variance 1 is

1/2δ−1 + 1/2δ1,

where the density function of shifted Bernoulli law are in the form

aδa + bδ−b
a+ b

for a, b > 0.

Theorem 2.2.9. Let (A,B, E : A → B) be an operator-valued probability space, and (xi)i∈I
be a family of random variables in A:

1. If A is is commutative, then the B-valued joint distribution of (xi)i∈I has the property
corresponding to D in the table below iff for any π ∈ P (n).

c
(π)
E (b0xi1b1, ..., xinbn) = 0,

unless π ∈ D(n) and π ≤ ker i where i = (i1, ..., in).

Partitions D Joint distribution
P : All partitions Classical independent
Ph: Partitions with even block sizes Classical independent and symmetric
Pb: Partitions with block size 1 or 2 Classical independent and Gaussian
P2: Pair partitions Classical independent and centered Gaussian

2. The B-valued joint distribution of (xi)i∈I has the property corresponding to D in the
table below iff for any π ∈ P (n).

κ
(π)
E (b0xi1b1, ..., xinbn) = 0,

unless π ∈ D(n) and π ≤ ker i.



CHAPTER 2. PRELIMINARIES AND NOTATION 13

Partitions D Joint distribution
P : Noncrossing partitions Free independent
Ph: Noncrossing Partitions with even block sizes Free and symmetric
Pb: Noncrossing Partitions with block size 1 or 2 Free and semicircular
P2: Noncrossing Pair partitions Free and centered semicircular

3. The B-valued joint distribution of (xi)i∈I has the property corresponding to D in the
table below iff for any π ∈ P (n).

b
(π)
E (b0xi1b1, ..., xinbn) = 0,

unless π ∈ D(n) and π ≤ ker i.

Partitions D Joint distribution
I: Interval partitions Boolean independent
Ih: Interval partitions with even block sizes Boolean and symmetric
Ib: Interval partitions with block size 1 or 2 Boolean and Bernoulli
I2: Interval pair partitions Boolean and centered Bernoulli

Proof. These results are well know for free case and classical case. For boolean case, one
just need to follow the proof for free case and replace noncrossing partitions by interval
partitions.
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Chapter 3

Distributional symmetries in
noncommutative probability

3.1 Quantum Exchangeability

In [41], Wang introduced the following quantum groups As(n)’s.

Definition 3.1.1. As(n) is defined as the universal unital C∗-algebra generated by elements
ui,j (i, j = 1, · · ·n) such that we have

• each ui,j is an orthogonal projection, i.e. u∗i,j = ui,j = u2
i,j for all i, j = 1, ..., n.

• the elements in each row and column of u = (ui,j)i,j=1,...,n form a partition of unit, i.e.
are orthogonal and sum up to 1: for each i = 1, · · · , n and k 6= l we have

ui,kui,l = 0 and uk,iul,i = 0;

and for each i = 1, · · · , n we have

n∑
k=1

ui,k = 1 =
n∑
k=1

uk,i.

As(n) is a compact quantum group in the sense of Woronowicz [43], with comultiplication,
counit and antipode given by the formulas:

∆ui,j =
n∑
k=1

ui,k ⊗ uk,j

ε(ui,j) = δi,j

S(ui,j) = uj,i.
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In [23], the right coaction of As(n) on C〈X1, ..., Xn〉 is a linear map α : C〈X1, ..., Xn〉 →
C〈X1, ..., Xn〉 ⊗ As(n) given by:

α(Xi1Xi2 · · ·Xim) =
n∑

j1,...,jm=1

Xj1Xj2 · · ·Xjm ⊗ uj1,i1uj2,i2 · · ·ujm,im ,

where ⊗ denotes the algebraic tensor product.
In the earlier papers, α is defined as an algebraic homomorphism. We put emphasis

on the linearity here because we will define some coactions of our quantum semigroups on
noncommutative polynomials in a similar way. The right coaction has the following property:

(α⊗ id)α = (id⊗∆)α.

Let (xi)i∈N be an infinite sequence of random variables in a noncommutative probability
space (A, φ). (xi)i∈N is said to be quantum exchangeable if their joint distribution is invariant
under Wang’s quantum permutation groups, i.e. for all n, we have

µx1,...xn(p)1As(n) = µx1,...,xn ⊗ idAs(n)(α(p)),

where µx1,...,xn is the joint distribution of x1, ..., xn with respect to φ and p ∈ C〈X1, ..., Xn〉.
For example, if p = Xi1Xi2 · · ·Xim , then the equation above can be written as:

φ(xi1xi2 · · ·xim)1As(n) = µx1,...xn((Xi1Xi2 · · ·Xim)1As(n)

= µx1,...,xn ⊗ idAs(n)(
n∑

j1,...,jm=1

Xj1Xj2 · · ·Xjm ⊗ uj1,i1uj2,i2 · · ·ujm,im)

=
n∑

j1,...,jm=1

φ(xj1xj2 · · ·xjm)uj1,i1uj2,i2 · · ·ujm,im .

whenever i1, ..., in ∈ {1, ..., n}.
Let Sn be the permutation group on {1, ..., n}. The joint distribution of (xi)i∈N is said be
exchangeable if for all n, σ ∈ Sn, we have

µx1,...xn = µxσ(1),...,xσ(n) ,

where µx1,...,xn is the joint distribution of x1, ..., xn with respect to φ . It was shown, in [23],
that quantum exchangeability implies classical exchangeability.

3.2 Quantum semigroups Bs(n)
In this section, we will introduce quantum semigroups Bs(n)’s. Our probabilistic symmetries
are described by linear coactions of Bs(n)’s. First, we recall the related definitions and
notation of quantum semigroups. Then, we will introduce our boolean quantum semigroups
and their coactions on the joint distribution of random variables. In the end of this section,
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we will show that the invariance conditions associated with boolean quantum semigroups
are stronger than the quantum exchangeability defined in [23].

A quantum space is an object of the category dual to the category of C∗-algebras( [44]).
For any C∗-algebras A and B, the set of morphisms Mor(A,B) consists of all C∗-algebra ho-
momorphisms acting from A to M(B), where M(B) is the multiplier algebra of B, such that
φ(A)B is dense in B. If A and B are unital C∗-algebras, then all unital C∗-homomorphisms
from A to B are in Mor(A,B). In [32],

Definition 3.2.1. By a quantum semigroup we mean a C∗-algebra A endowed with an
additional structure described by a morphism ∆ ∈Mor(A,A⊗A) such that

(∆⊗ idA)∆ = (idA ⊗∆)∆.

In other words, ∆ defines a comultiplication on A. Here the tensor product ⊗ denotes
the minimal tensor product ⊗min.

Before introducing Bs(n), we need to define a quantum semigroup Bs(n) of which Bs(n)
is a sub quantum semigroup. We need the help of Bs(n) because it is easy to define a
coassociative comultiplication on it. The definition of Bs(n) is close to Wang’s quantum
group As(n):
Quantum semigroup (Bs(n), ∆): The algebra Bs(n) is defined as the universal unital
C∗-algebra generated by elements ui,j (i, j = 1, · · ·n) and a projection P such that we have

• each ui,j is an orthogonal projection, i.e. u∗i,j = ui,j = u2
i,j for all i, j = 1, · · · , n.

•
ui,kui,l = 0 and uk,iul,i = 0,

whenever k 6= l.

• For all 1 ≤ i ≤ n, P =
n∑
k=1

uk,i P.

We will denote the unit of Bs(n) by I, the projection P is called the invariant projection
of Bs(n). On this unital C∗-algebra, we can define a unital C∗-homomorphism

∆ : Bs(n)→ Bs(n)⊗Bs(n)

by the following formulas:

∆ui,j =
n∑
k=1

ui,k ⊗ uk,j

and
∆ P = P⊗ P, ∆I = I ⊗ I.
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We will see that (Bs(n),∆) is a quantum semigroup. To show this we need to check
that ∆ defines a unital C∗-homomorphism from Bs(n) to Bs(n) ⊗ Bs(n) and satisfies the
coassociative condition :
Because ui,k, uk,j are orthogonal projections and ui,kui,l = 0 if k 6= l, {ui,k⊗uk,j}k=1,...,n is a set

of orthogonal projections which are orthogonal to each other. Therefore, ∆ui,j =
n∑
k=1

ui,k⊗uk,j
is an orthogonal projection. ∆ P = P⊗ P is a projection as well. Let l 6= m, then

∆(ui,l)∆ui,m = (
n∑
k=1

ui,k ⊗ uk,l)(
n∑
j=1

ui,j ⊗ uj,m)

=
n∑

k,j=1

ui,kui,j ⊗ uk,luj,m

=
n∑
k=1

ui,k ⊗ uk,luk,m
= 0.

The same, we have ∆(ul,i)∆um,i = 0, for m 6= l. Moreover, we have

∆(
n∑
l=1

ul,i)∆ P = (
n∑

l,k=1

ul,k ⊗ uk,i) P⊗ P

=
n∑

l,k=1

ul,k P⊗ uk,i P

=
n∑
k=1

P⊗ uk,i P

= P⊗ P.

and ∆ sends the unit of Bs(n) to the unit of Bs(n) ⊗ Bs(n). Therefore, ∆ defines a unital
C∗-homomorphism on Bs(n) by the universality of Bs(n).

The coassociative condition holds, because on the generators we have:

(∆⊗ idA)∆ui,j =
n∑

k,l=1

uik ⊗ uk,l ⊗ ul,j = (idA ⊗∆)∆ui,j

(∆⊗ idA)∆ P = P⊗ P⊗ P = (idA ⊗∆)∆ P

(∆⊗ idA)∆I = I ⊗ I ⊗ I = (idA ⊗∆)∆I.

Therefore, (Bs(n),∆) is a quantum semigroup.

Remark 3.2.2. If we let the invariant projection to be the identity, then we get Wang’s free
quantum permutation group. Therefore, As(n) is a quotient C∗-algebra of Bs(n), i.e. there
exists a unital C∗-homomorphism β : Bs(n)→ As(n) such that β is surjective.
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The following two examples are nontrivial representations of Bs(n)’s:

Example 1.Let C6 be the standard 6-dimensional complex Hilbert space with orthonor-
mal basis v1, ..., v6. Let

P11 = Pv1+v2 , P21 = Pv3+v4 , P13 = Pv5+v6 ,
P21 = Pv3+v6 , P22 = Pv5+v2 , P23 = Pv1+v4 ,
P31 = Pv4+v5 , P32 = Pv1+v6 , P33 = Pv2+v3 .

and P = Pv1+v2+v3+v4+v5+v6 , where Pv denotes the one dimensional orthogonal projection
onto the subspace spaned by v. Then the unital algebra generated by Pi,j and P gives a
representation π of Bs(3) on C6 by the following formulas on the generators of Bs(3):

π(I) = IC6 , π(ui,j) = Pij, π(P) = P.

π is well defined by the universality of Bs(3). In this example, we see that sums of columns
are different, e.g. P11 + P21 + P31 6= P12 + P22 + P32. Therefore, we can not construct Bs(3)
from As(3) by simply adding a special projection P. In general, Bs(n) is not quit different
from As(n) for all n > 1.

Example 2.Again,let C6 be the standard 6-dimensional complex Hilbert space with
orthonormal basis v1, ..., v6. Let

P11 = Pv1+v2 , P12 = Pv4+v5 , P13 = Pv3+v6 ,
P21 = Pv3+v6 , P22 = Pv1+v2 , P23 = Pv4+v5 ,
P31 = Pv4+v5 , P32 = Pv3+v6 , P33 = Pv1+v2 .

and P = Pv1+v2+v3+v4+v5+v6 , where Pv denotes the one dimensional orthogonal projection
onto the subspace spaned by v. Then the unital algebra generated by Pi,j and P gives a
representation π of Bs(3) on C6 by the following formulas on the generators of Bs(3):

π(I) = IC6 , π(ui,j) = Pij, π(P) = P.

π is well defined by the universality of Bs(3).
Moreover, the matrix form for P1,1 and P with respect to the basis are

P11 = 1/2


1 1 0 0 0 0
1 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 and P = 1/6


1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1

 ,

then we have

PP11P = 1/18


1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1

 = 1/3P.
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In general,we have

Lemma 3.2.3. Let v1, ..v2n be an orthonormal basis of the standard 2n-dimensional Hilbert
space C2n, and let vk = vk+2n for all k ∈ Z, let

Pi,j = Pv2(i−j)+1+v2(j−i)+2
,

where Pv is the orthogonal projection the one dimensional subspace generated by the vector v
and P = Pv1+v2+···+v2n, 1 is the identity of B(C2n) . Then {Pi,j}i,j=1,...,n, P and 1 satisfy
the defining conditions of the algebra Bs(n). In addition, PPi,jP = 1

n
P for all i, j = 1, ..., n.

Proof. It is easy to see that the inner product

〈v2(i−j)+1 + v2(j−i)+2, v2(i−k)+1 + v2(k−i)+2〉 = 2δj,k,

so PikPij = 0 if j 6= k. The same PkiPji = 0 if k 6= j. Fix i, we see that v1 + v2 + · · ·+ v2n ∈
span{v2(i−j)+1 + v2(j−i)+2|j = 1, ...n}, so

n∑
k=1

PikP = P. By a direct computation, we have

〈PPi,jP
2n∑
i=1

vi,
2n∑
i=1

vi〉 = 2

and

‖
2n∑
i=1

vi‖ = 2n.

Since PPi,jP is a selfadjoint operator with rank 1 and
2n∑
i=1

vi is in the range of PPi,jP , we

have

PPi,jP =

〈PPi,jP
2n∑
i=1

vi,
2n∑
i=1

vi〉

‖
2n∑
i=1

vi‖
P =

1

n
P

The proof is complete.

Therefore, by lemma 3.2.3, there exists a representation π of Bs(n) on C2n which is
defined by the following formulas:

π(1Bs(n)) = 1, π(P) = P

and
π(ui,j) = Pi,j,

for all i, j = 1, ..., n.
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Now, we turn to introduce a sub quantum semigroup of (Bs(n),∆). Since P 6= I is a
projection in Bs(n), Bs(n) = PBs(n)P is a C∗-algebra with identity P and generators

{Pui1,j1 · · ·uik,jkP|i1, j1, ...ik, jk ∈ {1, ...n}, k ≥ 0}.

If we restrict the comultiplication ∆ onto Bs(n), then we have

∆(Pui1,j1 · · ·uik,jkP) = (P⊗P)(
n∑

l1,...lk=1

ui1,l1 · · ·uik,lk ⊗ ul1,j1 · · ·ulk,jk)(P⊗P),

which is contained in Bs(n)⊗Bs(n). Therefore, (Bs(n),∆) is also a quantum semigroup and
P is the identity of Bs(n). We will call Bs(n) the boolean permutation quantum semigroup
of n.

Remark 3.2.4. If we require Pui,j = ui,jP for all i, j = 1, ..., n, then the universal algebra
we constructed in the above way is exactly Wang’s quantum permutation group. Therefore,
As(n) is also a quotient algebra of Bs(n).

In the following definition, ⊗ denotes the tensor product for linear spaces:

Definition 3.2.5. Let S = (A,∆) be a quantum semigroup and V be a complex vector space,
by a (right) coaction of the quantum group S on V we mean a linear map  L : V → V ⊗ A
such that

( L⊗ id) L = (id⊗∆) L.

We say a linear functional ω : V → C is invariant under  L if

(ω ⊗ id) L(v) = ω(v)IA,

where IA is the identity of A.
Given a complex vector space W, We say a linear map T : V → W is invariant under  L if

(T ⊗ id) L(v) = T (v)⊗ IA.

Remark 3.2.6. This definition is about coactions on linear spaces but not coactions on
algebras.

Let C〈X1, ..., Xn〉 be the set of noncommutative polynomials in n variables, which is a
linear space over C with basis Xi1 · · ·Xik for all integer k ≥ 0 and i1, ..., ik ∈ {1, ...n}.
Now, we define a right coaction  Ln of Bs(n) on C〈X1, ..., Xn〉 as follows:

 Ln(Xi1 · · ·Xik) =
n∑

j1,...jk=1

Xj1 · · ·Xjk ⊗Puj1,i1 · · ·ujn,inP

and
 Ln(1) = 1⊗P.
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It is a well defined coaction of Bs(n) on C〈X1, ..., Xn〉0, because:

( Ln ⊗ id) Ln(Xi1 · · ·Xik)

= ( Ln ⊗ id)
n∑

j1,...jk=1

Xj1 · · ·Xjk ⊗Puj1,i1 · · ·ujn,inP

=
n∑

j1,...jk=1

n∑
l1,...lk=1

Xl1 · · ·Xlk ⊗Pul1,j1 · · ·uln,jnP⊗Puj1,i1 · · ·ujn,inP

=
n∑

l1,...lk=1

Xl1 · · ·Xlk ⊗ (
n∑

j1,...jk=1

Pul1,j1 · · ·uln,jnP⊗Puj1,i1 · · ·ujn,inP)

=
n∑

l1,...lk=1

Xl1 · · ·Xlk ⊗ (∆Pul1,i1 · · ·uln,inP)

= (id⊗∆)
n∑

j1,...jk=1

Xl1 · · ·Xlk ⊗ (Pul1,i1 · · ·uln,inP)

= (id⊗∆) Ln(Xi1 · · ·Xik).

We will call  Ln the linear coaction of Bs(n) on C〈X1, ..., Xn〉. The algebraic coaction will be
defined in section 4.3.

Lemma 3.2.7. Let  Ln be the linear coaction of Bs(n) on C〈X1, ..., Xn〉, {ui,j}i,j=1,...n and P
be the standard generators of Bs(n). Then,

 Ln(p1(Xi1) · · · pk(Xik)) =
n∑

j1,...jk=1

p1(Xj1) · · · pk(Xjk)⊗Puj1,i1 · · ·ujk,ikP,

for all i1 6= i2 6= · · · 6= ik and p1, ...pk ∈ C〈X〉0.

Proof. Since the map is linear, it suffices to show that the equation holds by assuming
pl(X) = X tl where tl ≥ 1 for all l = 1, ...k. Then, we have

 Ln(xi1 · · ·xi1︸ ︷︷ ︸
t1 times

· · ·xi1 · · ·xik︸ ︷︷ ︸
tk times

)

=
n∑

j1,1,...j1,t1 ,...,jk,1,...jk,tk=1

xj1,1 · · ·xj1,t1 · · ·xjk,1 · · ·xjk,tk ⊗Puj1,1i1 · · ·uj1,t1 i1 · · ·P.

Notice that ujm,simujm,s+1im = δjm,s,jm,s+1ujm,sim , the right hand side of the above equation
becomes

n∑
j1,...,jk=1

xt1j1 · · ·x
tk
jk
⊗Puj1i1 · · ·ujk,jkP.

The proof is now completed

We will be using the following invariance condition to characterize conditionally boolean
independence.
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Definition 3.2.8. Let (A, φ) be a noncommutative probability space and (xi)i∈N be an infinite
sequence of random variables in A. We say that the joint distribution of (xi)i∈N is boolean
exchangeable if for all n, we have

µx1,...,xn(p)P = µx1,...,xn ⊗ idBs(n)( Lnp)

for all p ∈ C〈X1, ..., Xn〉, where µx1,...,xn is the joint distribution of x1, ..., xn.

Let {ūij}i,j=1,..,n be the standard generators of As(n), and {uij}i,j=1,..,n ∪ {P} be the
standard generators of Bs(n), then there exists a unital C∗-homomorphism β : Bs(n) →
As(n) such that:

β(uij) = ūij, β(P) = 1As(n).

The C∗-homomorphism is well defined because of the universality of Bs(n). Let p =
Xi1 · · ·Xik ∈ C〈X1, ..., Xn〉, then

µx1,...,xn(p)P = µx1,...,xn ⊗ idBs(n)( Lnp)

implies

µx1,...,xn(Xi1 · · ·Xik)P =
n∑

j1,...jk=1

(µx1,...,xn ⊗ idBs(n))(Xj1 · · ·Xjk ⊗Puj1,i1 · · ·ujn,inP).

Now, apply β on both sides of the above equation, we get

µx1,...,xn(Xi1 · · ·Xik)1As(n) =
n∑

j1,...jk=1

(µx1,...,xn ⊗ idAs(n))(Xj1 · · ·Xjk ⊗ ūj1,i1 · · · ūjn,in),

which is the free quantum invariance condition. Since p is arbitrary, we have:

Proposition 3.2.9. Let (A, φ) be a noncommutative probability space and (xi)i=1,...,n be a
sequence of random variables in A, the joint distribution of (xi)i=1,...,n is invariant under the
free quantum permutations As(n) if it satisfies the invariance condition associated with the
linear coaction of the boolean quantum permutation semigroup Bs(n).

3.3 Distributional symmetries for finite sequences of

random variables

In this section, we will review two kinds of distributional symmetries which are spreadability
and partial exchangeability, in classical probability. In [20], we see that the distributional
symmetries can be defined for either finite sequences or infinite sequences. Moreover, each
kind of distributional symmetry for infinite sequences of random objects is determined by
distributional symmetries on all its finite subsequences. For example, an infinite sequence
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of random variables is exchangeable iff all its finite subsequences are exchangeable. We will
present distributional symmetries for finite sequences and then introduce their counterparts
in noncommutative case. In the first subsection, we recall notions of spreadability and par-
tial exchangeability in classical probability and rephrase these notions in words of quantum
maps. In the second subsection, we will introduce counterparts of spreadability and partial
exchangeability in noncommutative case. Even though there are many interesting properties
of partial exchangeability, we are not going to study it too much here because the main prob-
lem we concern is about extended de Finetti type theorems for noncommutative spreadable
sequences.

3.3.1 Spreadability and partial exchangeability

Recall that in [21], a finite sequence of random variables (x1, ..., xn) is said to be spreadable
if for any k < n, we have

(x1, ..., xk)
d
= (xl1 , ..., xlk), l1 < l2 < · · · < lk. (3.1)

For fixed natural numbers n > k, it is mentioned in [7], the above relation can be described
in words of quantum family of maps in sense of Soltan [31]: Considering the space Ik,n of
increasing sequences I = (1 ≤ i1 < · · · < ik ≤ n). For 1 ≤ i ≤ n, 1 ≤ j ≤ k, define
fi,j : Ik,n → C by:

fi,j(I) =

{
1, ij = i
0, ij 6= i

.

If we consider In,k as a discrete space, then the functions fi,j generate C(In,k) by the Stone-
Weierstrass theorem. Let C[X1, ..., Xm] be the set of commutative polynomials in m vari-
ables. The algebra C(In,k) together with an algebraic homomorphism α : C[X1, ..., Xk] →
C[X1, ..., Xn]⊗ C(Ik,n) define by:

α : Xj =
n∑
i=1

Xi ⊗ fi,j, α(1) = 1⊗ 1C(Ik,n),

which defines a quantum family of maps from {1, ..., k} to {1, ..., n}.
Equation (3.1) can be rephrased in the following way: For fixed natural numbers n > k,

µx1,...,xk(p)1C(In,k) = µx1,...,xn ⊗ idC(In,k)(α(p)) (3.2)

for all p ∈ C[x1, ..., xk], where µx1,....,xn is the joint distribution of (x1, ..., xn).
For completeness, we provide a sketch of proof here: Suppose equation (3.1) holds. Let
p = X i1

j1
· · ·X im

jm
be a monomial in C[X1, ..., Xk] such that 1 ≤ j1 < j2 < · · · < jm ≤ k

and i1, ..., im are positive integers. Let I = (1 ≤ l1 < · · · < lk ≤ n) be a point in Ik,n.
Then, the I-th component of µx1,...,xk(p)1C(In,k) is E[xi1j1 · · ·x

im
jm

]. On the other hand, the
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I-th component of µx1,...,xn ⊗ idC(In,k)(α(p)) is

n∑
s1,...,sm=1

E[xi1s1 · · · x
im
sm ](fs1,j1 · · · fsm,jm)(I).

According the definition of fi,j, (fs1,j1 · · · fsm,jm)(I) is not vanished only if st = ljt for all
1 ≤ t ≤ m. Therefore,

n∑
s1,...,sm=1

E[xi1s1 · · ·x
il
sl

](fs1,j1 · · · fsm,jm)(I) = E[xi1lj1
· · ·ximljm ].

Since 1 ≤ j1 < j2 < · · · < jm ≤ k and I is an in creasing sequence, we have 1 ≤ lj1 < · · · <
ljm ≤ n. Hence, the I-components of the two sides of equation (3.2) are equal to each other.
Since I is arbitrary, equation (3.2) holds. By checking the I-th component of equation (3.2),
we can also show that (3.2) implies (3.1). We will say that (ξ1, ..., ξn) is (n, k)-spreadable if
(x1, ..., xn) satisfies equation (3.2).

Remark 3.3.1. We see that the above (n, k)-spreadability describes limited relations be-
tween the mixed moments of (x1, ..., xn). For fixed n, k, the (n, k)-spreadability gives no
information about mixed moments which involve k + 1 variables. For example, let n = 4,
k = 2 and assume that (x1, ..., x4) is a (4, 2)-spreadable sequence. According to equation
(3.1), we know nothing about the relation between E[x1x2x3] and E[x2x3x4]. We will call this
kind of distributional symmetries partial symmetries because they just provide information
of part of mixed moments but not all.

By using the idea of partial symmetries, we can define another family of distributional
symmetries which is stronger than (n, k)-spreadability but weaker than exchangeability.

Definition 3.3.2. For fixed natural numbers n > k, we say a sequence of random variables
(x1, ..., xn) is (n, k)-exchangeable if

(x1, ..., xk)
d
= (xσ(1), ..., xσ(k)), ∀σ ∈ Sn,

where Sn is the permutation group of n elements.

This kind of distributional symmetries are called partial exchangeability. See [10] for
more details. As well as (n, k)-spreadability, we can rephrase partial exchangeability in
words of quantum family of maps: Considering the space En,k of length k sequences {I =
(i1, ..., ik)|1 ≤ i1, ..., ik ≤ n, ij 6= ij′ for j 6= j′}. For 1 ≤ i ≤ n, 1 ≤ j ≤ k, define
gi,j : In,k → C by:

gi,j(I) =

{
1, ij = i,
0, ij 6= i.

Given two different sequences I = (i1, ..., ik) and I ′ = (i′1, ..., i
′
k), there must exists a number

j such that ij 6= i′j. Then, we have that gi,ij(I) = 1 6= 0 = gi,i′j(I). Therefore, the set
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of functions {gi,j|i = 1, ..., n; j = 1, ..., k} separates En,k. According to Stone Weierstrass
theorem, the functions gi,j generate C(En,k). Again, we can define a homomorphism α′ :
C[X1, ..., Xk]→ C[X1, ..., Xn]⊗ C(En,k) by the following formulas:

α′ : Xj =
n∑
i=1

Xi ⊗ gi,j, α′(1) = 1C(Ik,n).

Lemma 3.3.3. Let µx1,....,xn be the joint distribution of x1, ..., xn. Then

µx1,...,xk(p)1C(In,k) = µx1,...,xn ⊗ idC(In,k)(α(p))

for all p ∈ C[X1, ..., Xk] if and only if x1, ..., xn is (n, k)-exchangeable.

The proof is similar the proof of (n, k)-spreadability, we just need to check the values at
all components of En,k.

3.3.2 Noncommutative analogue of partial symmetries

Now, we turn to introduce noncommutative versions of spreadability and partial exchange-
ability. The pioneering work was done by Curran [7]. He defined a quantum version of
C(In,k) in analogue of Wang’s quantum permutation groups as following:

Definition 3.3.4. For k, n ∈ N with k ≤ n, the quantum increasing space A(n, k) is the
universal unital C∗−algebra generated by elements {ui,j|1 ≤ i ≤ n, 1 ≤ j ≤ k} such that

1. Each ui,j is an orthogonal projection: ui,j = u∗i,j = u2
i,j for all i = 1, ..., n; j = 1, ..., k.

2. Each column of the rectangular matrix u = (ui,j)i=1,...,n;j=1,...,k forms a partition of

unity: for 1 ≤ j ≤ k we have
n∑
i=1

ui,j = 1.

3. Increasing sequence condition: ui,jui′,j′ = 0 if j < j′ and i ≥ i′.

Remark 3.3.5. Our notation is different from Curran’s, we use Ai(n, k) instead of his
Ai(k, n) for our convenience.

For any natural numbers k < n, in analogue of coactions of As(n), there is a unital
∗-homomorphism αn,k : C〈X1, ..., Xk〉 → C〈X1, ..., Xn〉 ⊗ Ai(n, k) determined by:

αn,k(Xj) =
n∑
i=1

Xi ⊗ ui,j.

The quantum spreadability of random variables is defined as the following:
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Definition 3.3.6. Let (A, φ) be a noncommutative probability space. A finite ordered
sequence of random variables (xi)i=1,...,n in A is said to be Ai(n, k)-spreadable if their joint
distribution µx1,...,xn satisfies:

µx1,...,xk(p)1Ai(n,k) = µx1,...,xn ⊗ idAi(n,k)(αn,k(p)),

for all p ∈ C〈X1, ..., Xk〉. (xi)i=1,...,n is said to be quantum spreadable if (xi)i=1,...,n is Ai(n, k)-
spreadable for all k = 1, ..., n− 1.

Remark 3.3.7. In [7], Curran studied sequences of C∗-homomorphisms which are more
general than random variables. For consistency, we state his definitions in words of ran-
dom variables. It is a routine to extend our work to the framework of sequences of C∗-
homomorphisms.

Recall that in [Liu1], by replacing the condition associated with partitions of the unity
of Wang’s quantum permutation groups, we defined a family of quantum semigroups with
invariant projections. With a natural family of coactions, we defined invariance conditions
which can characterize conditional boolean independence. Here, we can modify Curran’s
quantum increasing spaces in the same way:

Definition 3.3.8. For k, n ∈ N with k ≤ n, the noncommutative increasing space Bi(n, k)
is the unital universal C∗−algebra generated by elements {ui,j|1 ≤ i ≤ n, 1 ≤ j ≤ k} and an
invariant projection P such that

1. Each ui,j is an orthogonal projection:ui,j = (ui,j)
∗ = (ui,j)

2 for all i = 1, ..., n; j =
1, ..., k.

2. For 1 ≤ j ≤ k we have
n∑
i=1

ui,jP = P.

3. Increasing sequence condition: ui,jui′,j′ = 0 if j < j′ and i ≥ i′.

The same asAi(n, k), there is a unital ∗-homomorphism α
(b)
n,k : C〈X1, ..., Xk〉 → C〈X1, ..., Xn〉⊗

Bi(n, k) determined by:

α
(b)
n,k(xj) =

n∑
i=1

xi ⊗ ui,j

As boolean exchangeability defined in [Liu1], we have

Definition 3.3.9. A finite ordered sequence of random variables (xi)i=1,...,n in (A, φ) is said
to be Bi(n, k)-spreadable if their joint distribution µx1,...,xn satisfies:

µx1,...,xk(p)P = Pµx1,...,xn ⊗ idBi(n,k)(α
(b)
n,k(p))P,

for all p ∈ C〈X1, ..., Xk〉. (xi)i=1,...,n is said to be boolean spreadable if (xi)i=1,...,n is Bi(n, k)-
spreadable for all k = 1, ..., n− 1.
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We will see that Bi(k, n) is an increasing space of boolean type, because we can derive
an extended de Finetti type theorem for boolean independence.

Recall that, in [14], Franz showed some relations between free independence, monotone
independence and boolean independence via Bożejko, Marek and Speicher’s two-states free
products[5]. We can see that monotone product is “between” free product and boolean prod-
uct. From this viewpoint of Franz’s work, we may hope to define a kind of “spreadability”for
monotone independence by modifying quantum spreadability and boolean spreadability. No-
tice that there are at least two ways to get quotient algebras of Bi(k, n)’s such that the
P-invariance condition of the quotient algebras is equivalent quantum spreadability:

1. Require P to be the unit of the algebra.

2. Let Pj =
n∑
i=1

ui,j, require Pj′uij = uijPj′ for all 1 ≤ j, j′ ≤ k and 1 ≤ i ≤ n.

To define our monotone increasing spaces, we will modify the second condition a little:

Definition 3.3.10. For fixed n, k ∈ N and k < n, a monotone increasing sequence space
Mi(n, k) is the universal unital C∗-algebra generated by elements {ui,j}i=1,...,n;j=1,...,k

1. Each ui,j is an orthogonal projection;

2. Monotone condition: Let Pj =
n∑
i=1

ui,j, Pjui′j′ = ui′j′ if j′ ≤ j.

3.
n∑
i=1

ui,jP1 = P1 for all 1 ≤ j ≤ k.

4. Increasing condition: ui,jui′,j′ = 0 if j < j′ and i ≥ i′.

We see that P1 plays the role as the invariant projection P in the boolean case. For
consistency, we denote P1 by P. Then, we can define a P-invariance condition associated
with Mi(n, k) in analogy with Bi(n, k): For fixed n, k ∈ N and k < n, there is a unique

unital ∗- isomorphism α
(m)
n,k : C〈X1, ..., Xk〉 → C〈X1, ..., Xn〉 ⊗Mi(n, k) such that

α
(m)
n,k (Xj) =

n∑
i=1

Xi ⊗ ui,j.

The existence of such a homomorphism is given by the universality of C〈X1, ..., Xk〉.

Definition 3.3.11. A finite ordered sequence of random variables (xi)i=1,...,n in (A, φ) is
said to be Mi(n, k)-invariant if their joint distribution µx1,...,xn satisfies:

µx1,...,xk(p)P = Pµx1,...,xn ⊗ idMi(n,k)(α
(m)
n,k (p))P,

for all p ∈ C〈X1, ..., Xk〉. (xi)i=1,...,n is said to be monotonically spreadable if it is Mi(n, k)-
invariant for all k = 1, ..., n− 1.
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We will see that these invariance conditions can characterize conditionally Monotone
independence in a proper framework.

As remark 2.3 in [7], a first question to our definitions is whether Ai(n, k), Bi(n, k),
Mi(n, k) exist. In [7], Curran has showed several nontrivial representations of Ai(n, k). In
the following, we provide a family of representations of Ai(n, k), Bi(n, k), Mi(n, k) for n > k.
Fix natural numbers n > k, let l1, ..., lk ∈ N such that

l1 + · · ·+ lk = n,

consider the following matrix: 

P1,1 0 · · · 0
...

...
. . .

...
P1,l1 0 · · · 0

0 P2,1 · · · 0
...

...
. . .

...
0 P2,l2 · · · 0
0 0 · · · 0
...

...
. . .

...
0 0 · · · Pk,1
...

...
. . .

...
0 0 · · · Pk,lk



.

We see that the entries of the matrix satisfy the increasing condition of spaces of increasing
sequences. By choosing proper projections Pi,j, we will get representations for our universal
algebras:
We denote by Hi a li-dimensional Hilbert spaces with orthonormal basis {e(i)

j |j = 1, ..., li}.
Let Ili be the unit of the algebra B(Hli), Pe(li)j

be the one dimensional orthogonal projection

onto Ce(li)
j , Pi be the one dimensional projection onto C

∑
j

e
(li)
j .Then, some representations

of Ai(n, k), Bi(n, k), Mi(n, k) can be constructed in the following way:
A representation of Ai(n, k): For each 1 ≤ j ≤ k, the algebra generated by {Peij |i =

1, ..., lj} is isomorphic to C∗(Zlj). The reduced free product ∗kj=1Zli is a quotient algebra of
Ai(n, k). One can define a C∗-homomorphism π from Ai(n, k) to ∗kj=1C

∗(Zlj) such that

π(ui,j) =

 the image of P
e
(li)

j′
in ∗kj=1 C

∗(Zlj) if 0 < j′ = j −
i−1∑
l=m

lm ≤ li

0 if otherwise

A representation of Bi(n, k): One can define a C∗-homomorphism π from Bi(n, k) into
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B(
k⊗
i=1

Hi) such that

π(ui,j) =


i−1⊗
m1=1

Plm1
⊗ P

e
(li)

j′

k⊗
m2=i+1

Plm2
if 0 < j′ = j −

i−1∑
l=m

lm ≤ li

0 if otherwise

A representation of Mi(n, k): One can define a C∗-homomorphism π from Mi(n, k) into

B(
k⊗
i=1

Hi)

π(ui,j) =


i−1⊗
m1=1

Ilm1
⊗ P

e
(li)

j′

k⊗
m2=i+1

Plm2
if 0 < j′ = j −

i−1∑
l=m

lm ≤ li

0 if otherwise

The existence of these homomorphisms are given by the universal conditions for Ai(n, k),
Bi(n, k) and Mi(n, k) respectively. The of Mi(n, k) plays an important role in our work, we
summarize it as the following proposition:

Proposition 3.3.12. For fixed natural numbers n > k. Let l1, ..., lk ∈ N such that l1 +
· · · + lk = n. Let Hi be a li-dimensional Hilbert spaces with orthonormal basis {e(i)

j |j =
1, ..., li} and Ili be the unit of the algebra B(Hli), P

e
(li)
j

be the one dimensional orthogonal

projection onto Ce(li)
j , Pi be the one dimensional projection onto C

∑
j

e
(li)
j . Then, there is a

C∗-homomorphism π : Mi(n, k)→ B(H1 ⊗ · · · ⊗ Hk) defined as follows:

π(ui,j) =


i−1⊗
m1=1

Ilm1
⊗ P

e
(li)

j′

k⊗
m2=i+1

Plm2
if 0 < j′ = j −

i−1∑
l=m

lm ≤ li

0 if otherwise

In addition, we need the following property:

Lemma 3.3.13. Given natural numbers n1, n2, n, k ∈ N such that n > k. Let (ui,j)i=1,...,n;j=1,...,k

be the standard generators of Mi(n, k) and (u′i,j)i=1,...,n+n1+n2;j=1,...,k+n1+n2 be the standard
generators of Mi(n + n1 + n2, k + n1 + n2). Then, there exists a C∗-homomorphism π :
Mi(n+ n1 + n2, k + n1 + n2)→Mi(n, k) such that

π(u′i,j) =


δi,jP if 1 ≤ i ≤ n1

δi,j if n1 + 1 ≤ i ≤ n+ n1, n1 ≤ j ≤ n1 + k
0 if n1 + 1 ≤ i ≤ n+ n1, j ≤ n1 or j > n1 + k

δi−n,j−kI if i ≥ n+ n1 + 1

where P = P1 =
n∑
i=1

ui,1 and I is the identity of Mi(n, k).
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Proof. We can see that the matrix form of (π(u′i,j))i=1,...,n+n1+n2;j=1,...,k+n1+n2 is

P · · · 0 0 · · · 0 0 · · · 0
...

. . .
...

...
. . .

...
...

. . .
...

0 · · · P 0 · · · 0 0 · · · 0
0 · · · 0 u1,1 · · · u1,k 0 · · · 0
...

. . .
...

...
. . .

...
...

. . .
...

0 · · · 0 un,1 · · · un,k 0 · · · 0
0 · · · 0 0 · · · 0 I · · · 0
...

. . .
...

...
. . .

...
...

. . .
...

0 · · · 0 0 · · · 0 0 · · · I


It is easy to check that the coordinates of the above matrix satisfy the universal conditions
of Mi(n+ n1 + n2, k + n1 + n2). The proof is complete.

In analogue of the (n, k)-partial exchangeability, we can define noncommutative versions
of partial exchangeability for free independence and boolean independence:

Definition 3.3.14. For k, n ∈ N with k ≤ n, the quantum space Al(n, k) is the universal
unital C∗-algebra generated by elements {uij|1 ≤ i ≤ n, 1 ≤ j ≤ k} such that

1. Each uij is an orthogonal projection:uij = u∗ij = u2
ij.

2. Each column of the rectangular matrix u = (uij) forms a partition of unity: for 1 ≤
j ≤ k we have

n∑
i=1

uij = 1.

Remark 3.3.15. Ai(n, k) is a quotient algebra of Al(n, k), because the definition of Ai(n, k)
has one more restriction than Al(n, k)’s. Al(n, n) is exactly Wang’s quantum permutation
group As(n).

There is a well defined unital algebraic homomorphism

α
(fp)
n,k : C〈X1, ...Xk〉 → C〈X1, ...Xn〉 ⊗ Al(n, k)

such that

α
(fp)
n,k Xj =

n∑
i=1

Xi ⊗ ui,j

where 1 ≤ j ≤ k.

Definition 3.3.16. Let x1, ..., xn ∈ (A, φ) be a sequence of n-noncommutative random
variables, k ≤ n be a positive integer. We say the sequence is (n, k)-quantum exchangeable
if

µx1,...xk(p) = µx1,...xn ⊗ idAl(n,k)(α
(fp)
n,k (p)),

for all p ∈ C〈X1, ..., Xk〉, where µx1,...,xj is the joint distribution of x1, ...xj with respect to φ
for j = k, n.
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By modifying the second universal condition of Al(n, k), we can define a boolean version
of partial exchangeability:

Definition 3.3.17. For natural numbers k ≤ n, Bl(n, k) is the non-unital universal C∗-
algebra generated by the elements {ui,j}i=1,...,n;j=1,...,k and an orthogonal projection P, such
that

1. ui,j is an orthogonal projection, i.e. ui,j = u∗i,j = u2
i,j.

2.
n∑
i=1

ui,jP = P for all 1 ≤ j ≤ k.

Remark 3.3.18. Bl(n, n) is exactly the boolean exchangeable quantum semigroup Bs(n).

There is a well defined unital algebraic homomorphism

α
(bp)
n,k : C〈X1, ...Xk〉 → C〈X1, ...Xn〉 ⊗Bl(n, k)

such that

α
(bp)
n,k Xj =

n∑
i=1

Xi ⊗ ui,j

where 1 ≤ j ≤ k.

Definition 3.3.19. Let x1, ..., xn ∈ (A, φ) be a sequence of n-noncommutative random
variables, k ≤ n be a positive integer. We say the sequence is (n, k)-boolean exchangeable if

µx1,...xk(p)P = Pµx1,...xn ⊗ idBl(n,k)(α
(bp)
n,k (p))P

for all p ∈ C〈X1, ..., Xk〉, where µx1,...,xj is the joint distribution of x1, ...xj with respect to φ.

Now, we turn to define our noncommutative distributional symmetries for infinite se-
quences. In this paper, our infinite ordered index set I would be either N or Z.

Definition 3.3.20. Let (A, φ) be a noncommutative probability space, I be an ordered
index set and (xi)i∈I a sequence of random variables in A. (xi)i∈I is said to be monoton-
ically (boolean) spreadable if all its finite ordered subsequences (xi1 , ..., xil) are monotoni-
cally(boolean) spreadable.

Proposition 3.3.21. Let (x1, ..., xn+1) be a monotonically spreadable sequence of random
variables in (A, φ). Then, all its subsequences are monotonically spreadable.

Proof. By, induction, it suffices to show that the subsequence (x1, ..., xl−1, xl+1, ..., xn+1) is
monotonically spreadable for all 1 ≤ l ≤ n. If we denote (x1, ..., xl−1, xl+1, ..., xn+1) by
(y1, ..., yn), then we need to show that (y1, ..., yn) is Mi(n, k)-spreadable for all k < n.
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Fix k < n, let {ui,j}i=1,...,n;j=1,...,k be the set of generators ofMi(n, k) and {Pi,j}i=1,...,n+1;j=1,...,k+1

be an n+ 1 by k + 1 matrix with entries in Mi(n, k) such that

Pi,j =


ui,j if 1 ≤ i, j < l
ui−1,j if 1 ≤ j < l, i ≥ l
ui,j−1 if 1 ≤ i < l, j ≥ l
ui−1,j−1 if i, j ≥ l

0 otherwise.

It is a routine to check that the set {Pi,j}i=1,...,n+1;j=1,...,k+1 satisfies the universal condi-
tions of Mi(n + 1, k + 1). Thus, there exists a C∗-homomorphism ψ : Mi(n + 1, k + 1) →
Mi(n, k) such that

ψ(u′i,j) = Pi,j,

where {u′i,j} is the set of generators of Mi(n + 1, k + 1). For convenience, we will use the
following notation:

σ(i) =

{
i if 1 ≤ i < l

i+ 1 if i ≥ l.

Then, Pσ(i),σ(j) = ui,j and yi = xσ(i) for all i = 1, ..., n and j = 1, ...., k + 1. For all monomial

Xj1 · · ·Xjm ∈ C〈X1, ..., Xk〉, let P ′1 =
n∑
i=1

u′i,1 and P be the invariance projection of Mi(n, k),

we have

µy1,...,yn(Xj1 · · ·Xjm)P
= Pµx1,...,xn+1(Xσ(j1) · · ·Xσ(jm))ψ(P ′1)P
= Pψ(µx1,...,xn+1(Xσ(j1) · · ·Xσ(jm))P

′
1)P

= Pψ(µx1,...,xn+1 ⊗ idMi(n+1,k+1)(
n+1∑

i1,...,im=1

Xi1 · · ·Xim ⊗ u′i1,σ(j1) · · ·u′im,σ(jm)))P.

Notice that u′l,σ(j) = 0 since σ(j) never equals l, it follows that:

µy1,...,yn(Xj1 · · ·Xjm)P

= Pψ(µx1,...,xn+1 ⊗ idMi(n+1,k+1)(
n∑

i1,...,im=1

Xσ(i1) · · ·Xσ(im) ⊗ u′σ(i1),σ(j1) · · ·u′σ(im),σ(jm)))P

= P
n∑

i1,...,im=1

µx1,...,xn+1(Xσ(i1) · · ·Xσ(im))ψ(u′σ(i1),σ(j1) · · ·u′σ(im),σ(jm))P

=
n∑

i1,...,im=1

µy1,...,yn(Xi1 · · ·Xim)Pui1,j1 · · ·uim,jmP,

which completes the proof.

Proposition 3.3.22. Let (A, φ) be a noncommutative probability space and (xi)i∈Z be a se-
quence of random variables in A. Then, (xi)i∈Z is monotonically (quantum, boolean) spread-
able if and only if (xi)i=−n,−n+1,...,.n−1,n is monotonically (quantum, boolean) spreadable for
all n.
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Proof. It is sufficient to prove “⇐”. Given a subsequence (xi1 , ..., xil) of (xi)i∈Z, there exits
an n such that −n < i1, ..., il < n. Since (xi)i=−n,−n+1,...,.n−1,n is monotonically spreadable,
by Proposition 3.3.21, we have that (xi1 , ..., xil) is monotonically spreadable. The same to
quantum spreadability and boolean spreadability.

3.4 Relations between noncommutative probabilistic

symmetries

In this section, we will study some simple relations between noncommutative distributional
symmetries introduced in the previous section.

It is well known that every C∗-algebra admits a faithful representation. Fix n, k ∈ N,
such that 1 ≤ k ≤ n− 1. Let Φ be a faithful representation of Bl(n, k) into B(H) for some
Hilbert space H. For convenience, we denote Φ(ui,j) by ui,j and Φ(P) by P.

According to the definition of Bl(k, n), ui,j’s and P are orthogonal projections in B(H).

Let Qi =
k∑
j=1

ui,j for 1 ≤ i ≤ n. In [19], we know that the set P (H) of orthogonal projections

on H is a lattice with respect to the usual order ≤ on the set of selfadjoint operators, i.e.
two selfadjoint operators A and B, A ≤ B iff B − A is a positive operator.

Now, we need the following notation in our construction. Given two projections E and
F , we denote by E ∨ F the minimal orthogonal projection in P (H), such that E ∨ F is
greater or equal to E and F . E ∨ F is well define and unique, we call it the supreme of E
and F . It is easy to see that (E ∨ F )E = E and (E ∨ F )F = F

We turn to define a sequence of orthogonal projections {P ′i}i=1,...,n in P (H) as follows:

P ′1 = I −Q1,

P ′i = I − P ′1 ∨ · · · ∨ P ′i−1 ∨Qi

for 2 ≤ i ≤ n.
To proceed our work, we need the following well know lemma:

Lemma 3.4.1. Given a nonzero vector v ∈ H, E and F are two orthogonal projections on
H. If (E ∨ F )x = x and Ex = 0, then Fx = x.

According the construction of {P ′i}1≤i≤n, we have

P ′iP
′
j = δi,jP

′
i

and
P ′iui,j = 0

for all 1 ≤ i ≤ n and 1 ≤ j ≤ k.

Lemma 3.4.2.
n∑
i=1

P ′i = I, where I is the identity in B(H).
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Proof. Since the orthogonal projections P ′i are orthogonal to each other,
n∑
i=1

P ′i is an orthog-

onal projection which is less than or equal to the identity I. If
n∑
i=1

P ′i < I, then there exists

a nonzero vector v ∈ H such that
n∑
i=1

P ′iv = 0.

Then, we have
0 = P ′ix = (I − P ′1 ∨ · · · ∨ P ′i−1 ∨ Pi)x

or say
(P ′1 ∨ · · · ∨ P ′i−1 ∨ Pi)x = x

for all i. Since P ′mx = 0 for all 1 ≤ m ≤ i− 1, by Lemma 3.4.1, Pix = x. Then, we have

nx =
n∑
i=1

Pix

=
n∑
i=1

k∑
j=1

ui,jx

=
k∑
j=1

(
n∑
i=1

ui,jx),

which implies that n is in the spectrum of
k∑
j=1

n∑
i=1

ui,j. Notice that, to every 1 ≤ j ≤ k,

n∑
i=1

ui,j ≤ I since they are orthogonal projections and orthogonal to each other. Therefore,

0 ≤
k∑
j=1

n∑
i=1

ui,j ≤
k∑
j=1

I ≤ kI.

It contradicts to the implication above. The proof is complete.

Corollary 3.4.3.
n∑
i=1

P ′iP = P.

Now, we turn to show some relations between partial distributional symmetries. The
above construction can be applied quantum partial exchangeability:

Proposition 3.4.4. Let (A, φ) be a noncommutative probability space, (xi)i=1,...,n is a finite
ordered sequence of random variables in A. For fixed n > k, the joint distribution µx1,...,xn
is Al(n, k)-invariant if it is Al(n, k + 1)-invariant
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Proof. Let {uij|1 ≤ i ≤ n, 1 ≤ j ≤ k} be the set of standard generators of Al(n, k), Φ be
a faithful representation of Al(n, k) into B(H) for some Hilbert space H. With the above
construction, we can define {u′i,j}i=1,...,n;j=1,...,k+1 as following:

u′i,j =

{
Φ(ui,j) if j ≤ k
P ′j if j = k.

By Lemma 3.4.2, {u′i,j}i=1,...,n;j=1,...,k+1 satisfies the universal conditions for Al(n, k+ 1). Let
{u′′ij|1 ≤ i ≤ n, 1 ≤ j ≤ k+ 1} be the set of standard generators of Al(n, k+ 1). Then, there
exists a C∗−homomorphism Φ : Al(n, k + 1)→ B(H) such that:

Φ′(u′′ij) = u′i,j.

Therefore, Φ−1Φ′ defines a unital C∗−homomorphism

Φ−1Φ′ : C∗ − alg{u′i,j|1 ≤ i ≤ n, 1 ≤ j ≤ k} → Al(n, k)

such that
Φ−1Φ′(u′i,j) = ui,j

for all 1 ≤ i ≤ n, 1 ≤ j ≤ k.
If µx1,...,xn is Al(n, k + 1)-invariant, then

µx1,...,xk+1
(p) = µx1,...,xk ⊗ idAl(n,k+1)(α

(fp)
n,k+1(p))

for all p ∈ C〈X1, ..., Xk+1〉. Let p = Xj1 · · ·Xjl ∈ C〈X1, ..., Xk〉. Then, we have

µx1,...,xk(p)1A(n,k)

Φ−1Φ′(µx1,...,xk+1
(p)1A(n,k+1)))

= Φ−1Φ′(µx1,...,xn ⊗ idAl(n,k+1)(α
(fp)
n,k+1(Xj1 · · ·Xjl))

= Φ−1Φ′(µx1,...,xn ⊗ idAl(n,k+1)(
n∑

i1,...,il

Xi1 · · ·Xil ⊗ u′i1,j1 · · ·u
′
il,jl

)

= µx1,...,xn ⊗ idAl(n,k)(
n∑

i1,...,il

Xi1 · · ·Xil ⊗ ui1,j1 · · ·uil,jl)

= µx1,...,xn ⊗ idAl(n,k)(α
(fp)
n,k (p)).

Since p is an arbitrary monomial, the proof is complete.

The same, by comparing universal conditions , we have

Corollary 3.4.5. µx1,...,xn is Bl(n, k)-invariant if it is Bl(n, k + 1)-invariant

Lemma 3.4.6. µx1,...,xn is (n, k)-quantum spreadable if it is Al(n, k)-invariant.
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Proof. Let {ui,j}i=1,...,n;j=1,...,k be generators of Ai(n, k) and {u′i,j}i=1,...,n;j=1,...,k be generators
of Al(n, k). Then, there is a well defined C∗-homomorphism β : Al(n, k) → Ai(n, k) such
that β(u′i,j) = ui,j. The existence of β is given by the universality of Al(n, k). Since µx1,...,xn
is Al(n, k)-invariant, for all monomials p = Xi1 · · ·Xim ∈ C〈X1, ..., Xk〉, we have

µx1,...,xk(p)1Al(n,k) = µx1,...xn ⊗ idAl(n,k)(α
(fp)
n,k (p)) =

∑
j1,...,jm

φ(xj1 · · ·xjm)u′j1,i1 · · ·u
′
jm,im .

Apply β on both sides of the above equation, we have

µx1,...,xk(p)1Ai(n,k) =
∑

j1,...,jm

φ(xj1 · · ·xjm)uj1,i1 · · ·ujm,im = µx1,...xn ⊗ idAi(n,k)(αn,k(p)).

The proof is complete.

The same, we have

Corollary 3.4.7. µx1,...,xn is (n, k)-boolean spreadable if it is Bl(n, k)-invariant.

Corollary 3.4.8. (x1, ..., xn) is boolean spreadable if it is boolean exchangeable. (x1, ..., xn)
is quantum spreadable if it is quantum exchangeable.

In summary, for fixed n, k ∈ N such that k < n, we have the following diagrams:

B(n, n)inv
//

��

Bl(n, k)inv
//

��

Bi(n, k)inv

��
Mi(n, k)inv

��
A(n, n)inv

// Al(n, k)inv
// Ai(n, k)inv

and

Booolean exchangeability //

��

Boolean spreadability

��
Monotone spreadability

��
Quantum exchangeability // Quantum spreadability.

The arrow “condtion a)→ condition b)” means that condition a) implies condition b).
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Chapter 4

De Finetti type theorems in
noncommutative probability

4.1 Boolean independence and freeness

In this section, we will show that operator valued boolean independent variables are some-
times operator valued freely independent. Therefore, we should not be surprised that the
joint distribution of any sequence of identically boolean independent random variables is
invariant under the coaction of the free quantum permutations. The main idea we will use
is the unitalization of C∗-algebras. Hence, we provide a brief review of the unitalization of
C∗-algebras here:
To every C∗ algebra A one can associate a unital C∗ algebra Ā which contains A as a two-
sided ideal and with the property that the quotient C∗-algebra Ā/A is isomorphic to C.
Actually, Ā = {xĪ + a|x ∈ C, a ∈ A}, where Ī is the unit of Ā. We will denote xĪ + a by
(x, a) where x ∈ C and a ∈ A, then we have

(x, a) + (y, b) = (x+ y, a+ b), (x, a)(y, b) = (xy, ab+ xb+ ya), (x, a)∗ = (x̄, a∗),

for all x, y ∈ C and a, b ∈ A.
Let (A,B, E) be an operator-valued probability space where A and B are not necessarily

unital. Let Ā and B̄ be the unitalization defined above, then we can extend E to Ē s.t
(Ā, B̄, Ē) is also an operator-valued probability space where Ē is a conditional expectation
on Ā.
It is natural to define Ē as

Ē[x, a] = (x,E[a]).

Ē[(1, 0)] = (1, 0), so Ē is unital. The linear property is easy to check.
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Take (x1, b1), (x2, b2) ∈ B̄ and (y, a) ∈ Ā, we have

Ē[(x1, b1)(y, a)(x2, b2)] = Ē[x1yx2, x1x2a+ yx2b+ x2b1a+ x1ab2 + yb1b2 + b1ab2]
= (x1yx2, E[x1x2a+ yx2b+ x2b1a+ x1ab2 + yb1b2 + b1ab2)]
= (x1yx2, x1x2E[a] + yx2b+ x2b1E[a] + x1E[a]b2 + yb1b2 + b1E[a]b2)
= (x1, b1)(y, E[a])(x2, b2)
= (x1, b1)Ē[(y, a)](x2, b2).

It is obvious that Ē2 = Ē. Hence, Ē is a B̄-B̄ bimodule from the unital algebra Ā to the
unital subalgebra B̄, i.e. a conditional expectation.

Proposition 4.1.1. Let (A,B, E) : A → B be an operator valued probability space, {Ai}i∈I
be a B-boolean independent family of sub-algebras and B ⊂ Ai for all i. Then, in the
unitalization operator probability space (Ā, B̄, Ē), {Āi}i∈I is a B̄-freely independent family of
sub-algebras.

Proof. Let (x, a) ∈ Ā, where a ∈ A and x is a complex number, then Ē[(x, a)] = (x,E[a]),
thus Ē[(x, a)] = 0 iff x = 0 and E[a] = 0.
Now, we can check the freeness directly. Let (xk, ak) ∈ Āik , i.e ak ∈ Aik and xi’s are complex
numbers, for k = 1, · · · , n and Ē[xk, ak] = 0 and i1 6= i2 6= · · · 6= in, then we have xk = 0 for
all k = 1, · · · , n and

Ē[(x1, a1)(x2, a2) · · · (xn, an)] = Ē[(0, a1)(0, a2) · · · (0, an)]
= Ē[(0, a1a2 · an)]
= (0, E[a1a2 · · · an)]
= (0, E[a1]E[a2] · · ·E[an])
= (0, 0) = 0.

and B̄ ⊂ Āi for all i.

By checking the conditions for operator valued freeness directly as we did in the above
theorem, we also have

Corollary 4.1.2. Let (A,B, E) : A → B be an operator valued probability space, {B ⊂
Ai}i∈I be a B-freely independent family of sub-algebras. Then, in their unitalization operator
probability space (Ā, B̄, Ē), {Āi}i∈I is a B̄-freely independent family of sub-algebras.

4.2 Operator valued boolean random variables are

boolean exchangeable

In this section, we prove that the joint distribution of n boolean independent operator valued
random variables are invariant under the linear coactions of Bs(n). The proof of the main
theorem in this section involves combinatorial structure of the mixed moments of random
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variables. For boolean independence, the mixed moments of the random variables can be
easily described by interval partitions. Therefore, we give an introduction below and we
show some properties of this kind of partitions.

Given a set S, a collection of disjoint nonempty sets P = {Vi|i ∈ I} is called a partition
of S if

⋃
i∈I
Vi = S, Vi ∈ P is called a block of the partition P . Let S be a finite ordered set,

then all the partitions of S have finite blocks. A partition P = {V1, · · ·Vr} of S is interval if
there are no two distinct blocks Vi and Vj and elements a, c ∈ Vi and b, d ∈ Vj s.t. a < b < c
or b < c < d. An interval partition P = {Ws|1 ≤ s ≤ r} is ordered if a < b for all a ∈ Ws,
b ∈ Wt and s < t. We denote by PI(S) the collection of ordered interval partitions of S.

For convenience, we need to introduce an equivalence relation on indices sequences. Let I
be an index set, [k] = {1, · · · , k} is an ordered set with the natural order. Let Ik = I×I×· · ·×
I be the k-fold Cartesian product of the index set I. A sequence of indices (im)m=1,··· ,k ∈ Ik
is said to be compatible with an ordered interval partition P = {W1, · · · ,Wr} ∈ PI([k]) if
ia = ib whenever a, b are in the same block and ia 6= ib whenever a, b are in two consecutive
blocks, i.e. Ws and Ws+1 for some 1 ≤ s ≤ r. One should pay attention that ia = ib is
allowed for a ∈ Ws and b ∈ Ws+2 for some 1 ≤ s ≤ r.

Now, we define an equivalence relation ∼PI([k]) on Ik: two sequences of indices

(im)m=1,··· ,k ∼PI([k]) (jm)m=1,··· ,k

if the two sequences are both compatible with an ordered interval partition P ∈ PI([k]).

Given J = (im)m=1,··· ,k,J ′ = (jm)m=1,··· ,k ∈ {1, ..., n}k, we denote Pui1,j1ui2,j2 · · ·uik,jkP
by UJ ,J ′ .

Lemma 4.2.1. Fix k ∈ N, let Bs(n) be the boolean permutation quantum semigroup with
standard generators {ui,j}i,j=1,··· ,n and P. Let J1 = (i1, · · · , ik),J2 = (j1, · · · , jk) ∈ [n]k be
two sequences if indices. Then, the product UJ1,J2 is not vanishing if J1 ∼PI([k]) J2.

Proof. Suppose that each Ji is compatible with an ordered interval partition Pi for i = 1, 2.
Let P1 = {W1, · · · ,Wr1} and P2 = {W ′

1, · · · ,W ′
r2
}, then P1 6= P2 implies that there exists

a t such that Wt 6= W ′
t for some 1 ≤ t ≤ min{r1, r2}. Take the smallest t, then Ws = W ′

s

whenever s < t and Wt 6= W ′
t . Then, these two intervals begin with the same number but

end with different numbers. In other words , we have either Wt $ W ′
t or W ′

t $ Wt. Without
loss of generality, we assume Wt $ W ′

t , then there is a number q s.t q ∈ Wt but q + 1 6∈ Wt

and q, q + 1 ∈ W ′
t . We have iq 6= iq+1 and jq = jq+1. Thus

UJ1,J2 = Pui1,j1 · · ·uiq ,jquiq+1,jq+1 · · ·uik,jkP = 0.

Lemma 4.2.2. Let (A,B, E : A → B) be an operator valued probability space. Let (xi)i=1,...,n

be a sequence of n random variables which are identically distributed and boolean independent
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with respect to E. Given two sequences of indices J = (iq)q=1,··· ,k, J ′ = (jq)q=1,··· ,k ∈ [n]k

and J ∼PI([n]) J ′, then

E[xi1b1xi2b2 · · · bk−1xik)] = E[xj1b1xj2b2 · · · bk−1xjk ],

where b1, · · · , bk−1 ∈ B ∪ {IA}.

Proof. Suppose that J and J ′ are compatible with an ordered interval partition P =
{W1, · · · ,Wr}. Assume thatW1 = {1, · · · , k1}, W2{k1+1, · · · , k2},...,Wr = {kr−1+1, · · · , k)},
then ikt 6= ikt+1 and jkt 6= jkt+1 for t = 1, ..., r. For convenience, we let kr = k, k0 = 0 and
bk = IA, we have

E[xi1b1xi2b2 · · · bk−1xik ]
= E[xi1b1xi2b2 · · · bn−1xikbk]

= E[
r∏
s=1

(
ns∏

t=ns−1+1

xitbt)]

=
r∏
s=1

E[
ns∏

t=ns−1+1

xitbt)]

=
r∏
s=1

E[
ns∏

t=ns−1+1

xjtbt]

= E[
r∏
s=1

ns∏
t=ns−1+1

xjtbt]

= E[xj1b1xj2b2 · · · bk−1xjk ].

We denote ∼PI([k]) by ∼PI when there is no confusion.
Let Bs(n) be the boolean permutation quantum semigroup with standard generators

{ui,j}i,j=1,··· ,n and P. We have

Lemma 4.2.3. Fix k and 1 ≤ i1, · · · , ik ≤ n, then

n∑
j1,··· ,jk=1

Pui1,j1 · · ·uik,jkP = P

Proof. The proof is straightforward:

n∑
j1,··· ,jk=1

Pui1,j1 · · ·uik,jkP

=
n∑

j1,··· ,jk−1=1

Pui1,j1 · · ·uik−1,jk−1(
n∑

jk=1

uik,jkP)

=
n∑

j1,··· ,jk−1=1

Pui1,j1 · · ·uik−1,jk−1P

= · · · = P.
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According to the definition of Bs(n), it follows that the product ui1,j1 · · ·uik,jk is not
vanishing only if it satisfies that it 6= it+1 whenever jt 6= jt+1 for all 1 ≤ t ≤ k − 1. Now, we
can turn to prove the main theorem in this section.

Theorem 4.2.4. Let (A,B, E : A → B) be an operator valued probability space, A be unital
and {xi}i=1,...,n be a sequence of n random variables in A which is identically distributed and
boolean independent with respect to E. Let φ be a linear functional on B and φ̄ is a linear
functional on A where φ̄(·) = φ(E[·]). Then, the joint distribution of the sequence {xi}i=1,...,n

with respect to φ̄ is invariant under the linear coaction of the boolean permutation quantum
semigroup Bs(n).

Proof. Fix k ∈ N, and indices 1 ≤ i1, · · · , ik ≤ n, and b1, · · · , bk−1 ∈ B ∪ {IA}, where IA is
the unit of A, by the two lemmas above we have

n∑
j1,j2,··· ,jk=1

E[xj1b1xj2b2 · · · bk−1xjk ]⊗Pui1,j1 · · ·uik,jk P

=
n∑

j1,j2,··· ,jk=1
(js)s=1,...,k∼PI (it)t=1,...,k

E[xj1b1xj2b2 · · · bk−1xjk ]⊗Pui1,j1 · · ·uik,jk P

=
n∑

j1,j2,··· ,jk=1
(js)s=1,...,k∼PI (it)t=1,...,k

E[xi1b1xi2b2 · · · bk−1xik ]⊗Pui1,j1 · · ·uik,jk P

=
k∑

j1,j2,··· ,jn=1

E[xi1b1xi2b2 · · · bk−1xik ]⊗Pui1,j1 · · ·uik,jk P

= E[xi1b1xi2b2 · · · bk−1xik ]⊗ P.

The last equality comes from Lemma 4.2.3. Let b1, ..., bk−1 = 1A and let φ ⊗ idBs(n) act on
the two sides of the above equation then we have

φ̄(xi1xi2 · · ·xik) P
= φ̄(xi1xi2 · · ·xik) P

=
n∑

j1,j2,··· ,jk=1

φ̄(xj1xj2 · · ·xjn)Pui1,j1 · · ·uik,jk P,

This is our desired conclusion.

4.3 Tail algebra

In order to study boolean exchangeable sequences of random variables, we need to choose
a suitable kind of noncommutative probability spaces. It is pointed by Hasebe [16] that a
W ∗-probability with a faithful normal state does not contain a pair of boolean independent
random variables with Bernoulli law. Moreover, in the end of the next section, we will show
that an infinite sequence of boolean exchangeable random variables in a W ∗-probability space
with a faithful normal state are equal to each other. Therefore, in boolean situation, it is
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necessary to consider W ∗ probability spaces with more general states rather than faithful
states:

Definition 4.3.1. Let A be a von Neumann algebra. A normal state φ on A is said to be
non-degenerated if x = 0 whenever φ(axb) = 0 for all a, b ∈ A.

Remark 4.3.2. By proposition 7.1.15 in [19], if φ is a non-degenerated normal state on A
then the GNS representation associated to φ is faithful.

Let (A, φ) be a W ∗-probability space with a non-degenerated normal state φ. Suppose
that A is generated by an infinite sequence of exchangeable random variables {xi}i∈N. In
the usual way, the tail algebra Atail of {xi}i∈N is defined by:

Atail =
∞⋂
n=1

vN{xk|k ≥ n},

where vN{xk|k ≥ n} is the von Neumann algebra generated by {xk|k ≥ n}. We call Atail
the unital tail algebra of {xi}i∈N because it contains the unit of the original algebra. In
a W ∗-probability space with a non-degenerated normal state, we need to consider another
kind of tail algebra T which is defined by the following formula:

T =
∞⋂
n=1

W ∗{xk|k ≥ n},

where W ∗{xk|k ≥ n} is the WOT closure of the non-unital algebra generated by {xk|k ≥ n}.
We call T the non-unital tail algebra of {xi}i∈N. If the unit of A is contained in T , then T is
also the unital tail-algebra of {xi}i∈N. Notice that the WOT closure of a non-unital algebra is
different from the von Neumann algebra generated a non-unital algebra. The WOT closure
of a non-unital algebra may not contain the unit of the original algebra. For example, let
P ∈ B(C2) be a one dimensional orthogonal projection. The weak operator closure of the
algebra generated by P is CP , but the vN-algebra generated by P is C1B(C2) + CP .

In W ∗-probability spaces with faithful states, the normal conditional expectation is con-
structed via the shift, i.e. a ∗-homomorphism which sends xi to xi+1 for all i ∈ N. In our
situation, we should carefully choose the tail algebra so that we can construct a φ-preserving
normal conditional expectation via shifts. To illustrate this phenomena, we provide two
examples here. For the details of the examples, see [6] and [12].
Non-unital tail algebra case: LetH be a Hilbert space with orthonormal basis {ei}i∈N∪{0}.
We define a sequence of operators {xn}n∈N as follows:

xne0 = en, and xnei = δn,ie0 for i ∈ N.

Let A be the von Neumann algebra generated by {xn}n∈N, then e0 is cyclic for A. Since A is
WOT closed and contains all finite-rank operators, A is actually B(H). On the other hand,
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if we denote by Pei the orthogonal projection onto the one dimensional generated by ei for
i ∈ N ∪ {0} , then

x2
1x

2
2 = Pe0

and

n∑
i=1

x2
i − (n− 1)x2

1x
2
2 =

n∑
i=0

Pei .

Since lim
n→∞

n∑
i=0

Pei = IB(H) in WOT, IB(H) is contained in the WOT closure of the non-unital

algebra generated by (xi)i∈N. Let φ be the vector state φ(·) = 〈·e0, e0〉. We can see that
the random variables xi’s are identically distributed and boolean independent. Since e0 is
cyclic for B(H), the probability space (A, φ) is non-degenerated. To construct a φ-preserving
conditional expectation, we need to use the non-unital tail algebra here. We have

T =
∞⋂
n=1

W ∗{xk|k ≥ n} = CPe0 .

The tail algebra T = CPe0 does not contain the unit of B(H). The conditional expectation
E : A → T is given by the following formula:

E[x] = Pe0xPe0 ,

for all x ∈ A. One can check that the sequence (xi)i∈N is boolean independent in the operator
valued probability space (A, T , E : A → T ).
If we use unital tail algebra in this situation, then we have

Atail =
∞⋂
n=1

vN{xk|k ≥ n} ⊃ {IB(H),Pe0
}.

Notice that

Pe0 = E[
n∑
i=1

x2
i − (n− 1)x2

1x
2
2]

for all n. We have

w∗ − lim
n→∞

E[
n∑
i=0

Pei ] = Pe0 6= IB(H),

but lim
n→∞

n∑
i=0

Pei = IB(H) in WOT. In conclusion, if the conditional expectation is normal, then

it may not be unital. In other words, the normal map E is not a conditional expectation in
this case.



CHAPTER 4. DE FINETTI TYPE THEOREMS IN NONCOMMUTATIVE
PROBABILITY 44

Unital tail algebra case: Let H1 = H⊕ Ce−1 be the direct sum of the Hilbert space
H with orthonormal basis {ei}i∈N∪{0} and Ce−1. As we constructed in the previous example,
we define a sequence of operators {xn}n∈N as follows:

xne0 = en, and xnei = δn,ie0 for i ∈ N, xne−1 = 0.

Let A be the von Neumann algebra generated by {xn}n∈N, then A = B(H)⊕CPe−1 . There-
fore, the WOT-closure of the non-unital algebra generated by {xn}n∈N is B(H)⊕ 0 does not
contain the unit of A. Let φ be the vector state φ(·) = 1

2
〈·(e0 + e−1), e0 + e−1〉, then the

random variables xi’s are identically distributed and boolean independent. In this case, we
need to use the unital tail algebra here. The unital tail algebra is

Atail =
∞⋂
n=1

vN{xk|k ≥ n} = CIH1 ⊕ CPe0 .

According to our construction, the conditional expectation E is given by the following for-
mula:

E[x] = Pe0xPe0 + 〈xe−1, e−1〉(IH1 − Pe−1),

for all a ∈ A.
We see that the the non-unital tail algebra here is

T =
∞⋂
n=1

W ∗{xk|k ≥ n} = CPe0 .

If E is a conditional expectation from A to T , then it sends the unit of A to the unit of T .
We have

E[IH] = Pe0 .

But,

φ(IH) 6= 1

2
= φ(Pe0).

Therefore, there is no φ-preserving conditional expectation E : A → T in this situation.

Now, we turn to define the conditional expectation for our de Finetti type theorem.
In the rest of this section, we suppose that the joint distribution of {xi}i∈N is boolean
exchangeable. Let A0 be the non-unital algebra generated by {xi}i∈N. In addition, we
assume that the unit 1A of A is contained in the WOT closure of A0. We will denote the
GNS construction associated to φ by (H, ξ, π), then there is a linear map ·̂ : A0 → H such
that â = π(a)ξ for all a ∈ A0. For convenience, we denote by An the non-unital algebra
generated by {xk|k > n}. Now, we turn to define our T -linear map. Recall that in [22],
the normal conditional expectation is defined as the WOT limit of shifts. The construction
works because the shift of an exchangeable sequence is automatically a normal isomorphism.
This fact relies on the property that a faithful normal state on A is faithful on all its
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subalgebras. When we consider W ∗-probability spaces with non-degenerated normal states,
we can see that a non-degenerated normal state on A is not necessarily non-degenerated
on A’s subalgebras. Therefore, in our situation , the shift of exchangeable sequence is not
automatically a normal isomorphism. In consequence, the conditional expectation defined
by taking WOT limit of shifts could not be well defined. Indeed, we are not sure that if
we can construct a normal conditional expectation under the assumption that the random
variables are only exchangeable. But in our situation, this is not a problem, since boolean
exchangeability is much stronger than classical exchangeability. For this reason, we check
the details of our conditional expectation in the rest of this section:

Lemma 4.3.3. Let A be a von Neumann algebra generated by an infinite sequence of self-
adjoint random variables (xi)i∈N, φ be a non-degenerated normal state on A. If the sequence

(xi)i∈N is exchangeable in (A, φ), then there is a C∗-isomorphism α : A‖·‖0 → A
‖·‖
1 such that,

α(xi) = xi+1,

for all i ∈ N, where A‖·‖i is the C∗-algebra generated by Ai.

Proof. Let (H, ξ, π) be the GNS construction associated to φ, it follows that {â|a ∈ A0} is
dense in H. For each n ∈ N, denote by A[n] the non-unital algebra generated by {xi|i ≤ n}.

Then
∞⋃
n=1

{π(a)ξ|a ∈ A[n]} is dense in H. Given y ∈
∞⋃
n=1

A[n], there exists N ∈ N such that

y ∈ A[N ]. We can assume y = p(x1, ..., xN) for some p ∈ C〈X1, ..., XN〉0, then we have

‖π(p(x1, ..., xN))ξ‖2 = φ(π(p(x1, ..., xN)∗(p(x1, ..., xN)))
= φ(p(x2, ..., xN+1)∗(p(x2, ..., xN+1))
= ‖π(p(x2, ..., xN+1))ξ‖2

We can define an isometry U from H to its subspace H1 which is generated by {â|a ∈ A1}
by the following formula:

Uπ(xi1 · · ·xik)ξ = π(xi1+1 · · · xik+1)ξ,

for all i1, ..., ik ∈ N.
Since φ gives a faithful representation to A, it gives a faithful representation to A‖·‖0 . For all
y ∈ A1, according to the faithfulness, we have

‖y‖2 = sup{〈y
∗yâ, â〉
〈â, â〉

|a ∈ A0, â 6= 0} = sup{φ(a∗y∗ya)

φ(a∗a)
|a ∈ A0, φ(a∗a) 6= 0}.

Denote by (H′, ξ′, π′) the GNS representation of A1 associated to φ. Indeed, H′ can
treated as H1. Because the identity of A is contained in the weak∗-closure of the non-unital
algebra generated by (xi)i∈N, by the Kaplansky density theorem, there exists a bounded

sequence {yi|‖yi‖ ≤ 1} ∈
∞⋃
n=1

A[n] such that yi converges to 1A in WOT. Therefore, π(yi)ξ
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converges to ξ in norm. Again, by the exchangeability of (xi)i∈N and Uπ(yi)ξ ∈ {b̂|b ∈ A1}
for all i, we have

‖Uπ(yi)ξ‖ = ‖π(yi)ξ‖ ≤ 1

and
〈Uπ(yi)ξ, ξ〉 = 〈π(yi)ξ, ξ〉 → 1.

Therefore, Uπ(yi)ξ converges to ξ in norm, namely, ξ ∈ H1.
Let x ∈ A1, then x = p(x2, ...xN+1) for some N and p ∈ C〈X1, ..., XN〉0. For every

y ∈ A0 there exists an M , such that y = p′(x1, ..., xM) for some p′ ∈ C〈X1, ..., XM〉0. By the
exchangeability, we send x1 to xN+M . Then

‖π(x)ŷ‖2
H = φ(p′(x1, ..., xM)∗p(x2, ...xN+1)∗p(x2, ...xN+1)p′(x1, ..., xM))

= φ(p′(xM+N , ..., xM)∗p(x2, ...xN+1)∗p(x2, ...xN+1)p′(xN+M , x2, x3..., xM))

= ‖π′(x) ̂p′(xM+N , x2..., xM))‖2
H′

and
‖ ̂p′(x1, ..., xM))‖H = ‖ ̂p′(xM+N , x2..., xM))‖H′ .

Therefore, we get

{‖π(x)â‖H
‖â‖H

|a ∈ A0, â 6= 0} ⊆ {‖π
′(x)â‖H′
‖â‖H′

|a ∈ A1, â 6= 0},

which implies

‖x‖ = ‖π(x)‖ = sup{‖πxâ‖H
‖â‖H

|a ∈ A0, â 6= 0} ≤ sup{‖π
′(x)â‖H′
‖â‖H′

|a ∈ A1, â 6= 0} = ‖π′(x)‖.

It follows that ‖x‖ = ‖π′(x)‖ for all x ∈ A1. By taking the norm limit, we have ‖x‖ = ‖π′(x)‖
for all x ∈ A‖·‖1 , so the GNS representation of A‖·‖1 associated to φ is faithful.
Now, we turn to define our C∗-isomorphism α:
Since U is an isometric isomorphism from H to H′, we define a homomorphism α′ : π(A0)→
B(H′) by the following formula

α′(y) = UyU∗,

for y ∈ π(A0). Let y ∈ π(A[n]), then y = π(p(x1, ..., xn)) for some p ∈ C〈X1, ..., Xn〉0. For

all v ∈
∞⋃
n=2

{π(a)ξ|a ∈ A[n] ⊂ H′, there exists N ∈ N and p1 ∈ C〈X1, ...XN〉0 such that

v = π(p1(x2, ..., xN+1))ξ. We have

α′(y)v = Uπ(p(x1, ..., xn)U∗π(p1(x2, ..., xN+1))ξ
= Uπ(p(x1, ..., xn)π(p1(x1, ..., xN))ξ
= Uπ(p(x1, ..., xn)p1(x1, ..., xN))ξ
= π(p(x2, ..., xn+1)p1(x1, ..., xN+1))ξ

.
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Since
∞⋃
n=2

{π(a)ξ|a ∈ A[n] is dense in H1, we get α′(π(p(x1, ..., xn))) = π(p(x2, ..., xn+1)).

Because (H, ξ, π) and (H′, ξ′, π′) are faithful GNS representations for A0 and A1 respectively,
there is a well defined norm preserving homomorphism α : A0 → A1, such that α(xi) = xi+1

for all i ∈ N. Therefore, α extends to a C∗-isomorphism from A‖·‖0 to A‖·‖1 .

Since W ∗{xk|k ≥ n}’s are WOT closed, their intersection is a WOT closed subset of A.
Following the proof of proposition 4.2 in [23], we have

Lemma 4.3.4. For each a ∈ A0, {αn(a)}n∈N is a bounded WOT convergent sequence.
Therefore, there exists a well defined φ-preserving linear map E : A0 → T by the following
formula:

E[a] = w∗ − lim
n∞

αn(a)

for a ∈ A0

Proof. By lemma 4.3.3, there is a norm preserving endomorphism α of A0 such that

φ ◦ α = φ and α(xi) = xi+1.

For I ⊂ N, denote by AI the non-unital algebra generated by {xi|i ∈ I}. Suppose a, b, c ∈⋃
|I|<∞

AI , we can assume a ∈ AI ,b ∈ AJ and c ∈ AK for some finite sets I, J,K ⊂ N. Because

I, J,K are finite, there exists an N such that (I ∪K)∩ (J + n) = ∅, for all n > N . We infer
from the exchangeability that φ(aαn(b)c) = φ(aαn+1(b)c) for all n > N . This establishes the
limit

lim
n→∞

φ(aαn(b)c)

on the weak∗-dense algebra
⋃
|I|<∞

AI . We conclude from this and {αn(b)}n∈N is bounded that

the pointwise limit of the sequence α defines a linear map E : A0 → A such that E(A0) ⊂ T .

To extend E to the W ∗-algebra A, we need to make use of the boolean invariance con-
ditions.

Lemma 4.3.5. Let {xi}i∈N ⊂ A be an infinite sequence of random variables whose joint
distribution is invariant under the linear coactions of the quantum semigroups Bs(k)’s, then

φ(xk1i1 x
k2
i2
· · ·xknin ) = φ(xk11 x

k2
2 · · ·xknn ),

whenever i1 6= i2 6= · · · 6= in, and k1, ..., kn ∈ N

Proof. If il 6= im for all l 6= m, then the statement holds by the exchangeability of the
sequence. Suppose the number il appears m times in the sequence, which are {ilj}j=1,...,m

such that ilj = il and l1 < l2 < · · · < lm. Without loss of generality, we can assume that
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i1, ..., in ≤ N + 1 and il = N + 1 for some N by the exchangeability.

For each M ∈ N, by lemma 3.3, we have the following representation πM of the quantum
semigroup Bs(M +N):

πM(ui,j) =

{
Pi−N,j−N , if min{i, j} > N
δi,jP, if min{i, j} ≤ N

,

and π(P) = P , where pi,j and p are projections in B(C2M)given by lemma 3.3. Then we
have

PPi,jP =
1

M
P,

for 1 ≤ i, j ≤ N .
According to the boolean invariance condition, we have:

φ(xk1i1 x
k2
i2
· · ·xknin )P

=
M+N∑

j1,j2,...jn=1

φ(xk1j1x
k2
j2
· · · xknjn )Puj1,i1 · · ·ujn,inP

=
N∑

jl1 ,jl2 ,...jlm=1

φ(xk1i1 · · · x
kl1
jl1
· · ·xkl2jl2 · · ·x

kn
in

)PPjl1 ,il1PPjl2 ,il2P · · ·ujlm ,ilmP

= 1
Mm

N∑
jl1 ,jl2 ,...jlm=1

φ(xk1i1 · · ·x
kl1
jl1
· · ·xkl2jl2 · · ·x

kn
in

)P

= 1
Mm [

N∑
jls 6=jlt if s 6=t

φ(xk1i1 · · ·x
kl1
jl1
· · ·xkl2jl2 · · · x

kn
in

)P +
N∑

jls=jlt for some s 6=t
φ(xk1i1 · · ·x

kl1
jl1
· · ·xkl2jl2 · · ·x

kn
in

)P ].

In the first part of the sum, by the exchangeability, it follows that

φ(xk1i1 · · ·x
kl1
jl1
· · ·xkl2jl2 · · ·x

kn
in

) = φ(xk1i1 · · ·x
kl1
N+1 · · ·x

kl2
N+2 · · ·x

kn
in

),

where we sent jls to N + s. Then, we have

1

Mm

N∑
jls 6=jlt if s 6=t

φ(xk1i1 · · ·x
kl1
jl1
· · ·xkl2jl2 · · ·x

kn
in

)P =

m−1∏
s=0

(M − s)

Mm
φ(xk1i1 · · ·x

kl1
N+1 · · · x

kl2
N+2 · · ·x

kn
in

)P,

which converges to φ(xk1i1 · · ·x
kl1
N+1 · · ·x

kl2
N+2 · · ·x

kn
in

)P as M goes to ∞.
To the second part of the sum, we have

φ(xk1i1 · · ·x
kl1
jl1
· · · xkl2jl2 · · ·x

kn
in

) ≤ ‖xk1i1 · · ·x
kl1
jl1
· · ·xkl2jl2 · · ·x

kn
in
‖ ≤ ‖xk1+···+kn

1 ‖,

which is bounded, therefore,

| 1

Mm

N∑
jls=jlt for some s 6=t

φ(xk1i1 · · ·x
kl1
jl1
· · ·xkl2jl2 · · ·x

kn
in

)| ≤ (1−

m−1∏
s=0

(M − s)

Mm
)‖xk1+···+kn

1 ‖
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goes to 0 as M goes to ∞. By now, we have showed that if there are indices is = it for
s 6= t in the the sequence, we can, without changing the value of the mixed moments, change
them to two different large numbers js, jt such that js, jt differ the other indices. After finite
steps, we will have

φ(xk1i1 x
k2
i2
· · ·xknin ) = φ(xk1j1x

k2
j2
· · ·xknjn ),

such that all the jl’ are not equal to any of the other indices. By the exchangeability, the
proof is complete.

Corollary 4.3.6. Let {xi}i∈N ⊂ (A, φ) be an infinite sequence of random variables whose
joint distribution is invariant under the linear coactions of the quantum semigroups Bs(k)’s,
then

φ(xk1i1 x
k2
i2
· · ·xknin ) = φ(xk1j1x

k2
j2
· · ·xknjn ),

whenever i1 6= i2 6= · · · 6= in, j1 6= j2 6= · · · 6= jn, i1, ..., in, j1, ...jn ∈ N and k1, ..., kn ∈ N.
Moreover, we have

φ(axk1i1 x
k2
i2
· · ·xknin b) = φ(axk1j1x

k2
j2
· · ·xknjn b),

whenever i1 6= i2 6= · · · 6= in, j1 6= j2 6= · · · 6= jn, i1, ..., in, j1, ...jn > M , k1, ..., kn ∈ N and
a, b ∈ A[M ] for some M ∈ N.

Lemma 4.3.7. For all a, b, y ∈ A0, we have

〈E(y)â, b̂〉 = 〈yÊ(a), Ê[b]〉.

Proof. Because an element in A0 is a finite linear combination of the noncommutative
monomials, it suffices to show the property in the case: b∗ = xr1i1 · · ·x

rl
il

, y = xs1j1 · · ·x
sm
jm

,

a = xt1k1 · · · x
tn
kn

, where i1 6= i2 6= · · · 6= il, j1 6= ... 6= jm, k1 6= ... 6= kn and all the power
indices are positive integers. Let N = max{i1, ..., il, j1, ..., jm, k1, ..., kn}, for all L > N , we
have il 6= j1 + L and jm + L 6= k1. Therefore, we have

〈E(y)â, b̂〉 = lim
M→∞

〈αM(y)â, b̂〉
= 〈αL(y)â, b̂〉
= φ(xr1i1 · · ·x

r1
il
xs1j1+L · · ·x

sm
jm+Lx

t1
k1
· · ·xtnkn),

by corollary 4.3.6,

= φ(xr11 · · ·x
rl
l x

s1
l+1 · · ·x

sm
l+mx

t1
l+m+1 · · ·x

tn
l+m+n)

= φ(xr11 · · ·x
rl
l x

s1
l+1 · · ·x

sm
l+mx

t1
l+m+1 · · ·x

tn
l+m+n)

= φ(xr1i1+L · · ·x
r1
il+L

xs1j1 · · ·x
sm
jm
xt1k1+2L · · ·x

tn
kn+2L)

= φ(αL(xr1i1 · · ·x
r1
il

)xs1j1 · · ·x
sm
jm
α2L(xt1k1 · · ·x

tn
kn

))
= lim

M→∞
φ(αN(b∗)yα2L+M(a))

= φ(αL(b∗)yE[a]).
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Notice that {αL(b)|L ≤ N} is a bounded sequence of random variables which converges to
E[b∗] in WOT and φ(·yE[a]) is a normal linear functional on A, we have

φ(αL(b∗)yE[a]) = lim
M→∞

φ(αM(b∗)yE[a])

= φ(E[b]∗yE[a])

= 〈yÊ[a], Ê[b]〉.

Lemma 4.3.8. Let {yn}n∈N ⊂ A0 be a bounded sequence of random variables such that
w∗ − lim yn = 0, then w∗ − limE[yn] = 0.

Proof. For all a, b ∈ A0, we have

lim
n
〈E[yn]â, Ê[b]〉 = lim

n
〈ynÊ[a], Ê[b]〉 = 0.

Since {â|a ∈ A0} is dense in Hξ, we get our desired conclusion.

Let y ∈ A and {yn}n∈N ⊂ A0 be a bounded sequence such that yn converges to y in
WOT. For all a, b ∈ A0, we have

lim
n
〈E[yn]â, b̂〉 = lim

n
〈ynÊ[a], Ê[b]〉 = 〈yÊ[a], Ê[b]〉.

Therefore, {E[yn]}n∈N converges to an element y′ in pointwise weak topology, by the lemma
above, we see that y′ is independent of the choice of {yn}n∈N. Since {E[yn]}n∈N ⊂ T , we
have y′ ∈ T . By now, we have defined a linear map E : A → T and we have

Lemma 4.3.9. E is normal.

Proof. Let {yn}n∈N ⊂ A be a bounded WOT convergent sequence of random variables such
that w∗ − lim

n→∞
yn = y. Then, we have

lim
n→∞
〈E[yn]â, b̂〉 = lim

n→∞
〈ynÊ[a], Ê[b]〉 = 〈yÊ[a], Ê[b]〉 = 〈E[y]â, b̂〉,

for all a, b ∈ A0. Therefore, E is normal.

Now, we can turn to show that E is a conditional expectation from A to φ:

Lemma 4.3.10. E[a] = a for all a ∈ T .
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Proof. Let a ∈ T , b, c ∈ A0, then there exists an N ∈ N such that a ∈ AN+1
w∗

and
b, c ∈ A[N ]. We can approximate a in WOT by a bounded sequence (ak)k∈N ⊂ AN+1 in
WOT. According to the definition of E and the exchangeability, we have

〈E[a]ĉ, b̂〉 = φ(b∗E[a]c)
= lim

k
φ(b∗E[ak]c)

= lim
k

lim
n
φ(b∗αn(ak)c)

= lim
k
φ(b∗akc)

= φ(b∗ac) = 〈aĉ, b̂〉.

The equation is true for all b, c ∈ A0, so E[a] = a.

To check the bimodule property of E, we need to show that the quality of 4.3.7 holds for
all x ∈ A:

Lemma 4.3.11. For all a, b, x ∈ A, we have

φ(aE[x]b) = φ(E[a]xE[b]).

Proof. By the Kaplansky’s density theorem, there exist two bounded sequences {an ∈
A0|‖an‖ ≤ ‖a‖, n ∈ N} and {bn ∈ A0|‖bn‖ ≤ ‖b‖, n ∈ N} which converge to a and b in
WOT, respectively. Since φ and E are normal, we have

φ(aE[x]b) = lim
n
φ(anE[x]b)

= lim
n

lim
m
φ(anE[x]bm)

= lim
n

lim
m
φ(E[an]xE[bm])

= lim
n
φ(E[an]xE[b])

= φ(E[a]xE[b]).

Lemma 4.3.12. E[ax] = aE[x] for all a ∈ T and x ∈ A.

Proof. For all b, c ∈ A0, by lemma 5.2.12 and Lemma 4.3.10, we have

〈E[ax]b̂, ĉ〉 = φ(c∗E[ax]b)
= φ(E[c∗]axE[b])
= φ((E[c∗]a)xE[b]).
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since E[c∗]a ∈ T , E[E[c∗]a] = E[c∗]a, then

φ((E[c∗]a)xE[b]) = φ(E[E[c∗]a]xE[b])
= φ(E[c∗]aE[x]b)
= φ(E[c∗]E[aE[x]]b)
= φ(E[E[c∗]](aE[x])E[b])
= φ(E[c∗](aE[x])E[b])
= φ(c∗E[aE[x]]b)
= φ(c∗aE[x]b)

= 〈aE[x]b̂, ĉ〉.

Since b, c are arbitrary, we get our desired conclusion

Lemma 4.3.13.

E[xk1i1 · · ·x
ks
is
· · ·xktit · · ·x

kn
in

] = E[xk1i1 · · ·α
N(xksis · · ·x

kt
it

) · · ·xknin ]

whenever i1 6= i2 6= · · · 6= in, N ≥ max{i1, ..., in}, kj’s are positive integers.

Proof. Given a, b ∈ A0, then there exists an M such that a, b ∈ A[M ]. Then, we have

〈E[xk1i1 · · ·x
ks
is
· · ·xktit · · ·x

kn
in

]â, b̂〉
= lim

l→∞
〈αl(xk1i1 · · ·x

ks
is
· · ·xktit · · ·x

kn
in

)â, b̂〉
= 〈αM(xk1i1 · · ·x

ks
is
· · ·xktit · · ·x

kn
in

)â, b̂〉
= 〈xk1i1+M · · ·x

ks
is+M

· · ·xktit+M · · ·x
kn
in+M â, b̂〉,

by lemma 4.3.6 and i1 + M 6= · · · 6= is−1 + M 6= is + M + N 6= is+1 + M + N 6= · · · 6=
it +M +N 6= it+1 +M 6= · · · in +M ,

〈xk1i1+M · · ·x
ks
is+M

· · ·xktit+M · · · x
kn
in+M â, b̂〉

= 〈xk1i1+M · · · x
ks
is+M+N · · ·x

kt
it+M+N · · ·x

kn
in+M â, b̂〉

= 〈αM(xk1i1 · · ·α
N(xksis · · ·x

kt
it

) · · · xknin )â, b̂〉
= lim

l→∞
〈αl(xk1i1 · · ·α

N(xksis · · ·x
kt
it

) · · ·xknin )â, b̂〉
= 〈E[xk1i1 · · ·α

N(xksis · · ·x
kt
it

) · · · xknin ]â, b̂〉.

Because {â|a ∈ A0} is dense in H, the proof is complete.

Corollary 4.3.14.

E[xk1i1 · · ·x
ks
is
· · ·xktit · · ·x

kn
in

] = E[xk1i1 · · ·E[xksis · · ·x
kt
it

] · · ·xknin ],

whenever i1 6= i2 6= · · · 6= in.
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Proof. Let N = max{i1, ..., in}. Since E[xksis · · ·x
kt
it

] = w∗ − lim
l→∞

αl(xksis · · ·x
kt
it

), we have

E[xksis · · ·x
kt
it

] = w∗ − lim
l→∞

1

l

l∑
s=1

αN+l(xksis · · ·x
kt
it

).

Then, by lemma 4.3.13,

E[xk1i1 · · · x
ks
is
· · ·xktit · · ·x

kn
in

]

= 1
l

l∑
s=1

E[xk1i1 · · ·α
N+l(xksis · · ·x

kt
it

) · · ·xknin ]

= E[xk1i1 · · · [w
∗ − lim

l→∞
1
l

l∑
s=1

αN+l(xksis · · ·x
kt
it

)] · · ·xknin ]

= E[xk1i1 · · ·E[xksis · · ·x
kt
it

] · · ·xknin ].

The last two equations follow the normality of E and

xk1i1 · · · [
1

l

l∑
s=1

αN+l(xksis · · · x
kt
it

)] · · ·xknin → xk1i1 · · ·E[xksis · · ·x
kt
it

] · · ·xknin

in WOT.

Lemma 4.3.15.

E[b1x
k1
i1
b2 · · · bsxksis · · · btx

kt
it
· · · bnxknin ] = E[b1x

k1
i1
b2 · · ·E[bsx

ks
is
· · · btxktit ] · · · bnxknin ],

whenever i1 6= i2 6= · · · 6= in, k1, ...kn are positive integers, b1, ...bn ∈ AN+1 where N =
max{i1, ..., in}.

Proof. By the linearity of E, we can assume that bi’s are “monomials”, i.e. bj = xij,1 · · ·xij,rj
where ij,j′ ’s are greater than N . Then,

b1x
k1
i1
b2 · · · bsxksis · · · btx

kt
it
· · · bnxknin = b1x

k1
i1
b2 · · ·xis,1 · · ·xis,rsx

ks
is
· · ·xit,1 · · ·xit,rtx

kt
it
· · · bnxknin ,

is,1 ≥ N + 1 > is−1 and it,rt ≥ N + 1 > it+1. Therefore, by lemma 5.2.8,

E[b1x
k1
i1
b2 · · ·xis,1 · · ·xis,rsx

ks
is
· · ·xit,1 · · ·xit,rtx

kt
it
· · · bnxknin ]

= E[b1x
k1
i1
b2 · · ·E[xis,1 · · ·xis,rsx

ks
is
· · ·xit,1 · · ·xit,rtx

kt
it

] · · · bnxknin ]

= E[b1x
k1
i1
b2 · · ·E[bsx

ks
is
· · · btxktit ] · · · bnxknin ].

Proposition 4.3.16. Let (A, φ) be a W ∗-probability space and (xi)i∈N be a sequence of of
selfadjoint random variables in A whose joint distribution is invariant of under the boolean
permutations. Let E be the conditional expectation onto the non-unital tail algebra T of the
sequence. Then, E has the following factorization property: for all n, k ∈ N, polynomials
p1, ..., pn ∈ T 〈X1, ..., Xk〉0 and i1, ..., in ∈ {1, ..., k} such that i1 6= i2 6= · · · 6= in, we have

E[p1(xi1) · · · pl(xim) · · · pn(xin)] = E[p1(xi1) · · ·E[pl(xim)] · · · pn(xin)].
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Proof. It suffices to prove the statement in the case: p1, ..., pn are T -monomials but none of
them is an element of T . Assume that

pi(X) = bi,0X
ti,1bi,1X

ti,2bi,2 · · ·X ti,ki ,

where bi,j ∈ T and t′i,js are positive integers. Let N = max{i1, ..., in}, then bi,j ∈ T ⊂
AN+1

w∗

. By the Kaplansky theorem, for every bi,j, there exists a bounded sequence {bl,i,j}l∈N
such that bl,i,j converges to bi,j in strong operator topology (SOT). Let pn,i(X) = bn,i,0X

ti,1bn,i,1X
ti,2bn,i,2 · · ·X ti,ki ,

then pl,k(xik) converges to pk(xik) in SOT. By the normality of E, we have

E[p1(xi1) · · · pl(xim) · · · pn(xin)] = w∗ − lim
l→∞

E[pl,1(xi1) · · · pl,m(xim) · · · pl,n(xin)].

By lemma 4.3.15, we have

E[pl,1(xi1) · · · pl,m(xim) · · · pl,m(xin)] = E[pl,1(xi1) · · ·E[pl,m(xim)] · · · pl,n(xin)].

It follows that E[pl,m(xim)] converges to E[pm(xim)] in WOT. Therefore,

pl,1(xi1) · · ·E[pl,m(xim)] · · · pl,n(xin)

converges to p1(xi1) · · ·E[pm(xim)] · · · pm(xin) in WOT. Now, we have

E[p1(xi1) · · · pl(xim) · · · pn(xin)]
= w∗ − lim

l→∞
E[pl,1(xi1) · · · pl,m(xim) · · · pl,n(xin)]

= w∗ − lim
l→∞

E[pl,1(xi1) · · ·E[pl,m(xim)] · · · pl,n(xin)]

= E[p1(xi1) · · ·E[pm(xim)] · · · pn(xin)],

the last equality follows E’s WOT continuity.

4.4 Main theorem and examples

In this section, we will complete the proof of the main theorems. In the first subsection, we
assume that the unit of the original algebra is contained in the WOT-closure of the non-unital
algebra generated by random variables. The proof in this case is a summary of the results in
section 4.3 and section 4.2. In the second subsection, we assume that the unit of the original
algebra is not contained in the WOT-closure of the non-unital algebra generated by random
variables. We will show that a probability space in this situation is the unitalization of a
case in subsection 4.4.1. Then, we prove the theorem by using results in section 4.2. In the
last subsection, we show that boolean exchangeable sequences in a probability space with a
faithful state is trivial, i.e. all the random variables are equal to each other.
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4.4.1 Non-unital tail algebra case

Theorem 4.4.1. Let (A, φ) be a W ∗-probability space and (xi)i∈N be an infinite sequence
of selfadjoint random variables. Suppose A is the WOT closure of the non-unital algebra
generated by (xi)i∈N and φ is non-degenerated. Then the following statements are equivalent:

a) The joint distribution of (xi)i∈N satisfies the invariance conditions associated with the
linear coactions of the quantum semigroups Bs(n)’s.

b) The sequence (xi)i∈N is identically distributed and boolean independent with respect to
a φ-preserving normal conditional expectation E onto the non-unital tail algebra T of
the sequence (xi)i∈N

Proof. a)⇒ b): By choosing m = 1 in proposition 5.3.1, we have

E[p1(xi1) · · · p2(xi2) · · · pn(xin)]
= E[E[p1(xi1)]p2(xi2) · · · pn(xin)]
= E[p1(xi1)]E[p2(xi2) · · · pn(xin)]
· · ·

= E[p1(xi1)]E[p2(xi2)] · · ·E[pn(xin)],

whenever i1 6= i2 6= · · · 6= in, p1, ..., pn ∈ T 〈X〉0
b)⇒ a) is a special case of theorem 6.2.12

The non-unital tail algebra case example in the previous section is a special case of this
theorem. The range of the conditional expectation in example is a one dimensional algebra.

4.4.2 Unital tail algebra case

Let (A, φ) be a W ∗-probability space with a non-degenerated normal state φ and (xi)i∈N
be a sequence of selfadjoint random variables. Suppose A is the WOT closure of the unital
algebra generated (xi)i∈N and φ is non-degenerated. Again, we denote by A0 the non-unital
algebra generated by (xi)i∈N. Let IA be the unit of A, we assume that IA is not contained

in A0
w∗

and denote by I1 the unit of A0
w∗

. Then,

I2 = IA − I1 6= 0

and
A = CI2 ⊕A0

w∗

.

For all x ∈ A0
w∗

, we have
I2x = (IA − I1)x = 0.

Let a ∈ A0
w∗

such that φ(xay) = 0 for all x, y ∈ A0
w∗

. For x̄, ȳ ∈ A, there exist two

constants c1, c2 ∈ C and x, y ∈ A0
w∗

such that x = c1I2 + x and y = c2I2 + y, then

φ(x̄aȳ) = φ(xab) = 0,
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Since our x̄, ȳ are chosen arbitrarily, we have a = 0. Therefore, (A0
w∗

, 1
φ(I1)

φ) is a W ∗-
probability space with a non-degenerated normal state. Let Atail be the unital tail algebra

of (xi)i∈N in (A, φ) and T be the non-unital tail algebra of (xi)i∈N in (A0
w∗

, 1
φ(I1)

φ). Then,
we have

Atail =
∞⋂
n=1

vN{xk|k ≥ n} =
∞⋂
n=1

(W ∗{xk|k ≥ n}+ CIA) = T + CIA.

Since A0
w∗

is a two-sided ideal of A, for all x̄ ∈ Atail we have x̄ = aIA + x for some

x ∈ A0
w∗

and a ∈ C. By theorem 7.1, there is a φ-preserving normal conditional expectation

E from A0
w∗

onto T . As we proceeded in section 4.1, we can extend this conditional

expectation E to an conditional expectation Ē which is from the unitalization of A0
w∗

to
the unitalization of T . The unitalizations of the two algebras are isomorphic to A and Atail,
respectively. We have

Lemma 4.4.2. The conditional expectation Ē is φ-preserving and normal.

Proof. The normality is obvious, we just check the φ-preserving condition here. Let x̄ =

aIA + x ∈ A for some x ∈ A0
w∗

and a ∈ C, we have

φ(E[x̄] = φ(E[aIA + x]) = φ(aIA + E[x]) = a+ φ(E[x]) = a+ φ(x).

The last equality holds because E is a 1
φ(I1)

φ-preserving conditional expectation on (A0
w∗

, 1
φ(I1)

φ).

Together with proposition 6.2.12, we have the following theorem:

Theorem 4.4.3. Let (A, φ) be a W ∗-probability space and (xi)i∈N be a sequence of selfadjoint
random variables. Suppose the unit IA of A is not contained in the WOT closure of the non-
unital algebra generated by (xi)i∈N and φ is non-degenerated. Then the following statements
are equivalent:

a) The joint distribution of (xi)i∈N is boolean exchangeable.

b) The sequence (xi)i∈N is identically distributed and boolean independent with respect to
a φ-preserving normal conditional expectation Ē onto the unital tail algebra Atail of
the (xi)i∈N.

4.4.3 On W ∗-probability spaces with faithful states

Now, we turn to consider boolean exchangeable sequences of random variables in a W ∗-
probability space with a faithful state:
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Theorem 4.4.4. Let (A, φ) be a W ∗-probability space and (xi)i∈N be a sequence of selfadjoint
random variables such that A is generated by (xi)i∈N and φ is faithful. Then the following
statements are equivalent:

a) The joint distribution of (xi)i∈N is boolean exchangeable.

b) xi = xj for all i, j ∈ N

Proof. b)⇒ a): If xi = xj for all i, j ∈ N, given a monomial p = Xi1 · · ·Xik ∈ C〈X1, ..., Xn〉,
then

µx1,...xn(Xi1 · · ·Xik)P = φ(xi1 · · ·xik)P
= φ(xk1)P

=
n∑

j1,...,jk=1

φ(xk1)π(Puj1,i1 · · ·ujk,ikP)

=
n∑

j1,...,jk=1

φ(xj1 · · ·xjk)Puj1,i1 · · · jk, ikP

= µx1,...xn ⊗ idBs(n)( Lp).

b) ⇒ a): It is sufficient to show that x1 = x2. By theorem 7.1 and 7.3, there exists a
φ-preserving conditional expectation E maps A to its unital or non-unital tail algebra such
that (xi)i∈N is identically distributed and boolean independent with respect to E. For k ∈ N
and k > 2, we have

φ((x1 − x2)xk((x1 − x2)xk)
∗)

= φ((x1 − x2)x2
k(x1 − x2))

= φ(E[(x1 − x2)x2
k(x1 − x2)])

= φ(E[x1 − x2]E[x2
k]E[x1 − x2])

= 0.

Since φ is faithful, we get
(x1 − x2)xk = 0

for all k > 2. Let Ak be the WOT closure of the non-unital algebra generated by {xn|n > k},
then we have

(x1 − x2)x = 0

for all x ∈ Ak . Notice that (xi)i∈N is exchangeable, by the construction of proposition
4.2 in [23] , there exists a normal φ-preserving homomorphism α : An → An+1 such that
α(xi) = xi+1. For each n ∈ N, we denote by In the unit of An. Then, α(In) = In+1 and
InIn+1 = In+1, since In+1 is a projection in An. Then, we have

φ((In − In+1)2) = φ(In − In+1) = φ(In)− φ(α(In)) = 0,

which implies that In = In+1. It follows that

I0 = I1 = I2.
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Therefore,
0 = (x1 − x2)I2 = (x1 − x2)I0 = x1 − x2.

Especially, we have the following:

Corollary 4.4.5. Let (A, φ) be a W ∗-probability space and (xi)i∈N be a sequence of boolean
independent and identically distributed random variables. Then, there exists a real number
a and a projection P ∈ A, such that xi = aP for all i ∈ N.

Proof. The joint distribution of (xi)i∈N is boolean exchangeable, since (xi)i∈N are boolean
exchangeable and identically distributed. According to Theorem 4.4.4, all these random
variables (xi)i∈N are equal to each other. Let x = x1, then

φ(xn) = φ(
n∏
i=1

xi) =
n∏
i=1

φ(xi) = φ(x)n.

Therefore, φ((x2 − φ(x)x)2) = 0. It implies that x2 = φ(x)x. If φ(x) = 0, then φ(x2) = 0.
In this case, a = 0, P can be any projection in A. If φ(x) 6= 0, then 1

φ(x)
x is a projection. In

this case, a = φ(x), P = 1
φ(x)

x.

4.5 Two more kinds of probabilistic symmetries

In this section, we study two more kinds of probabilistic symmetries. Since C〈X1, ..., Xn〉
is an algebra, it would be natural to define coactions of the quantum semigroups Bs(n) on
C〈X1, ..., Xn〉 as algebraic homomorphisms but not only linear maps. In the following, we will
define algebraic coactions of the quantum semigroups Bs(n)’s and Bs(n)’s on C〈X1, ..., Xn〉.
The invariance conditions for the joint distribution will be defined as we did in previous
sections.

In our situation, the algebraic coaction  L′n : C〈X1, ..., Xn〉 → C〈X1, ..., Xn〉 ⊗ Bs(n) is
given by the following formulas:

 L′n(1) = 1⊗ I,  L′n(Xi) =
n∑
k=1

Xk ⊗Puk,iP.

Since C〈X1, ..., Xn〉 is freely generated by n variables X1, ..., Xn, the homomorphism is well
defined. Then, we would have

 Ln(Xi1 · · ·Xik) =
n∑

j1,...jk=1

Xj1 · · ·Xjk ⊗Puj1,i1P · · ·Pujn,inP

and
( L′n ⊗ idBs(n)) L′n = (idCn ⊗∆) L′n.
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We call  L′n the algebraic coaction of Bs(n) on C〈X1, ..., Xn〉. The invariance condition asso-
ciated with  L′n would be the defined as following:

Definition 4.5.1. In a probability space (A, φ), let (xi)i=1,...,n be random variables in A. We
say that the joint distribution of (xi)i=1,...,n is invariant under the algebraic coaction  L′n of
Bs(n) if

µx1,...,xn(p)P = µx1,...,xn ⊗ idBs(n)( L′n(p)),

for all p ∈ C〈X1, ..., Xn〉, where µx1,...,xn is the joint distribution of (xi)i=1,...,n with respect to
φ.

We will see that this invariance condition is so strong that we can study it in finitely
generated probability spaces.

Proposition 4.5.2. Let (A, φ) be a W ∗-probability space with a non-degenerated state φ.
Suppose A is the WOT closure of the unital algebra generated by selfadjoint random variables
(xi)i=1,...,n. Then, the joint distribution of (xi)i=1,...,n is invariant under the algebraic coaction
 L′n of Bs(n) is equivalent to x1 = x2 = · · · = xn.

Proof. Suppose x1 = x2 = · · · = xn. Let p = Xi1 · · ·Xim ∈ C〈X1, ..., Xn〉, then we have

µx1,...,xn ⊗ idBs(n)( L′n(Xi1 · · ·Xim))

= µx1,...,xn ⊗ idBs(n)(
n∑

j1,...jm=1

Xj1 · · ·Xjm ⊗Puj1,i1Puj2,i2P · · ·Pujm,imP)

=
n∑

j1,...jm=1

φ(xj1 · · ·xjm)Puj1,i1Puj2,i2P · · ·Pujm,imP

=
n∑

j1,...jm=1

φ(xm1 )Puj1,i1Puj2,i2P · · ·Pujm,imP

= φ(xm1 )P
= µx1,...,xn(Xi1 · · ·Xim)P.

Since p is arbitrary, we proved ⇐.
Suppose the joint distribution of (xi)i=1,...,n is invariant under the algebraic coaction  L′n.
Let {v1, ..., v2n} be orthonormal basis of the standard 2n-dimensional Hilbert space C2n and
denote vk = vk+2n for all k ∈ Z. Let

Pi,j = Pv2(i−j)+1+v2(j−i)+2

and
P = Pv1+v2+···+v2n ,

where Pv is the orthogonal projection onto the one dimensional subspace generated by the
vector v . By lemma 3.2.3, we have a representation π of Bs(n) on C2n defined by the
following formulas:

π(P) = P, π(Pui1,j1 · · ·uik,jkP) = PPi1,j1 · · ·Pik,jkP
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for all i1, j1, ..., ik, jk ∈ {1, ..., n} and k ∈ N. In particular, we have

π(Pui,jP) = PPi,jP =
1

n
P.

Let π act on the invariance condition, we get

φ(xi1 · · · xik)P = π(µx1,...xn(Xi1 · · ·Xik)P)

= π(
n∑

j1,...,jk=1

µx1,...xn ⊗ idBs(n)(Xj1 · · ·Xjk ⊗Puj1,i1P · · ·Pujk,ikP))

=
n∑

j1,...,jk=1

φ(xj1 · · ·xjk)π(Puj1,i1P · · ·Pujk,ikP))

=
n∑

j1,...,jk=1

φ(xj1 · · ·xjk) 1
nk
P,

for all i1, ..., ik ∈ {1, ...n}. It implies that

φ(xi1 · · ·xik) =
1

nk

n∑
j1,...,jk=1

φ(xj1 · · ·xjk).

Therefore, two mixed moments are the same if their degrees are the same. Given two
monomials a = xs1 · · ·xsk1 and b = xt1 · · ·xtk2 , then

φ(a(xi−xj)(xi−xj)∗b) = φ(a(xi−xj)2b) = φ(axixib)−φ(axixjb)−φ(axixjb)+φ(axixib) = 0.

The last equation holds because all those monomials have the same degree. By the linearity
of φ, we have

φ(a(xi − xj)(xi − xj)∗b) = 0,

for all a, b ∈ A[n], where A[n] is the unital algebra generated by x1, ..., xn. Therefore,

xi = xj,

for all i 6= j.

In the end of this section, we define an algebraic coaction

Ln : C〈X1, ..., Xn〉 → C〈X1, ..., Xn〉 ⊗Bs(n)

of Bs(n) on C〈X1, ..., Xn〉 via the following formulas:

Ln(1) = 1⊗ I, Ln(Xi) =
n∑
k=1

Xk ⊗ uk,i,
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where 1 is the identity of C〈X1, ..., Xn〉 and I is the identity of Bs(n). According to the
definition of Ln, we have

Ln(Xi1 · · ·Xik) =
n∑

j1,...jk=1

Xj1 · · ·Xjk ⊗ uj1,i1 · · ·ujk,ik .

One can easily check
(Ln ⊗ idBs(n))Ln = (idCn ⊗∆)Ln,

where idBs(n) and idCn are identity maps on Bs(n) and C〈X1, ..., Xn〉 respectively. The
invariance condition associated with Ln is

Definition 4.5.3. Let (A, φ) be a probability space and (xi)i=1,..,n be random variables in
A. The joint distribution of (xi)i=1,...,n is invariant under the coaction Ln if for all p ∈
C〈X1, ..., Xn〉, we have

µx1,...,xn(p)I = µx1,...,xn ⊗ id(Ln(p)).

Then, we have

Proposition 4.5.4. Let (A, φ) be a probability space and (xi)i=1,...,n be random variables in
A. If the joint distribution of (xi)i=1,...,n is invariant under the coaction Ln, then φ(xi1xi2 · · ·xik) =
0 for all i1, ..., ik ∈ {1, ..., n} and k ∈ N.

Proof. Take a trivial representation π of Bs(n) on a 1-dimensional space V defined by the
following formulas:

π(I) = 1, and π(ui,j) = π(P) = 0,

where 1 is the identity of V . By the universality of Bs(n), π is well defined. According to
the invariance condition, we have

π(µx1,...,xn(p)I) = µx1,...,xn ⊗ π(Ln(p)),

for all p ∈ C〈X1, ..., Xn〉. Let p = Xi1 · · ·Xik , we get

φ(xi1xi2 · · · xik)1 =
n∑

j1,...jk=1

φ(xj1 · · ·xjk)π(uj1,i1 · · ·ujk,ik) = 0,

which completes the proof.
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Chapter 5

Extended De Finetti type theorems in
noncommutative probability

5.1 Monotonically equivalent sequences

In order to study monotone spreadability, we need to find some relations between mixed
moments of monotonically spreadable sequences of random variables. In this section, we
introduce will an equivalent relation, which has a deep relation with monotone spreadability,
on finite sequences of ordered indices.

Definition 5.1.1. Given two pairs of integers (a, b), (c, d) , we say these two pairs have the
same order if a− b, c− d are both positive or negative or 0.

For example, (1, 2) and (3, 5) have the same order but (1, 2) and (5, 3) do not have the
same order.

Definition 5.1.2. Let Z be the set of integers with the natural order“>”and ZL = Z×· · ·×Z
be the set of finite sequences of length L. We define a partial relation ∼m on ZL: Given two
sequences of indices I = {i1, ...., iL},J = {j1, ..., jL} ∈ ZL. If for all 1 ≤ l1 < l2 ≤ L such
that il3 > max{il1 , il2} for all l1 < l3 < l2, (il1 , il2) and (jl1 , jl2) have the same order, then we
denote I ∼m J .

Example: (5, 3, 4) ∼m (5, 3, 5) but (5, 6, 4) 6∼m (5, 6, 5). It follows the definition that
(il, il+1) and (jl, jl+1) have the same order for all 1 ≤ l < L if I ∼m J .

Remark 5.1.3. In general, the relation can be defined on any ordered set but not only Z.
We will show this partial relation is actually an equivalence relation.

To show that ∼m is an equivalent relation, we need to show that the relation ∼m is
reflexive, symmetric and transitive.:
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(Reflexivity) First, reflexivity is obvious, because a pair (il1 , il2) always has the same order
with itself.

Lemma 5.1.4. (Symmetry) Let I = {i1, ...., iL},J = {j1, ..., jL} ∈ ZL such that I ∼m J .
Then, we have J ∼m I.

Proof. Suppose that J 6∼m I. Then, there exist two natural numbers 1 ≤ l1 < l2 ≤ L such
that

jl3 > max{jl1 , jl2}

for all l1 < l3 < l2, but (jl1 , jl2) and (il1 , il2) do not have the same order. Fix l1, we choose the
smallest l2 which satisfies the above property. Notice that I ∼m J , (jl1 , jl1+1) and (il1 , il1+1)
have the same order, then

l2 6= l1 + 1.

According to our assumption, we have

jl′3 > max{jl1 , jl2}

for l1 < l′3 < l2.
Suppose that there exists an l′′3 between l1 and l2 such that

il′′3 ≤ max{il1 , il2}.

Without loss of generality, we assume that

il1 ≥ il2 ,

then
il′′3 ≤ il1 .

Again, among these l′′3 , we choose the smallest one. Then, we have il > il1 ≥ il′′3 for

l1 < l < l′′3 .

Since I ∼m J , (il1 , il′′3 ) and (jl1 , jl′′3 ) must have the same order, but il1 ≥ il′′3 and il1 < jl′′3 . It
contradicts the existence of our l′′3 . Hence, il′3 > max{il1 , il2} for all l1 < l′3 < l2. It follows
that (il1 , il2) and (jl1 , jl2) have the same order. But, it contradicts our original assumption.
Therefore, J ∼m I.

Lemma 5.1.5. Given two sequences I = {i1, ...., iL},J = {j1, ..., jL} ∈ ZL such that I ∼m
J . Let 1 ≤ l1 < l2 ≤ L such that il3 > max{il1 , il2} for all l1 < l3 < l2. Then, we have

jl3 > max{jl1 , jl2}

for all l1 < l3 < l2.
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Proof. If the statement is false, then there exists l3 between l1 and l2 such that

jl3 ≤ max{jl1 , jl2}.

Suppose jl1 ≥ jl2 , then
jl3 ≤ jl1 .

Among all these l3, we take the smallest one. Then, we have

jl4 > max{jl1 , jl3}

for all l1 < l4 < l3. By Lemma 5.1.4, J ∼m I since I ∼m J . Therefore, (jl1 , jl3) and (il1 , il3)
must have the same order which means

il1 ≥ il3 .

This is a contradiction. If we assume that jl1 < jl2 , then we just need to consider the largest
one among those l3 and we will get the same contradiction. The proof is complete.

Lemma 5.1.6. (Transitivity)Given three sequences I = {i1, ...., iL},J = {j1, ..., jL},Q =
{q1, ...qL} ∈ ZL, such that I ∼m J and J ∼m Q, then I ∼m J .

Proof. Given 1 ≤ l1 < l2 ≤ L such that

il3 > max{il1 , il2}

for all l1 < l3 < l2. By Lemma 5.1.5, we have

jl3 > max{jl1 , jl2}

for all l1 < l3 < l2. It follows the definition that (il1 , il2), (jl1 , jl2) have the same order and
(jl1 , jl2), (ql1 , ql2) have the same order. Therefore, (il1 , il2), (ql1 , ql2) have the same order.
Since l1, l2 are arbitrary, the proof is complete.

By now, we have shown that the relation ∼m is reflexive, symmetric and transitive.

Proposition 5.1.7. ∼m is an equivalence relation on ZL.

As we mentioned before, Z can be replaced by any ordered set I. When there is no
confusion, we always use ∼m to denote the monotone equivalence relation on IL for ordered
set I and positive integers L. For example, I can be [n] = {1, ..., n}.

Definition 5.1.8. Let I = (i1, ..., iL) be a sequence of ordered indices. An ordered sub-
sequence (il′1 , ..., il′2) of I is called an interval if the sequence contains all the elements il′3
whose position l′3 is between l′1 and l′2. An interval (il′1 , ..., il′2) of I is called a crest if
il′1 = il′1+1 · · · = il′2 > max{il′1−1, il′2+1}. In addition , we always assume that i0 < i1 and
iL > iL+1 even though i0, iL+1 are not in I.
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Example: (1, 2, 3, 4) has one crest of length 1, namely (4). (1, 2, 1, 3, 4, 4, 3, 5) has 3
crests (2), (4, 4), (5) and (2) is the first peak of the sequence. (1, 1, 1, 1, 1) has one crest
(1, 1, 1, 1, 1) which is the sequence itself.

Lemma 5.1.9. Given I = (i1, ..., iL) ∈ ZL, I has at least one crest.

Proof. Since I consists of finite elements, it has a maximal one, i.e. il such that il ≥ il′ for
1 ≤ l′ ≤ L . It is obvious that il must be contained in an interval (il′1 , ..., il′2) such that

il′1 = il′1+1 · · · = il′2 = il′

and
il′ > max{il′1−1, il′2+1}.

Therefore, I contains a crest.

Lemma 5.1.10. Given two index sequences I,J ∈ ZL such that I ∼m J . If (il′1 , ..., il′2) is
a crest of I, then (jl′1 , ..., jl′2) is a crest of J .

Proof. Since I ∼m J , all consecutive pairs (il, il+1) and (jl, jl+1) have the same order.
According to the definition, we have

il′1−1 < il′1 = il′1+1 · · · = il′2 > jl′2+1.

If follows that
jl′1−1 < jl′1 = jl′1+1 · · · = jl′2 > jl′2+1,

thus (jl′1 , ..., jl′2) is a crest of J .

Now, we will introduce some ∼m preserving operations on index sequences. The first
operation is to remove a crest from a sequence. Let (il′1 , ..., il′2) be an interval of I = (i1, ..., iL),
we denote by I \ (il′1 , ..., il′2) the new sequence (i1, ..., il′1−1, il′2+1, ..., iL). We denote by the
empty set ∅ = I \ I and we assume ∅ ∼m ∅.

Lemma 5.1.11. Let I = (i1, ...., iL),J = (j1, ..., jL) ∈ ZL such that I ∼m J . If (il′1 , ..., il′2)
is a crest of I and (jl′1 , ..., jl′2) is a crest of J . Then,

I \ (il′1 , ..., il′2) ∼m J \ (jl′1 , ..., jl′2).

Proof. If I \ (il′1 , ..., il′2) is empty, then J \ (jl′1 , ..., jl′2) must be empty because the lengths of
I, J are the same. The statement is true in this situation. If I \ (il′1 , ..., il′2) is non empty,
then I can be written as

(i1, ..., il′1 , ..., il′2 , ..., iL)

and
I \ (il′1 , ..., il′2) = (i1, ..., il′1−1, il′2+1, ..., iL) = (i′1, ..., i

′
l′1−1, i

′
l′1
, ..., i′L−l′2+l′1−1)
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and
J \ (jl′1 , ..., jl′2) = (j1, ..., jl′1−1, jl′2+1, ..., jL) = (j′1, ..., j

′
l′1−1, j

′
l′1
, ..., j′L−l′2+l′1−1).

For any indices 1 ≤ l1 < l2 < L− l′2 + l′1 − 1 such that il3 > max{i′l1 , i
′
l2
} for all l1 < l3 < l2 :

If l1, l2 ≤ l′1 − 1 or l1, l2 ≥ l′1, then (i′l1 , ..., i
′
l2

) is an interval of I. Since I ∼m J , (i′l1 , i
′
l2

) and
(j′l1 , j

′
l2

) have the same order .
If l1 < l′1 ≤ l2, then i′l2 = il2+l′2−l′1+1. We have

il3 > il′1−1 ≥ max{i′l1 , i
′
l2
}

for all l′1 ≤ l3 ≤ l′2. It follows that

il3 > max{il1 , il2}

for all l1 < l3 < l2 + l′2− l′1 + 1. Therefore, (il1 , il2+l′2−l′1+1) and (jl1 , jl2+l′2−l′1+1) have the same
order which shows that (i′l1 , i

′
l2

) and (j′l1 , j
′
l2

) have the same order.
The proof is complete.

The same as the previous proof, by checking the definition of ∼m, we have

Lemma 5.1.12. Let I = (i1, ...., iL) ∈ ZL and (il′1 , ..., il′2) is a crest of I, then we have

I = (i1, ...iL) ∼m (i1, ..., il′1−1, il′1 +K, ..., il′2 +K, il′2+1, ..., il)

for any integer K such that il′1 +K > max{il′1−1, il′2+1}.

Now, we turn to study some relations between Mi(n, k) and ∼m:

Proposition 5.1.13. Given two sequences I = {i1, ..., iL} ∈ [k]L,J = {j1, ..., jL} ∈ [n]L, let
{ui,j}i=1,...,n;j=1,...,k be the set of standard generators of Mi(n, k), then we have∑

(q1,...,qL)∼mJ

uq1,i1 · · ·uqL,iLP =

{
P if J ∼m I
0 otherwise.

Proof. We will prove the proposition by induction.
When L = 1, the statement is obviously true.
Suppose the statement is true for all L ≤ L′. Let us consider the case L = L′ + 1. Let
(il′1 , ..., il′2) be a crest of I:
Case 1: If (jl′1 , ..., jl′2) is not a crest of J , then I 6∼m J and one of the following cases
happens:

1. There exists an index jl′3 of J such that jl′3 6= jl′3+1 for some l′1 ≤ l′3 < l′2.

2. jl′1 ≤ jl′1−1.

3. jl′2 ≤ jl′2+1.
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But, for all Q = (q1, ..., qL) ∼m J , we have:

1. (ql′3 , ql′3−1) and (jl′3 , jl′3−1) have the same order.

2. (ql′1 , ql′1−1) and (jl′1 , jl′1−1) have the same order.

3. (ql′2 , ql′2+1) and (jl′2 , jl′2+1) have the same order.

Therefore, we have at least one of the followings:

1. ql′3 6= ql′3−1 and il′3 = il′3−1 for some l′1 ≤ l′3 < l′2.

2. ql′1 ≤ ql′1−1 and il′1 > il′1−1.

3. ql′2 ≤ ql′2+1 and il′2 > il′2+1.

According to the definition of Mi(n, k), we have one of the following equations:

1. uql′3 ,il′3
uql′3+1,il′3+1

= 0 for some l′1 ≤ l′3 < l′2.

2. uql′1−1,il′1−1
uql′1 ,il′1

= 0.

3. uql′2 ,il′2
uql′2+1,il′2+1

= 0.

In this case, we always have ∑
(q1,...,qL)∼mJ

uq1,i1 · · ·uqL,iLP = 0.

Case 2: If (jl′1 , ..., jl′2) is a crest of J , then (ql′1 , ..., ql′2) is a crest of Q. Therefore,

uql′1 ,il′1
· · ·uql′2 ,il′2 = uql′1 ,il′1

.

By Lemma 5.1.12, if we fix the indices of Q \ (ql′1 , ..., ql′2), then ql′1 , ..., ql′2 can be any
integers such that ql′1 = ... = ql′2 and max{ql′1−1, ql′2+1)} < ql′1 ≤ n. Therefore, we have∑

max{ql′1−1,ql′2+1)}<ql′1
≤n
uql′1−1,il′1−1

uql′1 ,il′1
uql′2+1,il′2+1

=
∑

1≤ql′1
≤n
uql′1−1,il′1−1

uql′1 ,il′1
uql′2+1,il′2+1

= uql′1−1,il′1−1
uql′2+1,il′2+1

.

The first equality holds because the extra terms are 0. The second equality uses the monotone
universal condition of Mi(n, k). Let L′′ = L− l′2 + l′1 +1 ≤ L′, then J \ (jl′1 , ..., jl′2) ∈ [n]L

′′
By
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Lemma 5.1.10, Q \ (ql′1 , ..., ql′2) ∼m J \ (jl′1 , ..., jl′2). If we denote by (i′1, ..., i
′
L′′) the sequence

I \ (il′1 , ..., il′2), then we have ∑
(q1,...,qL)∼mJ

uq1,i1 · · ·uqL,iLP

=
∑

(q′1,...,q
′
L′′ )∼mJ\(jl′1

,...,jl′2
)

uq′1,i′1 · · ·uq′L′′ ,i′L′′P

=

{
P if J \ (jl′1 , ..., jl′2) ∼m I \ (il′1 , ..., il′2)
0 otherwise.

The last equality comes from the assumption of our induction. By Lemma 5.1.10 and
Lemma 5.1.11, J \ (jl′1 , ..., jl′2) ∼m I \ (il′1 , ..., il′2) iff J ∼m I. The proof is complete.

Now, we turn to show that operator valued monotone finite sequences of random variables
are monotonically spreadable.

Definition 5.1.14. Let I = (i1, ..., iL) be a sequence of ordered indices and a = min{i1, ..., iL}.
We call the set §(I) = {l|il = a} the positions of the smallest elements of I. An interval of
(il′1 , ..., il′2) is called a hill of I if il′1−1 = il′2+1 = a and i′l3 6= a for all l′1 ≤ l′3 ≤ l′2. Here, we
assume that i0 = iL+1 = a for convenience.

Example: (1, 2, 3, 4, 1, 2, 1) has two hills (2, 3, 4) and (2). (1, 2, 1, 3, 4, ) has two hills (2)
and (3, 4). (1, 1, 1, 1, 1) has no hill.

Lemma 5.1.15. Given two sequences I = {i1, ..., iL},J = {j1, ..., jL} ∈ [n]L such that
I ∼m J , then §(I) = §(J ). Let (il′1 , ..., il′2) be a hill of I, then

(il′1 , ..., il′2) ∼m (jl′1 , ..., jl′2).

Proof. We just need to check the elements of J one by one. Suppose

§(I) = {l′′1 < · · · < l′′k′},

where k′ is the cardinality of §(I). Let b = min{j1, ...jL}, we need to show that jl′′1 = · · · =
jl′′
k′

= b and jl > b for all l 6∈ §(I).
Given an integer 1 ≤ p < k′, we have

il > a = il′′p = il′′p+1

for all l′′p < l < l′′p+1. According to the definition of ∼m and Lemma 5.1.5, we have

jl′′p = jl′′p+1

and
jl > max{jl′′p , jl′′p+1

}
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for all l′′p < l < l′′p+1. The left is to check the elements jl with l < l′′1 or l > l′′k′ . If there exists
and l < l′′1 such that jl ≤ jl′′1 , we chose the greatest such l. Then, we have

jl′ > max{jl, jl′′1 }

for all l < l′ < l′′1 . Therefore, we have
il ≤ il′′1

which is a contradiction. It implies that

jl > jl′′1

for all l < l′′1 . the same we have
jl > jl′′1

for all l > l′′k. Therefore, jl′′1 = · · · = jl′′
k′

= min{j1, ..., jL}. The last statement of this Lemma
is obvious from the definition of ∼m.

Given I = {i1, ..., iL} ∈ ZL, we will denote by xI = xi1xi2 · · ·xjL for short.

Proposition 5.1.16. Let (A,B, E) be an operator valued probability space, and (xi)i=1,...,n

be a sequence of random variables in A. If (xi)i=1,...,n are identically distributed and mono-
tonically independent. Then, for indices sequences I = {i1, ..., iL},J = {j1, ..., jL} ∈ [n]L

such that I ∼m J , L ∈ N, we have

E[xI ] = E[xJ ].

Proof. When L = 1, the statement is true since the sequence is identically distributed.
Suppose the statement is true for all L ≤ L′ ∈ N. Let us consider the case L = L′ + 1:
If I has no hill, then i1 = · · · = iL which implies j1 = · · · = jL. The statement is true, since
the sequence is identically distributed.
Suppose I has hills I1, ..., Il and a = min{i1, ..., iL}. Then, xI can be written as

xn1
a xI1x

n2
a xI2 · · ·xnla xIlxnl+1

a ,

where n2, ..., nl ∈ N and n1, nl+1 ∈ N ∪ {0}. Since xi’s are monotonically independent, we
have

E[xI ] = E[xn1
a E[xI1 ]x

n2
a E[xI2 ] · · ·xnla E[xIl ]x

nl+1
a ].

Let b = min{j1, ..., jL}, by Lemma 5.1.15, J has hills J1, ...,Jl whose positions of elements
correspond to the positions of elements of I1, ..., Il and Jl′ ∼m Jl′ for all 1 ≤ l′ ≤ k′.
Therefore, we have

E[xJ ] = E[xn1
b E[xJ1 ]x

n2
b E[xJ2 ] · · · x

nl
b E[xJl ]x

nl+1

b ]
= E[xn1

b E[xI1 ]x
n2
b E[xI2 ] · · ·x

nl
b E[xIl ]x

nl+1

b ]
= E[xn1

a E[xI1 ]x
n2
a E[xI2 ] · · ·xnla E[xIl ]x

nl+1
a ]

= E[xI ],

where the second equality follows the induction and the third equality holds because xa and
xb are identically distributed. The proof is complete.
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Proposition 5.1.17. Let (A,B, E) be an operator valued probability space, and (xi)i=1,...,n

be a sequence of random variables in A. If (xi)i=1,...,n are identically distributed and mono-
tonically independent with respect to E. Let φ be a state on A such that φ(·) = φ(E[·]).
Then, (xi)i=1,...,n is monotonically spreadable with respect to φ.

Proof. For fixed natural numbers n, k ∈ N, let (ui,j)i=1,...,n;j=1,...,k be standard generators of
Mi(n, k). Let J = (j1, ..., jL) ∈ [k]L and denote xj1 · · ·xjL by xJ . We denote the equivalent

class of [n]L associated with ∼m by [nL]. For each I ∈ [n]L, we denote ui1,j1 · · ·uiL,jL by
uI,J . Then, by proposition 5.1.13, we have∑

I∈[n]L
φ(xI)PuI,JP

=
∑
I∈[n]L

φ(E[xI ])PuI,JP

=
∑

Q̄∈[n]L

∑
I∈Q̄

φ(E[xI ])PuI,JP

=
∑

J 6∈Q̄∈[n]L

∑
I∈Q̄

φ(E[xI ])PuI,JP +
∑

J∈Q̄∈[n]L

∑
I∈Q̄

φ(E[xI ])PuI,JP

=
∑

J 6∈Q̄∈[n]L

∑
I∈Q̄

φ(E[xQ])PuI,JP +
∑
I∼mJ

φ(E[xJ ])PuI,JP

= 0 + φ(E[xJ ])P
= φ(xJ )P.

Since n, k are arbitrary, the proof is complete.

5.2 Tail algebras

In the previous work on distributional symmetries, infinite sequences of objects are indexed
by natural numbers. For this kind of infinite sequences, the conditional expectations in de
Finetti type theorems are defined via the limit of unilateral shifts. It was shown in [22]
that unilateral shift is an isometry from A into itself if (A, φ) is a W ∗-probability space
generated by a spreadable sequence of random variables and φ is faithful. Therefore, a
normal conditional expectation defined via the limit of unilateral shifts exists under a very
weak condition, i.e. the sequence of random variables just need to be spreadable. However,
our works are in a more general situation that the state φ is not necessarily faithful. In our
framework, we will provide an example in which the sequence is monotonically spreadable but
the unilateral shift is not an isometry. Therefore, we can not get an extended de Finetti type
theorem for monotone independence in the usual way. Therefore, we will turn to consider
bilateral sequences of random variables. Here, we begin with an interesting example :
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5.2.1 Unbounded spreadable sequences

Example: Let H be the standard 2-dimensional Hilbert space with orthonormal basis

{v =

(
1
0

)
, w =

(
0
1

)
}.

Let p,A, x ∈ B(H) be operators on H with the following matrix forms:

p =

(
1 0
0 0

)
, A =

(
1 0
0 2

)
, x =

(
0 1
1 0

)
.

Let H =
∞⊗
n=1

H the infinite tensor product of H. Let {xi}∞i=1 be a sequence of selfadjoint

operators in B(H ) defined as follows:

xi =
i−1⊗
n=1

A⊗ x⊗
∞⊗
m=1

p

Let φ be the vector state 〈·v, v〉 on H and Φ =
∞⊗
n=1

φ be a state on B(H ). It is obvious

that Φ(xni ) = φ(xn) for for i. Therefore, the sequence (xi)i∈N is identically distributed. For
any x, y ∈ B(H), an elementary computation shows

φ(xpy) = φ(x)φ(y).

For convenience, we denote by A⊗i−1 =
i−1⊗
n=1

A and P⊗∞ =
∞⊗
n=1

P . Also, we denote xi1 · · ·xiL =

xI for I = (i1, ..., iL) ∈ NL . We will show that the sequence {xi}i∈N is Mi(n, k)-spreadable
with respect to Φ.

Lemma 5.2.1. For indices sequences I = (i1, ..., iL),J = (j1, ..., jL) ∈ [n]L such that I ∼m
J and L ∈ N, we have

Φ(xI) = Φ(xJ ).

Proof. When L = 1, the statement is true since the sequence is identically distributed.
Suppose the statement is true for all L ≤ L′. Let us consider the case L = L′ + 1. If I has
no hill, then i1 = · · · = iL which implies j1 = · · · = jL. The statement is true for this case,
because the sequence is identically distributed. Also, we denote by x

(n)
i the n-the component

of xi. Then,

x
(n)
i =


a if n < i
x if n = i
p if n > i
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and x
(n)
I = x

(n)
i1
x

(n)
i2
· · ·x(n)

iL
.

According to the definition of Φ, we have that

Φ(xi1xi2 · · ·xjL) =
∞∏
n=1

φ(
L∏
l=1

x
(n)
i ).

Suppose that I has hills I1, ..., Il and a = min{i1, ..., iL}, then xI can be written as

xn1
a xI1x

n2
a xI2 · · ·xnla xIlxnl+1

a

and

φ(
L∏
l=1

x
(n)
i ) =


1 if n < a

φ(xn1A|I1|xn2A|I2| · · ·xnlA|Il|xnl+1) if n = a

φ(px
(n)
I1 px

(n)
I2 p · · · px

(n)
Il p) if n > a.

It follows that

φ(
L∏
l=1

x
(n)
i ) =

∞∏
n≥min{I}

φ(
L∏
l=1

x
(n)
i ).

Because
φ(px

(n)
I1 px

(n)
I2 p · · · px

(n)
Il p) = φ(x

(n)
I1 )φ(x

(n)
I2 ) · · ·φ(x

(n)
Il ),

we have

Φ(xi1xi2 · · ·xjL)

= φ(xn1A|I1|xn2A|I2| · · ·xnlA|Il|xnl+1)
∞∏
n>a

φ(px
(n)
I1 px

(n)
I2 p · · · px

(n)
Il p).

= φ(xn1A|I1|xn2A|I2| · · ·xnlA|Il|xnl+1)
∞∏
n>a

φ(x
(n)
I1 )φ(x

(n)
I2 ) · · ·φ(x

(n)
Il )

= φ(xn1A|I1|xn2A|I2| · · ·xnlA|Il|xnl+1)Φ(xI1)Φ(xI2) · · ·Φ(xIl).

Let b = min{j1, ..., jL}, by Lemma 5.1.15, J has hills J1, ...,Jl whose positions of elements
correspond to the positions of elements of I1, ..., Il and Jl′ ∼m Jl′ for all 1 ≤ l′ ≤ k′.
Therefore, we have

Φ(xJ ) = Φ(xi1xi2 · · · xiL)
= φ(xn1A|J1|xn2A|J2| · · ·xnlA|Jl|xnl+1)Φ(xJ1)Φ(xJ2) · · ·Φ(xJl)
= φ(xn1A|I1|xn2A|I2| · · ·xnlA|Il|xnl+1)Φ(xI1)Φ(xI2) · · ·Φ(xIl)
= Φ(xI).

where the second equality follows the induction, the fact that Jk ∼m Ik and |Jk| = |Ik| for
all 1 ≤ k ≤ l.

Proposition 5.2.2. The joint distribution of (xi)i∈N with respect to Φ is monotonically
spreadable.
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Proof. Fixed n > k ∈ N, let {ui,j}i=1,...,n;j=1,...,k be the set of standard generators of Mi(n, k).

For all I = (i1, ..., iL) ∈ [k]L, we denote by [n]L the ∼m equivalence class of [n]L, then we
have

Pµx1,...,xn ⊗ (idMi(n,k))(α
(m)
n,k (XI))P

=
∑
J∈[n]L

µx1,...,xn(XJ )PuJ ,IP

=
∑
Q̄∈[n]L

∑
J∈Q̄

µx1,...,xn(XJ )PuJ ,IP

=
∑

I6∈Q̄∈[n]L

∑
J∈Q̄

µx1,...,xn(XJ )PuJ ,IP +
∑
J∼mI

µx1,...,xn(XJ )PuJ ,IP

=
∑

I6∈Q̄∈[n]L

∑
J∈Q̄

µx1,...,xn(XQ)PuJ ,IP +
∑
J∼mI

µx1,...,xn(XI)PuJ ,IP

=
∑

I6∈Q̄∈[n]L

µx1,...,xn(XQ)
∑
J∈Q̄

PuJ ,IP +
∑
J∼mI

µx1,...,xn(XI)PuJ ,IP

=
∑

I6∈Q̄∈[n]L

µx1,...,xn(XQ) · 0 +
∑
J∼mI

µx1,...,xn(XI)PuJ ,IP

=
∑
J∼mI

µx1,...,xn(XI)PuJ ,IP

= µx1,...,xn(XI)P.

The proof is complete.

By direct computations, we have

n∏
i=1

xn+1−iv
⊗∞ = w⊗n ⊗ v⊗∞

and
xn+1w

⊗n ⊗ v⊗∞ = 2nw⊗n+1 ⊗ v⊗∞. (5.1)

Let (H′, π′, ξ′) be the GNS representation of the von Neumann algebra generated by (xi)i=1,...,∞
associated with Φ. We have

‖π′(xn+1)‖ ≤ ‖xn+1‖ = 2n,

but equation 5.1 shows that ‖π′(xn+1)‖ ≥ 2n. Therefore, ‖π′(xn+1)‖ = 2n.
Let A be the von Neumann algebra generated by π(xi)’s. Then, there is no bounded

endomorphism α on A such that α(xi) = xi+1.

5.2.2 Tail algebras of bilateral sequences of random variables

We have shown that, in a W ∗-probability space with a non-degenerated normal state, the
unilateral shift of a spreadable unilateral sequence of random variables may not be extended
to a bounded endomorphism. Therefore, in general, we can not define a normal condition
expectation by taking the limit of unilateral shifts of variables. In (A, φ), a W ∗-probability
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space with a faithful state, the norm of a selfadjoint random variable x ∈ A is controlled by
the moments of X, i.e.

‖x‖ = lim
n→∞

φ(|x|n)
1
n .

But, in non-degenerated W ∗-probability spaces, the norm of a random variable depends on all
mixed moments which involve it. As a kind of partial distributional symmetries, spreadability
can not provide relations between all mixed moments which makes a spreadable sequence
can be unbounded. To create a well-defined conditional expectation, we consider spreadable
sequences of random variables indexed by Z but not N. As a consequence, we will have two
choices to take limits on defining normal conditional expectations and tail algebras. Before
studying tail algebras of bilateral sequences, we introduce some necessary notations and
assumptions here.

Let (A, φ) be a W ∗−probability space generated by a spreadable bilateral sequence of
bounded random variables (xi)i∈Z and φ is a non-degenerated normal state. We assume
that the unit of A is contained in the WOT-closure of the non-unital algebra generated by
(xi)i∈Z. Let (H, π, ξ) be the GNS representation of A associated with φ. Then, {π(P (xi|i ∈
Z))ξ|P ∈ C〈Xi|i ∈ Z〉} is dense in H. For convenience, we will denote π(y)ξ by ŷ for all
y ∈ A. When there is no confusion, we will write y short for π(y). We denote by Ak+ the
non-unital algebra generated by (xi)i≥k and Ak− the non-unital algebra generated by (xi)i≤k.
Let A+

k and A−k be the WOT-closure of Ak+ and Ak−, respectively.

Definition 5.2.3. Let (A, φ) be a no-degenerated noncommutative W ∗-probability space,
(xi)i∈Z be a bilateral sequence of bounded random variables in A such that A is the WOT
closure of the non-unital algebra generated by (xi)i∈Z. The positive tail algebra A+

tail of
(xi)i∈Z is defined as following:

A+
tail =

⋂
k>0

A+
k .

In the opposite direction, we define the negative tail algebra A−tail of (xi)i∈Z as following:

A−tail =
⋂
k<0

A−k .

Remark 5.2.4. In general, the positive tail algebra and the negative tail algebra are different.

Even though our framework looks quit different from the framework in [22], we can show
that there exists a normal bounded shift of the sequence in a similar way. For completeness,
we provide the details here.

Lemma 5.2.5. There exists a unitary map U : H → H such that U(P (xi|i ∈ Z))ξ =
P (xi+1|i ∈ Z)ξ

Proof. Since (xi)i∈Z is spreadable, we have

φ((P (xi|i ∈ Z))∗P (xi|i ∈ Z)) = φ((P (xi+1|i ∈ Z))∗P (xi+1|i ∈ Z)).
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It implies that
U(P (xi|i ∈ Z)ξ) = P (xi+1|i ∈ Z)ξ

is a well defined isometry on {π(P (xi|i ∈ Z))ξ|P ∈ C〈Xi|i ∈ Z〉} . Since {π(P (xi|i ∈
Z))ξ|P ∈ C〈Xi|i ∈ Z〉} is dense in H, U can be extended to the whole space H. It is obvious
that {π(P (xi|i ∈ Z))ξ|P ∈ C〈Xi|i ∈ Z〉} is contained in the range of U . Therefore, the
extension of U is a unitary map on H.

Now, we can define an automorphism α on A by the following formula:

α(y) = UyU−1.

Lemma 5.2.6. α is the bilateral shift of (xi)i∈Z, i.e.

α(xk) = xk+1

for all k ∈ Z.

Proof. For all y = P (xi|i ∈ Z)ξ, we have

α(xk)y = UxkU
−1P (xi|i ∈ Z)ξ = UxkP (xi−1|i ∈ Z)ξ = xk+1P (xi|i ∈ Z)ξ.

By the density of {π(P (xi|i ∈ Z))ξ|P ∈ C〈Xi|i ∈ Z〉}, we have α(xk) = xk+1. The proof is
complete.

Since α is a normal automorphism of A, we have

Corollary 5.2.7. For all k ∈ Z, we have α(A+
k ) = A+

k+1.

Lemma 5.2.8. Fix n ∈ Z. Let y1, y2 ∈ An−. Then, we have

〈αl(a)ŷ1, ŷ2〉 = 〈aŷ1, ŷ2〉,

where l ∈ N and a ∈ A+
n+1.

Proof. It is sufficient to prove the statement under the assumption that l = 1. Since a ∈
A+
n+1, by Kaplansky’s theorem, there exists a sequence (am)m∈N ⊂ A(n+1)+ such that ‖am‖ ≤
‖a‖ for all m and am converges to a in WOT. Then, by the spreadability of (xi)i∈Z, we have

〈α(a)ŷ1, ŷ2〉 = lim
m→∞

〈α(am)ŷ1, ŷ2〉 = lim
m→∞

φ(y∗2amŷ1) = 〈aŷ1, ŷ2〉

In the following context, we fix k ∈ Z.

Lemma 5.2.9. For all a ∈ A+
k , we have that

E+[a] = WOT − lim
l→∞

αl(a)

exists. Moreover, E+[a] ∈ A+
tail
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Proof. For all y1, y2 ∈ {π(P (xi|i ∈ Z))ξ|P ∈ C〈Xi|i ∈ Z〉}, there exits n ∈ Z such that
y1, y2 ∈ An−. For all l > n− k, we have αl(a) ∈ A(n+1)+. By Lemma 5.2.8, we have

〈αn+1−k(a)y1, y2〉 = 〈αn+2−k(a)y1, y2〉 = · · · .

Therefore,
lim
l→∞
〈αl(a)y1, y2〉 = 〈αn+1−k(a)y1, y2〉.

αl(a) converges pointwisely to an element E+[a]. Since for all n > 0, we have αl(a) ∈ A+
n for

all l > n− k+ 1. It follows that WOT − lim
l→∞

αl(a) ∈ A+
n for all n. Hence, E+[a] ∈ A+

tail.

Proposition 5.2.10. E+ is normal on A+
k for all k ∈ Z.

Proof. Let (am)m∈N ⊂ A+
k be a bounded sequence which converges to 0 in WOT. For all

y1, y2 ∈ {π(P (xi|i ∈ Z))ξ|P ∈ C〈Xi|i ∈ Z〉}, there exits n ∈ Z such that y1, y2 ∈ An−. Then,
we have

lim
m→∞

〈E+[am]y1, y2〉 = lim
m→∞

〈αn+1−k(am)y1, y2〉 = 0.

The last equality holds because αl is normal for all l ∈ N. The proof is complete.

Remark 5.2.11. E+ is defined on
⋃
k∈Z
A+
k but not on A. In general, we can not extend E+

to the whole algebra A.

Lemma 5.2.12. E+[a] = a for all a ∈ A+
tail.

Proof. For all ŷ1, ŷ2 ∈ {π(P (xi|i ∈ Z))ξ|P ∈ C〈Xi|i ∈ Z〉}, there exits n ∈ Z such that
y1, y2 ∈ An−. Since a ∈ A+

tail ⊂ A
+
n+1, by Kaplansky’s theorem, there exists a sequence of

(am)m∈N ⊂ A(n+1)+ such that am → a in WOT and ‖am‖ ≤ ‖a‖ for all m. Then, we have

〈aŷ1, ŷ2〉 = lim
m→∞

〈aŷ1, ŷ2〉 = lim
m→∞

〈α(am)ŷ1, ŷ2〉 = 〈α(a)ŷ1, ŷ2〉.

Since y1, y2 are arbitrary, we have a = α(a).

Remark 5.2.13. One should be careful that A+
tail could be a proper subset of the fixed points

set of α.

Lemma 5.2.14.
E+[a1ba2] = a1E

+[b]a2

for all b ∈ A+
k , a1, a2 ∈ A+

tail.

Proof. By Lemma 5.2.12, we have

E+[a1ba2] = lim
l→∞

αl(a1ba2) = lim
l→∞

αl(a1)αl(b)αl(a2) = lim
l→∞

a1α
l(b)a2 = a1E

+[b]a2.
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5.3 Conditional expectations of bilateral

monotonically spreadable sequence

In this section, we assume that the joint distribution of (xi)i∈Z is monotonically spreadable.

Lemma 5.3.1. Fix n > k ∈ N, let (ui,j)i=1,...,n; j=1,...,k be the standard generators of Mi(n, k).
Then, we have

φ(a1x
l1
i1
b1x

l2
i2
b2 · · · bm−1x

lm
im
a2)P =

n∑
j1,...,jm=1

φ(a1x
l1
j1
b1x

l2
j2
b2 · · · bm−1x

lm
jm
a2)Puj1,i1 · · ·ujm,imP,

where 1 ≤ i1, ...im ≤ k, b1, ..., bm−1 ∈ A(n+1)+ and a1, a2 ∈ A0−.

Proof. Without loss of generality, we assume that there exist n1, n2 ∈ N such that

a1, a2 ∈ A[−n1+1,0]

and
b1, ..., bm−1 ∈ A[n+1,n2+k].

Since the map is linear, we just need to consider the case that a1, a2 and b1, ..., bm−1 are
products of (xi)i∈Z. Let

a1 = xs1,1 · · ·xs1,t1
and

a2 = xs2,1 · · ·xs2,t2
for some t1, t2 ∈ N and −n1 + 1 ≤ sc,d ≤ 0. Let

bi = xri,1 · · ·xri,t′
i

for t′1, ..., t
′
m−1 ∈ N∪{0} and n+ 1 ≤ rc,d ≤ k+n2. Then, (x−n1+1, ..., xn+n2) is a sequence of

length n+n1 +n2, we denote it by (y1, ..., yn+n1+n2). Let n′ = n+n1 +n2 and k′ = k+n1 +n2.
By our assumption, a1x

l1
i1
b1x

l2
i2
b2 · · · bm−1x

lm
im
a2 is in the algebra generated by (y1, ...., yk′).

Let (u′i,j)i=1,...,n′; j=1,...,k′ be the standard generators of Mi(n
′, k′) and P′ be the invariant

projection. Let π be the C∗-homomorphism in Lemma 3.3.13 and id be the identity on
C〈X1, ...., Xn′〉. Since 1 ≤ sc,d + n1 ≤ n1, we have

id⊗ π(α
(m)
n′,k′(Xsi,1+n1 · · ·Xsi,t1

+ n1)) = Xsi,1+n1 · · ·Xsi,t1+n1 ⊗P.

Since n1 + n+ 1 ≤ rc,d + n1 ≤ n1 + n2 + k, we have

id⊗ π(α
(m)
n′,k′(Xri,1+n1 · · ·Xr1,t′1

+ n1)) = Xri,1+n1+n−k · · ·Xri,t′
i
+n1+n−k ⊗ I,
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where I is the identity of Mi(n, k). According to our assumption, we have 1 ≤ it ≤ k for
t = 1, ....,m. Then

id⊗ π(α
(m)
n′,k′(X

lt
it+n1

) =
n∑

jt=1

X lt
jt+n1

⊗ ujt,it .

According to the monotone spreadability of (y1, ..., yn′) and Lemma 3.3.13, we have

φ(a1x
l1
i1
b1x

l2
i2
b2 · · · bm−1x

lm
im
a2)P

= µy1,...,yk′ (Xs1,1+n1 · · ·Xs1,t1+n1X
l1
i1+n1

· · ·X lm
im+n1

Xs1,1+n1 · · ·Xs2,t2+n1)π(P′)

= Pµy1,...,yn′ ⊗ π(α
(m)
n′,k′(Xs1,1+n1 · · ·Xs1,t1+n1X

l1
i1+n1

· · ·X lm
im+n1

Xs1,1+n1 · · ·Xs2,t2+n1))P

=
n∑

j1,...,jm=1

µy1,...,yn′ (Xs1,1+n1 · · ·Xs1,t1+n1X
l1
j1+n1

Xr1,1+n1+n−k · · ·

Xrm−1,t′m−1+n1
+n−kX

lm+n1
jm

Xs1,1+n1 · · ·Xs2,t2
)Puj1,i1 · · ·ujm,imP.

Notice that (y1, ..., yn′) is spreadable and n+ 1 ≤ r,, the above equation becomes

φ(a1x
l1
i1
b1x

l2
i2
b2 · · · bm−1x

lm
im
a2)P

=
n∑

j1,...,jm=1

µy1,...,yn′ (Xs1,1+n1 · · ·Xs1,t1+n1X
l1
j1+n1

Xr1,1+n1 · · ·

Xrm−1,t′m−1+n1
X lm
jm+n1

Xs1,1+n1 · · ·Xs2,t2
)Puj1,i1 · · ·ujm,imP

=
n∑

j1,...,jm=1

φ(xs1,1 · · ·xs1,t1x
l1
j1
xr1,1 · · ·xrm−1,t′m−1

xlmjmxs1,1 · · ·xs2,t2 )

Puj1,i1 · · ·ujm,imP

=
n∑

j1,...,jm=1

φ(a1x
l1
j1
b1x

l2
j2
b2 · · · bm−1x

lm
jm
a2)Puj1,i1 · · ·ujm,imP.

The proof is complete.

Lemma 5.3.2. Fix n > k ∈ N, let (ui,j)i=1,...,n; j=1,...,k be the standard generators of Mi(n, k).
Then, we have

E+[xl1i1b1x
l2
i2
b2 · · · bm−1x

lm
im

]⊗P =
n∑

j1,...,jm=1

E+[xl1j1b1x
l2
j2
b2 · · · bm−1x

lm
jm

]⊗Puj1,i1 · · ·ujm,imP,

where 1 ≤ i1, ...im ≤ k, b1, ..., bm−1 ∈ A(n+1)+.

Proof. It is necessary to check the two sides of the equation equal to each other pointwisely,
i.e.

φ(a1E
+[xl1i1b1x

l2
i2
b2 · · · bm−1x

lm
im

]a2)P =
n∑

j1,...,jm=1

φ(a1E
+[xl1j1b1x

l2
j2
b2 · · · bm−1x

lm
jm

]a2)Puj1,i1 · · ·ujm,imP

(5.2)
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for all a1, a2 ∈ A[−∞,∞]. Given a1, a2 ∈ A[−∞,∞], then there exists M ∈ N such that a1, a2 ∈
AM−. Then,

α−m(a1), α−m(a2) ∈ A0−

for all m > M . By Lemma 5.3.1, we have

φ(α−m(a1)xl1i1b1x
l2
i2
b2 · · · bm−1x

lm
im
α−m(a2))P

=
n∑

j1,...,jm=1

φ(α−m(a1)xl1j1b1x
l2
j2
b2 · · · bm−1x

lm
jm
α−m(a2))Puj1,i1 · · ·ujm,imP.

Therefore, for all m > M ,we have

φ(a1α
m(xl1i1b1x

l2
i2
b2 · · · bm−1x

lm
im

)a2)P

=
n∑

j1,...,jm=1

φ(a1α
m(xl1j1b1x

l2
j2
b2 · · · bm−1x

lm
jm

)a2)Puj1,i1 · · ·ujm,imP.

Let m go to +∞, we get equation 6.2.
The proof is complete since a1, a2 are arbitrary.

Proposition 5.3.3. Let (A, φ) be a W ∗-probability space, (xi)i∈Z a sequence of selfadjoint
random variables in A , E+ be the conditional expectation onto the positive tail algebra
A+
tail. Assume that the joint distribution of (xi)i∈Z is monotonically spreadable, then the

same is true for the joint distribution with respect to E+, i.e. for fixed n > k ∈ N and
(ui,j)i=1,...,n; j=1,...,k the standard generators of Mi(n, k), we have that

E+[xl1i1b1x
l2
i2
b2 · · · bm−1x

lm
im

]⊗P =
n∑

j1,...,jm=1

E+[xl1i1b1x
l2
i2
b2 · · · bm−1x

lm
im

]⊗Puj1,i1 · · ·ujm,imP,

1 ≤ i1, ..., im ≤ k, l1, ..., lm ∈ N and b1, ..., bn ∈ A+
tail.

Proof. Since b1, ..., bm−1 ∈ A+
tail ∈ A+

n , by Kaplansky’s theorem, there exists sequences

{bs,t}s=1,...m−1;t∈N ⊂ An+

such that ‖bs,t‖ ≤ ‖bs‖ and lim
n→∞

bs,t = bs in SOT for each s = 1, ...,m− 1. Therefore,

SOT − lim
t1→∞

xl1i1b1,t1x
l2
i2
b2,t2 · · · bm−1,tmx

lm
im

= xl1i1b1x
l2
i2
b2,t2 · · · bm−1,tmx

lm
im
.

By Lemma 5.3.2, we have

E+[xl1i1b1,t1x
l2
i2
b2,t2 · · · bm−1,tmx

lm
im

]⊗P =
n∑

j1,...,jm=1

E+[xl1j1b1,t1x
l2
j2
b2,t2 · · · bm−1,tm−1x

lm
jm

]⊗Puj1,i1 · · ·ujm,imP
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Let t1 go to +∞, by normality of E+, we have

E+[xl1i1b1x
l2
i2
b2,t2 · · · bm−1,tmx

lm
im

]⊗P =
n∑

j1,...,jm=1

E+[xl1j1b1x
l2
j2
b2,t2 · · · bm−1,tm−1x

lm
jm

]⊗Puj1,i1 · · ·ujm,imP

Again, take t2, ..., tm−1 to +∞, we have

E+[xl1i1b1x
l2
i2
b2 · · · bm−1x

lm
im

]⊗P =
n∑

j1,...,jm=1

E+[xj1b1xj2b2 · · · bm−1xjm ]⊗Puj1,i1 · · ·ujm,imP

(5.3)

If is = is+1 for some s, according to the universal conditions of Mi(n, k), the terms on
the right hand side are not vanished only if js = js+1. Therefore, we can shorten the product
on the right hand side of (5.3) if is = is+1 for some s. We have

Proposition 5.3.4. Let (A, φ) be a W ∗-probability space, (xi)i∈Z a sequence of selfadjoint
random variables in A , E+ be the conditional expectation onto the positive tail algebra A+

tail.
Assume that the joint distribution of (xi)i∈Z is monotonically spreadable, for fixed n > k ∈ N
and (ui,j)i=1,...,n; j=1,...,k the standard generators of Mi(n, k), we have that

E+[p1(xi1) · · · pm(xim)]⊗P =
n∑

j1,...,jm=1

E+[p1(xj1) · · · pm(xjm)]⊗Puj1,i1 · · ·ujm,imP,

whenever 1 ≤ i1, ..., im ≤ k, i1 6= · · · 6= im and p1, ..., pm ∈ A+
tail〈X〉0.

Lemma 5.3.5. Let (A, φ) be a W ∗-probability space, (xi)i∈Z a sequence of selfadjoint random
variables in A , E+ be the conditional expectation onto the positive tail algebra A+

tail. Assume
that the joint distribution of (xi)i∈Z is monotonically spreadable, then

E+[p1(xi1) · · · ps(xis) · · · pm(xim)] = E+[p1(xi1) · · ·E+[ps(xis)] · · · pm(xim)]

whenever is > it for all t 6= s, i1 6= · · · 6= im and p1, ..., pm ∈ A+
tail〈X〉0.

Proof. Since (xi)i∈Z is spreadable, by Lemma 5.2.9, we have that

α(pt(xit)) = pt(α(xit))

and
E+[αk

′
(a)] = E+[a]

for all a ∈
⋃
n′∈Z
A+
n′ and k′ ∈ Z.

Therefore, it is sufficient to prove the statement under the assumption that i1, ..., im > 0.
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Let is = k, (ui,j)i=1,...,n+1; j=1,...,k the standard generators of Mi(n + k, k). By proposition
5.3.4, we have

E+[p1(xi1) · · · pm(xim)]⊗P =
n+k∑

j1,...,jm=1

E+[p1(xj1) · · · pm(xjm)]⊗Puj1,i1 · · ·ujm,imP.

Let l1 = · · · = lk−1 = 1 and lk = n+ 1. By proposition 3.3.12, we have

E+[p1(xi1) · · · ps(xis) · · · pm(xim)]⊗P =
1

n+ 1

n+k∑
js=k

E+[p1(xi1) · · · ps(xjs) · · · pm(xim)]⊗P.

Since n is arbitrary, and E+ is normal on A+
0 , we have

E+[p1(xi1) · · · ps(xis) · · · pm(xim)]

= 1
n+1

n+k∑
js=k

E+[p1(xi1) · · · ps(xjs) · · · pm(xim)]

= WOT− lim
n→∞

E+[p1(xi1) · · · ( 1
n+1

n+k∑
js=k

ps(xjs)) · · · pm(xim)]

= WOT− lim
n→∞

E+[p1(xi1) · · · ( 1
n+1

n∑
t=0

αt(ps(xis)) · · · pm(xim)]

= WOT− lim
n→∞

E+[p1(xi1) · · ·E+[ps(xis)] · · · pm(xim)].

The proof is complete.

Now, we turn to consider the case that the maximal index is not unique.

Proposition 5.3.6. Let (A, φ) be a W ∗-probability space, (xi)i∈Z a sequence of selfadjoint
random variables in A , E+ be the conditional expectation onto the positive tail algebra A+

tail.
Assume that the joint distribution of (xi)i∈Z is monotonically spreadable, then

E+[p1(xi1) · · · ps(xis) · · · pm(xim)] = E+[p1(xi1) · · ·E+[ps(xis)] · · · pm(xim)]

whenever is = max{i1, ..., in} for all t 6= s, i1 6= · · · 6= im and p1, ..., pm ∈ A+
tail〈X〉0.

Proof. Again, we can assume that i1, ..., it > 0 and max{i1, ..., im} = k. Suppose the number
k appears t times in the sequence, which are {ilj}j = 1, ..., t such that ilj = k and l1 < l2 <
· · · < lt. Fix n, k and consider Mi(n+ k, k), by proposition 5.3.4 and proposition 3.3.12, we
have



CHAPTER 5. EXTENDED DE FINETTI TYPE THEOREMS IN
NONCOMMUTATIVE PROBABILITY 82

E+[p1(xi1) · · · pl1(xil1 ) · · · pl2(xil2 ) · · · pm(xim)]⊗ P

=
k+n∑

jl1 ,jl2 ,...jlt=k

E+[p1(xi1) · · · pl1(xjl1 ) · · · pl2(xjl2 ) · · · pm(xim)]⊗ PPjl1 ,kPPjl2 ,kP · · ·ujlt ,kP

= 1
(n+1)t

k+n∑
jl1 ,jl2 ,...jlt=k

E+[p1(xi1) · · · pl1(xjl1 ) · · · pl2(xjl2 ) · · · pm(xim)]]⊗ P

= 1
(n+1)t

(
N∑

jls 6=jlr if s 6=r
E+[p1(xi1) · · · pl1(xjl1 ) · · · pl2(xjl2 ) · · · pm(xim)]⊗ P

+
N∑

jls=jlt for some s 6=t
E+[p1(xi1) · · · pl1(xjl1 ) · · · pl2(xjl2 ) · · · pm(xim)]⊗ P ).

In the first part of the sum, apply proposition 5.3.5 on indices jl1 , ...jllt recursively, it follows
that

E+[p1(xi1) · · · ps(xjl1 ) · · · ps(xjl2 ) · · · pm(xim)] = E+[p1(xi1) · · ·E[pl1(xjl1 )] · · ·E[pl2(xjl2 )] · · · pm(xim)].

Since E[ps(xjl1 )] = E[ps(xk)] for all jl1 , ..., jlt ,

E+[p1(xi1) · · · pl1(xjl1 ) · · · pl2(xjl2 ) · · · pm(xim)] = E+[p1(xi1) · · ·E[pl1(xk)] · · ·E[pl2(xk)] · · · pm(xim)].

Then, we have

1
(n+1)t

(
N∑

jls 6=jlr if s 6=r
E+[p1(xi1) · · · pl1(xjl1 ) · · · pl2(xjl2 ) · · · pm(xim)]⊗ P

=

t−1∏
s=0

(n+1−s)

n+1t
E+[p1(xi1) · · ·E[pl1(xk)] · · ·E[pl2(xk)] · · · pm(xim)]⊗ P,

which converges to E[ps(xk)] · · ·E[ps(xk)] · · · pm(xim)]⊗ P in norm as n goes to +∞.

To the second part of the sum, we have

‖E+[p1(xi1) · · · pl1(xjl1 ) · · · pl2(xjl2 ) · · · pm(xim)]‖
≤ ‖p1(xi1) · · · pl1(xjl1 ) · · · pl2(xjl2 ) · · · pm(xim)‖
≤ ‖p1(xi1)‖ · · · ‖pl1(xjl1 )‖ · · · ‖pl2(xjl2 )‖ · · · ‖pm(xim)‖
≤ ‖p1(x1)‖ · · · ‖pl1(x1)‖ · · · ‖pl2(x1)‖ · · · ‖pm(x1)‖,

which is finite. Therefore,

‖
N∑

jls=jlt for some s 6=t
E+[p1(xi1) · · · pl1(xjl1 ) · · · pl2(xjl2 ) · · · pm(xim)]‖

≤ (1−
t−1∏
s=0

(n+1−s)

(n+1)t
)‖p1(x1)‖ · · · ‖pl1(x1)‖ · · · ‖pl2(x1)‖ · · · ‖pm(x1)‖
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goes to 0 as n goes to +∞.
Therefore, we have

E+[p1(xi1) · · · pl1(xil1 ) · · · pl2(xil2 ) · · · pm(xim)] = E+[p1(xi1) · · ·E[pl1(xk)] · · ·E[pl2(xk)] · · · pm(xim)].

The same we can show that

E+[p1(xi1) · · · pl1(xk) · · ·E+[ps(xis)] · · · pl2(xk) · · · pm(xim)]
= E+[p1(xi1) · · ·E[pl1(xk)] · · ·E[pl2(xk)] · · · pm(xim)],

which implies

E+[p1(xi1) · · · ps(xis) · · · pm(xim)] = E+[p1(xi1) · · ·E+[ps(xis)] · · · pm(xim)].

5.4 de Finetti type theorem for monotone

spreadability

5.4.1 Proof of main theorem 1

Now, we turn to prove our main theorem for monotone independence:

Theorem 5.4.1. Let (A, φ) be a non-degenerated W ∗-probability space and (xi)i∈Z be a
bilateral infinite sequence of selfadjoint random variables which generate A. Let A+

k be the
WOT closure of the non-unital algebra generated by {xi|i ≥ k}. Then the following are
equivalent:

a) The joint distribution of (xi)i∈Z is monotonically spreadable.

b) For all k ∈ Z, there exits a φ-preserving conditional expectation Ek : A+
k → A

+
tail

such that the sequence (xi)i≥k is identically distributed and monotone with respect Ek.
Moreover, Ek|Ak′ = Ek′ when k ≥ k′.

Proof. “b)⇒ a) ”follows corollary 5.1.17

We will prove “a) ⇒ b) ”by induction. Since the sequence is spreadable, it is suffices to
prove a)⇒ b) for k = 1:
By the results in the previous two sections, there exists a conditional expectation Ek :
A+
k → A

+
tail such that the sequence (xi)i≥k is identically distributed with respect to Ek and

Ek|Ak′ = Ek′ when k ≥ k′. Actually, Ek is the restriction of E+ on A+
k . Since the sequence

is spreadable, we just need to show that the sequence (xi)i∈N is monotonically independent
with respect to E1, i.e.

E+[p1(xi1) · · · ps(xis) · · · pm(xim)] = E+[p1(xi1) · · ·E+[ps(xis)] · · · pm(xim)] (5.4)
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is−1 < is > is+1, i1 6= · · · 6= im, i1, ..., im ∈ N and p1, ..., pm ∈ A+
tail〈X〉.

Now, we prove this equality by induction on the maximal index of {i1, ..., im}:
When max{i1, ..., im} = 1, then equality is true because is = 1 and the length of the sequence
(i1, ..., im) can only be 1.
Suppose the equality holds for max{i1, ..., im} = n. When max{i1, ..., im} = n + 1, we have
two cases:
Case 1: is = n+ 1. In this case the equality follows proposition 5.3.6.

Case 2: is ≤ n. Suppose the number n + 1 appears t times in the sequence, which
are {ilj}j = 1, ..., t such that ilj = k and l1 < l2 < · · · < lt. Since is−1 < is > is+1,
is−1, is, is+1 6= n+ 1. By proposition 5.3.6, we have:

E+[p1(xi1) · · · pl1(xil1 ) · · · ps−1(xis−1)ps(xis)ps+1(xis+1) · · · plt(xilt ) · · · pm(xim)]

= E+[p1(xi1) · · ·E+[pl1(xil1 )] · · · ps−1(xis−1)ps(xis)ps+1(xis+1) · · ·E+[plt(xilt )] · · · pm(xim))].

Notice that

p1(xi1) · · ·E+[pl1(xil1 )] · · · ps−1(xis−1)ps(xis)ps+1(xis+1) · · ·E+[plt(xilt )] · · · pm(xim) ∈ A+
tail〈X1, ..., Xn〉,

by induction, we have

E+[p1(xi1) · · ·E+[pl1(xil1 )] · · · ps−1(xis−1)ps(xis)ps+1(xis+1) · · ·E+[plt(xilt ) · · · pm(xim)]

= E+[p1(xi1) · · ·E+[pl1(xil1 )] · · · ps−1(xis−1)E
+[ps(xis)]ps+1(xis+1) · · ·E+[plt(xilt )] · · · pm(xim)]

= E+[p1(xi1) · · · pl1(xil1 ) · · · ps−1(xis−1)E
+[ps(xis)]ps+1(xis+1) · · · plt(xilt ) · · · pm(xim)].

The last equality follows proposition 5.3.6. This our desired conclusion.

5.4.2 Conditional expectation E−

We do not know whether we can extend E+ to the whole space A. But, the conditional
expectation E− can be extended to the whole algebra A if the bilateral sequence (xi)i∈Z
is monotonically spreadable. Given a, b, c ∈ A[−∞,∞], then there exists L ∈ N such that
a, b, c ∈ A[−L,L]. Therefore, α−3L(c) ∈ A[−4L,−3L]. Since (x−4L, x−4L+1, ...) is monotonically
with respect to E+, we have

φ(aE−[b]c)
= lim

n→∞
φ(aα−n(b)c)

= lim
n→∞,n>4L

φ(aα−n(b)c)

= lim
n→∞,n>4L

φ(E+[aα−n(b)c])

= lim
n→∞,n>4L

φ(E+[E+[a]α−n(b)E+[c]])

= lim
n→∞

φ(E+[a]α−n(b)E+[c])

= lim
n→∞

φ(E+[a]E−[b]E+[c]).
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Since A is generated by countablely many operators, by Kaplansky’s density theorem,
for all y ∈ A, there exists a sequence {yn}n∈N ⊂ A[−∞,∞] such that ‖yn‖ ≤ ‖y‖ for all n and
yn converges to y in WOT. Then, for all a, c ∈ A[−∞,∞] we have

lim
n→∞

φ(aE−[yn]c) = lim
n→∞

φ(E+[a]ynE
+[c]) = φ(E+[a]yE+[c])

Therefore, E−[yn] converges to an element y′ pointwisely. Moreover, y′ depends only on y.
If we define E−[y] = y′, then we have

Proposition 5.4.2. Let (A, φ) be a non-degenerated W ∗-probability space and (xi)i∈Z be a
bilateral infinite sequence of selfadjoint random variables which generate A. If (xi)i∈Z is
monotonically spreadable, then the negative conditional expectation E− can be extend to the
whole algebra A such that

φ(aE−[y]b) = φ(E+[a]yE+[c])

for all y ∈ A and a, c ∈ A[−∞,∞]. Moreover, the extension is normal.

5.5 de Finetti type theorem for boolean spreadability

In this section, we assume that (A, φ) is a W ∗-probability space with a non-degenerated
normal state and A is generated by a bilateral sequence of random variables (xi)i∈Z and
(xi)i∈Z are boolean spreadable.

Lemma 5.5.1. Let yi = x−i for all i ∈ Z, then (yi)i∈Z is also boolean spreadable.

Proof. By proposition 3.3.22, it suffices to show that (yi)i=1,...,n is boolean spreadable for
all n ∈ N. Given a natural number k < n, assume the standard generators of Bi(n, k) are
{ui,j}i=1,...,n;j=1,...,k and invariant projection P.
Consider the matrix {u′i,j}i=1,...,n;j=1,...,k such that u′i,j = un+1−i,k+1−j.. it is obvious that the
entries of the matrix are are orthogonal projections and

n∑
i=1

u′i,jP =
n∑
i=1

ui,k+1−jP = P.

Given j, j′, i, i′ ∈ N such that 1 ≤ j < j′ ≤ k and 1 ≤ i ≤ i′ ≤ n. Then, we have
n+ 1− i ≤ n+ 1− i′ and k + 1− j < k + 1− j′. Therefore,

u′i,ju
′
i′,j′ = un+1−i,k+1−jun+1−i′,k+1−j′ = 0.

It implies that {u′i,j}i=1,...,n;j=1,...,k and P satisfy the universal conditions of Bi(n, k). It follows
that there exists a unital C∗-homomorphism Φ : Bi(n, k)→ Bi(n, k) such that:

Φ(ui,i) = u′i,j, and Φ(P) = P.



CHAPTER 5. EXTENDED DE FINETTI TYPE THEOREMS IN
NONCOMMUTATIVE PROBABILITY 86

Let zi = xi−n−1 for i = 1, ..., n. Since (xi)i∈Z are boolean spreadable, (zi)i=1,...,n is boolean
spreadable. Therefore, for i1, ..., iL ∈ [k], we have

φ(yi1 · · · yiL)P
= φ(yn−k+i1 · · · yn−k+iL)P
= φ(x−n+k−i1 · · · xn−k−iL)P
= Φ(φ(zk+1−i1 · · · zk+1−iL)P)

= Φ(
n∑

j1,...,jL=1

φ(zj1 · · · zjL)Puj1,k+1−i1 · · ·ujL,k+1−iLP)

=
n∑

j1,...,jL=1

φ(zj1 · · · zjL)Pun+1−j1,i1 · · ·un+1−jL,iLP

=
n∑

j1,...,jL=1

φ(xj1−n−1 · · ·xjL−n−1)Pun+1−j1,i1 · · ·un+1−jL,iLP

=
n∑

j1,...,jL=1

φ(yn+1−j1 · · · yn+1−jL)Pun+1−j1,i1 · · ·un+1−jL,iLP

=
n∑

j1,...,jL=1

φ(yj1 · · · yjL)Puj1,i1 · · ·ujL,iLP

which completes the proof.

Proposition 5.5.2. (A, φ) is a W ∗-probability space with a non-degenerated normal state
and A is generated by a bilateral sequence of random variables (xi)i∈Z and (xi)i∈Z are boolean
spreadable. Then, E− and E+ can be extend to the whole algebra A. Moreover, E− = E+

Proof. Since (xi)i∈Z is boolean spreadable, (xi)i∈Z is monotonically spreadable. By propo-
sition 5.4.2, E− can be extended to the whole algebra. By Lemma 5.5.1, (x−i)i∈Z is also
boolean spreadable and its negative-conditional expectation is exactly the positive condi-
tional expectation of (xi)i∈Z. Therefore, E+ can also be extended the whole algebra A
normally. Give a, b, c ∈ A[−∞,∞], by Lemma 5.4.2, we have

φ(aE−[b]c) = φ(E+[a]bE+[c])
= φ(E+[E+[a]bE+[c]])
= φ(E+[a]E+[b]E+[c])
= lim

n→∞
φ(αn(a)E+[b]E+[c])

= lim
n→∞

lim
m→∞

φ(αn(a)E+[b]αm(c)).

Notice that, for fixed n,m,

φ(αn(a)E+[b]αm(c)) = φ(αn(a)αL(b)αm(c))

for L ∈ N which is large enough. Since (x−i)i∈Z is monotonically spreadable, by theorem ??,
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(x−i)i∈Z is monotonically independent with respect to E−. Therefore, we have

φ(αn(a)E+[b]αm(c))
= φ(αn(a)αL(b)αm(c))
= φ(E−[αn(a)αL(b)αm(c)])
= φ(E−[αn(a)]E−[αL(b)]E−[αm(c)])
= φ(E−[a]E−[b]E−[c])
= φ(E−[E−[a]bE−[c]])
= φ(E−[a]bE−[c])
= φ(aE+[b]c)

and
φ(aE−[b]c) = φ(E+[a]bE+[c])

= lim
n→∞

lim
m→∞

φ(αn(a)E+[b]αm(c))

= lim
n→∞

lim
m→∞

φ(aE+[b]c)

= φ(aE+[b]c).

It implies that E+[b] = E−[b] for all b ∈ A[−∞,∞]. Since A is the WOT closure of A[−∞,∞],
the proof is complete.

Corollary 5.5.3. (A, φ) is a W ∗-probability space with a non-degenerated normal state and
A is generated by a bilateral sequence of random variables (xi)i∈Z and (xi)i∈Z are boolean
spreadable. Then, the positive tail algebra and the negative tail algebra of (xi)i∈Z are the
same.

Now, we are ready to prove theorem ??

Theorem 5.5.4. Let (A, φ) be a non degenerated W ∗-probability space and (xi)i∈Z be a
bilateral infinite sequence of selfadjoint random variables which generate A as a von Neumann
algebra. Then the following are equivalent:

a) The joint distribution of (xi)i∈N is boolean spreadable.

b) The sequence (xi)i∈Z is identically distributed and boolean independent with respect to
the φ−preserving conditional expectation E+ onto the non unital positive tail algebra
of the (xi)i∈Z

Proof. “b)⇒ a)”. If the sequence (xi)i∈Z is identically distributed and boolean independent
with respect to a φ-preserving conditional expectation E , then sequence (xi)i∈Z is boolean
exchangeable by theorem 7.1 in [25]. According the diagram in section 3.4, (xi)i∈Z is boolean
spreadable.

“a)⇒ b)”. By Lemma5.5.2, (xi)i∈Z is monotone with respect to E+, (x−i)i∈Z is monotone
with respect to E− and E+ = E−. Therefore,

E+[p1(xi1) · · · pm(xim)] = E+[p1(xi1)]E
+[p2(xi2) · · · pm(xim)] = · · ·

= E+[p1(xi1)]E
+[p2(xi2)] · · · · · ·E+[pm(xim)]
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whenever i1 6= · · · 6= im and p1, ..., pm ∈ A+
tail〈X〉. The proof is complete.
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Chapter 6

General De Finetti type theorems in
noncommutative probability

6.1 Noncommutative symmetries

In this section, we will recall distributional symmetries for classic independence are free
independence from [5].

Definition 6.1.1. An orthogonal Hopf algebra is a unital C∗-algebra A generated by n2

selfadjoint elements {ui,j|i, j = 1, ..., n}, such that the following hold:

1. The inverse of u = (ui,j)i,j=1,....n ∈ Mn(A) is the transpose ut = (uj,i)i,j=1,...n, i.e.
n∑
k=1

ui,kuj,k =
n∑
k=1

uk,iuk,j = δi,j1A.

2. ∆(ui,j) =
n∑
k=1

ui,k ⊗ uk,j determines a C∗-unital homomorphism ∆ : A→ A⊗min A.

3. ε(ui,j) = δi,j defines a homomorphism ε : A→ C.

4. S(ui,j) = uj,i defines a homomorphism S : A→ Aop.

This definition adapted from the fundamental work of Woronowicz[43]. Following the no-
tion of Wang’s free quantum groups in [40, 41], one can define universal algebras A generated
by n2 noncommutative variables {ui,j}i,j=1,...,n which satisfy some relations R. Moreover, for
suitable choices of R, we will get Hopf algebras in the sense of Woronowicz[43].

In [5], Banica and Speicher found the following conditions which can be used to construct
Hopf orthogonal algebras:

Definition 6.1.2. A matrix u = (ui,j)i,j=1,...,n ∈Mn(A) over a C∗-algebra A is called:

• Orthogonal, if all entries of u are selfadjoint, and uut = utu = 1n,
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• Magic, if it is orthogonal, and its entries are projections.

• Cubic, if it is orthogonal, and ui,jui,k = uj,iuk,i = 0, for j 6= k.

• Bistochastic, if it is orthogonal, and
n∑
i=1

ui,j =
n∑
j=1

uk,i = 1A, for all j, k.

• Magic’,if it is cubic, with the same sum on rows and columns.

• Bistochastic’,if it is orthogonal, with the same sum on rows and columns

The universal algebras associated with the above conditions are defined as follows:

Definition 6.1.3. Ag(n) with g = o, s, h, b, s, s′, b′ is the universal C∗-algebra generated by
the entries of an n × n matrix which is respectively orthogonal, magic, cubic, bistochastic,
magic’ and bistochastic’. Cg(n) with g = o, s, h, b, s, s′, b′ is the universal commutative C∗-
algebra generated by the entries of an n× n matrix which is respectively orthogonal, magic,
cubic, bistochastic, magic’ and bistochastic’.

Especially, for each n, As(n) and Ao(n) are Wang’s quantum permutation group and
quantum orthogonal group introduced in [41, 40]. Cg(n) can be considered as the abelian-
ization of Ag(n) for all g = o, s, h, b, s, s′, b′. It should be mentioned here that there are 7
easy quantum groups in total, see [42].

According to the definitions, we have the following diagram:

Ao(n) //

��

Ab′(n) //

��

Ab(n)

��
Ah(n) // As′(n) // As(n)

and
Co(n) //

��

Cb′(n) //

��

Cb(n)

��
Ch(n) // Cs′(n) // Cs(n)

and
Ag(n)→ Cg(n),

for g = o, s, h, b, s, s′, b′. Here, the arrow means that there exists a morphism of orthogonal
Hopf algebras (A, u)→ (B, v) which is a C∗-homomorphism fromA to B such that ui,j → vi,j.
In other words, (A, u) → (B, v) implies that B is a quotient C∗-algebra of A. We will use
B ⊆ A for (A, u)→ (B, v).

Proposition 6.1.4. Let E(n) be an orthogonal Hopf algebra generated by n2 selfadjoint
elements {ui,j}i,j=1,...,n, then
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1. If E(n) 6⊆ Ah(n), then there exists a j such that
n∑
k=1

u4
k,j 6= 1E(n).

2. If E(n) 6⊆ Ab(n), then there exists a j such that
n∑
k=1

uk,j 6= 1E(n).

Proof. 1. Suppose
n∑
k=1

u4
k,i = 1E(n), for all i. Since

n∑
k=1

u2
k,i = 1E(n) and u4

k,i ≤ u2
k,i, we have

u4
k,i = u2

k,i.

(u2
i,j)i,j=1,...,n is a matrix of orthogonal projections with sum 1 on rows and columns. There-

fore,
u2
i,ju

2
i,k = u2

j,iu
2
k,i = 0

for j 6= k. Since ui,j and ui,k are selfadjoint, we have

ui,jui,k = uj,iuk,i = 0

which implies that E(n) is a quotient algebra of Ah(n). It is a contradiction.

2. Suppose
n∑
k=1

uk,i = 1E(n), for all i. Then, for each i, we have

n∑
l=1

ui,l =
n∑
l=1

n∑
k=1

ui,luk,l =
n∑
k=1

n∑
l=1

ui,luk,l =
n∑
k=1

δi,k1E(n) = 1E(n).

Therefore, E(n) is a quotient algebra of Ab(n) which leads to a contradiction.

Proposition 6.1.5. Let E(n) be an orthogonal Hopf algebra generated by n2 selfadjoint
elements {ui,j}i,j=1,...,n such that As(n) ⊆ E(n) ⊆ Ao(n). Then, the following hold:

1. If E(n) ⊆ Ah(n) and E(n) ⊆ Ab(n), then E(n) = As(n).

2. If E(n) 6⊆ Ah(n) and E(n) ⊆ Ab(n), then ∃ i′ such that

n∑
k=1

umk,i′ 6= 1,

for all m > 2.

3. If E(n) 6⊆ Ab(n) and E(n) ⊆ Ah(n), then ∃ i′ such that

n∑
k=1

umk,i′ 6= 1,

for all odd numbers m.
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4. If E(n) 6⊆ Ah(n) and E(n) 6⊆ Ah(n), then ∃ i′1, i2 such that

n∑
k=1

umk,i′1 6= 1,

for all m > 2, and
n∑
k=1

uk,i′2 6= 1.

Proof. It is obvious that ‖ui,j‖ ≤ 1 for all i, j = 1, ...n.
1. By assumption, we have

n∑
k=1

ui,k = 1E(n)

and
ui,jui,k = 0

for j 6= k. Therefore,

ui,j = ui,j

n∑
k=1

ui,k = u2
i,j

for all i, j. It implies that E(n) is a quotient algebra of As(n), so E(n) = As(n).

2. By Proposition 6.1.5, there exists i′ such that

n∑
k=1

u4
k,i′ 6= 1.

Therefore, there exists k′ such that
u4
k′,i′ < u2

k′,i′

which implies that the spectrum of uk′,i′ contains a number a such that −1 < a < 1.
Therefore,

umk′,i′ < u2
k′,i′

for all natural number m > 2. Hence, we have

n∑
k=1

umk,i′ < 1E(n),

for m > 2.
3. According to Proposition 6.1.5, there exists i′ such that

n∑
k=1

uk,i′ 6= 1.



CHAPTER 6. GENERAL DE FINETTI TYPE THEOREMS IN NONCOMMUTATIVE
PROBABILITY 93

Therefore, there exists k′ such that uk′,i′ is not an orthogonal projection which implies that

u2m+1
k′,i′ < u2m

k′,i′ .

Thus, we have
n∑
k=1

u2m+1
k,i′ <

n∑
k=1

u2m
k,i′ =

n∑
k=1

umk,i′ = 1E(n),

4. Combine Case 2 and 3, the proof is complete.

Following the proof above, we have

Corollary 6.1.6. Let E(n) be an orthogonal Hopf algebra generated by n2 selfadjoint ele-
ments {ui,j}i,j=1,...,n such that Cs(n) ⊆ E(n) ⊆ Co(n). Then, the following hold:

1. If E(n) ⊆ Ah(n) and E(n) ⊆ Ab(n), then E(n) = As(n).

2. If E(n) 6⊆ Ah(n) and E(n) ⊆ Ab(n), then ∃ i′ such that
n∑
k=1

umk,i′ 6= 1, for all m > 2.

3. If E(n) 6⊆ Ab(n) and E(n) ⊆ Ah(n), then ∃ i′ such that
n∑
k=1

umk,i′ 6= 1, for all odd numbers

m.

4. If E(n) 6⊆ Ah(n) and E(n) 6⊆ Ah(n), then ∃ i′1, i2 such that
n∑
k=1

umk,i′1
6= 1, for all m > 2,

and
n∑
k=1

uk,i′2 6= 1.

Now, we turn to define noncommutative distributional symmetries by maps of quantum
family of So ltan[32]:

Definition 6.1.7. Let (A,∆) be a quantum group and V be a unital algebra. By a (right)
coaction of the quantum group A on V , we mean a unital homomorphism α : V → V ⊗ A
such that

(α⊗ idA)α = (id⊗∆)α.

Definition 6.1.8. Given an orthogonal Hopf algebra E(n) generated by {ui,j}i,j=1,...n, we
have a natural coaction αn of E(n) on C〈X1, ..., Xn〉 such that

αn : C〈X1, ..., Xn〉 → C〈X1, ..., Xn〉 ⊗ E(n)

is an algebraic homomorphism defined via αn(Xi) =
n∑
k=1

Xk ⊗ uk,i for all i = 1, ..., n.
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Definition 6.1.9. Given a probability space (A, φ), a sequence of random variables (x1, ..., xn)
of A and an orthogonal Hopf algebra E(n) generated by {ui,j}i,j=1,...n. We say that the joint
distribution µx1,...,xn of x1, ..., xn is E(n)-invariant if

µx1,...,xn(p)1E(n) = µx1,...,xn ⊗ idE(n)(αn(p)),

for all p ∈ C〈X1, ..., Xn〉.

Remark 6.1.10. Noncommutative distributional symmetries, which are associated with
E(n) such that As ⊆ E(n) ⊆ Ao(n)(Cs ⊆ E(n) ⊆ Co(n)), will be used to characterize
free(classical) type de Finetti theorems.

Proposition 6.1.11. Given a probability space (A, φ) and a sequence of random variables
(x1, ..., xn) of A. E(n) and F (n) are two orthogonal Hopf algebras such that E1(n) ⊆ E2(n).
Then, (x1, ..., xn) is E1(n)-invariant if E2(n)-invariant.

Proof. Let {u(l)
i,j}i,j=1,...,n be generators of El(n) for l = 1, 2. Since E1(n) ⊆ E2(n), there exists

a C∗-homomorphism Φ : E2(n)→ E1(n) such that

Φ(u
(2)
i,j ) = u

(1)
i,j

for all i, j. (x1, ..., xn) is E2(n)-invariant is equivalent to that

µx1,...,xn(X i)1E2(n) =
∑
j∈[n]k

µx1,...,xn(X j)⊗ u(2)
i, j,

for all monomials Xi1 · · ·Xik ∈ C〈X1, ..., Xn〉. Apply Φ on both sides of the above equation,
we get

µx1,...,xn(X i)1E1(n) =
∑
j∈[n]k

µx1,...,xn(X j)⊗ u(1)
i, j,

which implies that (x1, ..., xn) is E1(n)-invariant.

Given an orthogonal Hopf algebra E(n) generated by {ui,j}i,j=1,...,n. Then , for k ∈ N ,
E(n) can be considered as an orthogonal Hopf algebra E(n, k) generated by {vi,j}i,j=1,...,n+k

such that

vi,j =

{
ui,j if i, j ≤ n
δi,j1E(n) otherwise

We will call E(n, k) the k-th extension of E(n). To study de Finettil theorems for all
orthogonal Hopf algebras E(n), we need to extend E(n)-invariance condition on n random
variables to infinitely many random variables.

Definition 6.1.12. Given a probability space (A, φ), a sequence of random variables (xi)i∈N
of A and an orthogonal Hopf algebra E(n) generated by {ui,j}i,j=1,...n. We say that the
joint distribution µ of (xi)i∈N is E(n)-invariant if the joint distribution of (x1, ..., xn+k) is
E(n, k)-invariant for all k ∈ N.
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6.2 Quantum semigroups in analogue of easy

quantum groups

Inspired by the previous work in [25], we will define distributional symmetries for boolean
independent random variables via quantum semigroups. We briefly recall quantum semi-
groups’ definition here: For any C∗-algebras A and B, the set of morphisms Mor(A,B)
consists of all C∗-algebra homomorphisms acting from A to M(B), where M(B) is the mul-
tiplier algebra of B, such that φ(A)B is dense in B. If A and B are unital C∗-algebras, then
all unital C∗-homomorphisms from A to B are in Mor(A,B). In [32],

Definition 6.2.1. By a quantum semigroup we mean a C∗-algebra A endowed with an
additional structure described by a morphism ∆ ∈Mor(A,A⊗A) such that

(∆⊗ idA)∆ = (idA ⊗∆)∆.

The quantum semigroups for boolean independence are unital universal C∗-algebras gen-
erated by an orthogonal projection P and entries of n× n matrices which satisfying certain
relation R related to P:

Definition 6.2.2. Let u = (ui,j)i,j=1,...,n ∈ Mn(A) be an n× n matrix over a C∗-algebra A
and P be an orthogonal projection in A. The pair (u,P) is called:

1. P-orthogonal, if all entries of u are selfadjoint, and uut(1n⊗P) = utu(1n⊗P) = 1n⊗P

i.e.
n∑
k=1

ui,kuj,kP =
n∑
k=1

uk,iuk,jP = δi,jP.

2. P-magic, if it is P-orthogonal, and the entries of u are projections.

3. P-cubic, if it is P-orthogonal, and ui,jui,kP = uj,iuj,kP = 0, for j 6= k.

4. P-bistochastic, if it is P-orthogonal, and
n∑
j=1

ui,jP =
n∑
j=1

uk,iP = P, for all j, k.

5. P-’, if
n∑
j=1

ui,jP =
n∑
j=1

uk,iP, for all j, k.

6. P-magic’, if it is P-cubic and P-’.

7. P-bistochastic’,if it is P-orthogonal and P-’.

Unlike universal conditions for quantum groups, these conditions cannot define universal
C∗-algebras since they cannot ensure that ui,j’s are bounded. Therefore, we need an addi-
tional condition to control the norms of u′i,js. We say (ui,j)i,=1,...n is norm ≤ 1 if the norm
‖(ui,j)i,j=1,...,n‖ of the matrix is ≤ 1
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Definition 6.2.3. Bg(n) with g = o, s, h, b, s, s′, b′ is the unital universal C∗-algebra gener-
ated by the entries of an n × n norm ≤ 1 matrix (ui,j)i,=1,...n and an orthogonal projection
P which is respectively P-orthogonal, P-magic, P-cubic, P-bistochastic, P-magic’ and P-
bistochastic’.

On the C∗-algebra Bg(n) with g = o, s, h, b, s, s′, b′, we can always define a unital C∗-
homomorphism

∆ : Bg(n)→ Bg(n)⊗Bg(n)

by the following formulas:

∆ui,j =
n∑
k=1

ui,k ⊗ uk,j

and
∆ P = P⊗ P, ∆I = I ⊗ I.

To show the coproduct is well defined, we need the show that the (∆ui,j)i,j=1,...,n and
P⊗P satisfy the universal conditions as (ui,j)i,j=1,...,n and P do:
Norm condition: If ‖(ui,j)i,j=1,...n‖ ≤ 1, we have

‖(∆ui,j)i,j=1,...n‖ = ‖(
n∑
k=1

ui,k⊗uk,j)i,j=1,...n‖ = ‖(ui,j⊗1n)i,j=1,...n(1n⊗ui,j)i,j=1,...n‖ ≤ ‖(ui,j)i,j=1,...n‖2 ≤ 1.

P-orthogonal: If
n∑
k=1

ui,kuj,kP =
n∑
k=1

uk,iuk,jP = δi,jP, then

n∑
k=1

∆ui,k∆uj,k∆P

=
n∑
k=1

(
n∑
l=1

ui,l ⊗ ul,k)(
n∑

m=1

uj,m ⊗ um,k)(P⊗P)

=
n∑
k=1

n∑
l=1

n∑
m=1

ui,luj,mP⊗ ul,kum,kP

=
n∑
l=1

n∑
m=1

ui,luj,mP⊗ δm,lP

=
n∑
l=1

ui,luj,lP⊗P

= δi,jP⊗P.

The same we have
n∑
k=1

∆uk,i∆uk,j∆P = δi,jP⊗P.
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P-cubic: Since ui,jui,kP = uj,iuj,kP = 0, for j 6= k, we have

∆ui,j∆ui,k∆P

=
n∑

l,m=1

ui,lui,mP⊗ ul,jum,kP

=
n∑
l=1

ui,lui,lP⊗ ul,jul,kP

= 0,

whenever j 6= k. Then same, we have

∆uj,i∆uj,k∆P = 0,

whenever j 6= k.

P-bistochastic: If
n∑
j=1

ui,jP =
n∑
j=1

uj,iP = P, for all j = 1, ..., n.

n∑
j=1

∆ui,j∆P

=
n∑
j=1

n∑
k=1

ui,kP⊗ uk,jP

=
n∑
j=1

ui,jP⊗P

= P⊗P.

The same we will have
n∑
j=1

∆uj,i∆P = P⊗P, for all j.

P’ -condition: Let r =
n∑
j=1

ui,jP =
n∑
j=1

uj,iP, for j 6= k.

n∑
j=1

∆ui,j∆P

=
n∑

j,l=1

ui,lP⊗ ul,jP

=
n∑
l=1

ui,lP⊗ r

= r ⊗ r,

for all j. The same we will have
n∑
j=1

∆uj,i∆P = r ⊗ r for all j.

Therefore, ∆ is a well defined C∗-homomorphism and (Bg(n),∆) with g = o, s, h, b, s, s′, b′

are quantum semigroups. As the relation for easy quantum groups, we have the following
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diagram for boolean quantum semigroups:

Bo(n) //

��

Bb′(n) //

��

Bb(n)

��
Bh(n) // Bs′(n) // Bs(n)

We can see that easy quantum groups could be quotient algebras of these easy quantum
semigroups with requirement of P = 1, i.e.

Cg(n) ⊆ Ag(n) ⊆ Bg(n)

for g = o, s, h, b, s, s′, b′.
The algebras Bg(n) generated by the generators of Bg(n) with g = o, s, h, b are quotient alge-
bras of Hayase’s Hopf algebras C(GI2

n ), C(GI
n), C(GIh

n ), C(GIb
n ) in [17], respectively. Actually,

Bg(n) with g = o, s, h, b satisfy Hayase’s universal conditions for C(GI2
n ), C(GI

n), C(GIh
n ), C(GIb

n ).
To check the some vanishing conditions, we need the following notation for convenience:
Given π1 ∈ I(k1) and π2 ∈ I(k2), π = π1π2 ∈ I(k1 + k2) denotes the concatenation of
π1 and π2. Given j1 = (j1, ..., jk1) ∈ [n]k1 and j2 = (j′1, ..., j

′
k2

) ∈ [n]k2 , j = j1 j2 =
(j1, ..., jk1 , j

′
1, ..., j

′
k2

) ∈ [n]k1+k2 .
According to Definition 2.2.1, it is obvious that

Lemma 6.2.4. Let π ∈ I(k1 + k2) such that π = π1π2 for some π1 ∈ I(k1) and π2 ∈ P (k2).
Let j = j1 + j2 such that j1 ∈ [n]k1 and j2 ∈ [n]k2 . Then, π ≤ ker j iff πi ≤ ker ji for
i = 1, 2.

Therefore ,we have the following:

Lemma 6.2.5. Given π1 ∈ I(k1), π2 ∈ P (k2) and j = j1 + j2 such that j1 ∈ [n]k1 and
j2 ∈ [n]k2 . If ∑

ii∈[nki ],πi≤ker ii

u ii, jiP =

{
P if π ≤ ker ji
0 otherwise

for i = 1, 2. Then, we have ∑
i∈[nk1+k2 ],π1π2≤ker i

u i, jP =

{
P if π ≤ ker j
0 otherwise

Proof. By a direct computation, we have:

∑
i∈[nk1+k2 ]
π1π2≤ker i

u i, jP =
∑

i1∈[nk1 ]
π1≤ker i1

∑
i2∈[nk2 ]
π2≤ker i2

u i1, j1u i2, j2P =


∑

i1∈[nk1 ]
π1≤ker i1

u i1, j1P if π1 ≤ ker j2

0 otherwise
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Therefore, ∑
i∈[nk1+k2 ]
π1π2≤ker i

u i, jP

{
= P π1 ≤ ker j1 andπ2 ≤ ker j2

0 otherwise
,

which completes the proof.

Now, we can turn to check a vanishing condition:

Lemma 6.2.6. Let ui,j’s and P be the standard generators of Bo(n),Bs(n),Bh(n),Bb(n).
Then, we have ∑

i∈[nk],π≤ker i

u i, jP =

{
P if π ≤ ker j
0 otherwise

for π ∈ I2(k), I(k), Ih(k), Ib(k), respectively.

Proof. 1. For Bo(n), k = 2. The identity holds by the definition of Bo(n). Since all partitions
in I2(n) are concatenations of pair partitions by Lemma 6.2.5, the identity is true.

2. For Bb(n), the identity holds by the definition of Bb(n) when π is a single partition
or a partition. Since all partitions in Ib(n) are concatenations of single partitions and pair
partitions, by Lemma 6.2.5, the identity is true.

3. For Bh(n) we just need to check π = 12m ∈ Ih(2m) for all m ∈ N. It follows that∑
i∈[n]2m

π≤ker i

u i, jP =
n∑
i=1

ui,j1 · · ·ui,j2mP.

It equals zero if jl 6= jl+1 for some l, otherwise

n∑
i=1

ui,j1 · · ·ui,j2mP =
n∑
i=1

u2m
i,j1

P =
n∑
i=1

u2m−2
i,j1

n∑
l=1

u2
l,j1

P =
n∑
i=1

u2m−2
i,j1

P = · · · =
n∑
l=1

u2
l,j1

P = P.

Since all partitions in Ib(n) are concatenations of blocks of even length, by Lemma 6.2.5, the
identity is true.

4. For Bs(n) we just need to check π = 1m ∈ I(m), for all m ∈ N. It follows that∑
i∈[n]m

π≤ker i

u i, jP =
n∑
i=1

ui,j1 · · ·ui,jmP.

It equals zero if jl 6= jl+1 for some l, otherwise

n∑
i=1

ui,j1 · · ·ui,jmP =
n∑
i=1

umi,j1P =
n∑
i=1

um−1
i,j1

n∑
l=1

ul,j1P =
n∑
i=1

um−1
i,j1

P = · · · =
n∑
l=1

ul,j1P = P.
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Since all partitions in Ib(n) are concatenations of blocks of arbitrary length, by Lemma 6.2.5,
the identity is true.

Now, we define noncommutative distributional symmetries for boolean independence in
general:

Definition 6.2.7. An orthogonal boolean quantum semigroup is a unital C∗-algebra A
generated by n2 selfadjoint elements {ui.j|i, j = 1, ..., n} and an orthogonal projection P,
such that the following hold:

1. u = (ui,j)i,j=1,....n ∈Mn(A) is norm≤ 1 and (u,P) is P-orthogonal.

2. ∆(ui,j) =
n∑
k=1

ui,k ⊗ uk,j and ∆ P = P ⊗ P,∆I = I ⊗ I determine a C∗-unital

homomorphism ∆ : A→ A⊗min A.

Definition 6.2.8. Let (A,∆) be a quantum semigroup and V be a unital algebra. By a right
coaction of the quantum semigroup A on V , we mean a unital homomorphism α : V → V⊗A
such that

(α⊗ idA)α = (id⊗∆)α.

Definition 6.2.9. Given an orthogonal boolean quantum semigroup E(n) generated by
{ui,j}i,j=1,...n and P, we have a natural coaction αn of E(n) on C〈X1, ..., Xn〉 such that

αn : C〈X1, ..., Xn〉 → C〈X1, ..., Xn〉 ⊗ E(n)

is an algebraic homomorphism defined via αn(Xi) =
∑n

k=1Xk ⊗ uk,i for all i.

Definition 6.2.10. Given a probability space (A, φ), a sequence of random variables (x1, ..., xn)
of A and an orthogonal boolean quantum semigroup E(n) generated by {ui,j}i,j=1,...n and P.
We say that the joint distribution µx1,...,xn of x1, ..., xn is E(n)-invariant if

µx1,...,xn(p)P = µx1,...,xn ⊗ idE(n)(αn(p))P,

for all p ∈ C〈X1, ..., Xn〉.

The same as matrix quantum groups, we can define E(n)-invariance condition for infinite
sequences. Given an orthogonal boolean quantum semigroup E(n) generated by {ui,j}i,j=1,...,n

and P then , for k ∈ N , E(n) can be considered as an orthogonal boolean quantum semigroup
E(n, k) generated by {vi,j}i,j=1,...,n+k and P′ such that

vi,j =

{
ui,j if i, j ≤ n
δi,j1E(n) otherwise

and P′ = P. We will call E(n, k) the k-th extension of E(n).
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Definition 6.2.11. Given a probability space (A, φ), a sequence of random variables (xi)i∈N ∈
A and an orthogonal Hopf algebra E(n) generated by {ui,j}i,j=1,...n. We say that the joint
distribution µ of (xi)i∈N is E(n)-invariant if the joint distribution of (x1, ..., xn+k) is E(n, k)-
invariant for all k ∈ N.

Proposition 6.2.12. Let (A,B, E : A → B) be an operator valued probability space and
{xi}i=1,...,n be a sequence of random variables in A. Let φ be a linear functional on A such
that φ(·) = φ(E[·]). Then, in probability space (A, φ), we have

• If {xi}i=1,...,n is identically distributed and boolean independent with respect to E, then
the sequence is Bs-invariant.

• If {xi}i=1,...,n is identically symmetric distributed and boolean independent with respect
to E, then the sequence is Bh-invariant.

• If {xi}i=1,...,n has identically shifted Bernoulli distribution and is boolean independent
with respect to E, then the sequence is Bb-invariant.

• If {xi}i=1,...,n has identically centered Bernoulli distribution and boolean independent
with respect to E, then the sequence is Bo-invariant.

Proof. Suppose that the joint distribution of {xi}i=1,...,n satisfies one of the conditions spec-
ified in the statement of the proposition, and let D(k) be the partition family associated to
the corresponding quantum semigroups. Let X j = Xj1 · · ·Xjk , by Lemma 6.2.6 and 2.2.9,
we have
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µx1,...,xn(αn(X j))P =
∑
i∈[n]k

µx1,...,xn(X i)u i, jP

=
∑
i∈[n]k

φ(x i)u i, jP

=
∑
i∈[n]k

φ(E[x i])u i, jP

=
∑
i∈[n]k

∑
π∈D(k)

φ(b
(π)
E (x i))u i, jP

=
∑

π∈D(k)

∑
i∈[n]k

φ(b
(π)
E (x i))u i, jP

=
∑

π∈D(k)

∑
i∈[n]k

π≤ker i

φ(b
(π)
E (x i))u i, jP

=
∑

π∈D(k)

∑
i∈[n]k

π≤ker i

φ(b
(π)
E (x1, ..., x1))u i, jP

=
∑

π∈D(k)
π≤ker j

φ(b
(π)
E (x1, ..., x1))P

=
∑

π∈D(k)
π≤ker j

φ(b
(π)
E (x j))P

= φ(E[x j])P
= φ(x j)p
= µx1,...,xn(X j)P,

which completes the proof.

6.3 Main result

In this section, we will prove our main theorem. Then, we will present an application of our
main theorem to easy groups Cs′(n), easy quantum groups Cb′(n), As′(n), Ab′(n) , Ab#(n)
and boolean quantum semigroups Bs′(n), Bb′(n).

Theorem 6.3.1. Let (A, φ) be a W ∗-probability space and (xi)i∈N be a sequence of random
variables which generate A

• Classical case:
Suppose that A is commutative. Let {E(n)}n∈N be a sequence of orthogonal Hopf
algebras such that Cs(n) ⊆ E(n) ⊆ Co(n) for each n ∈ N. If the joint distribution
of (xi)i∈N is E(n)-invariant, then there are a W ∗-subalgebra 1 ⊆ B ⊆ A and a φ-
preserving conditional expectation E : A → B such that

1. If E(n) = Cs(n) for all n, then (xi)i∈N are conditionally independent and identi-
cally distributed with respect to E.
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2. If Cs(n) ⊆ E(n) ⊆ Ch(n) for all n and there exists a k such that E(k) 6= Cs(k),
then (xi)i∈N are conditionally independent and have identically symmetric distri-
bution with respect to E.

3. If Cs(n) ⊆ E(n) ⊆ Cb(n) for all n and there exists a k such that E(k) 6= Cs(k),
then (xi)i∈N are conditionally independent and have identically shifted-Gaussian
distribution with respect to E.

4. If there exist k1, k2 such that E(k1) 6⊆ Ch(k1) and E(k2) 6⊆ Cb(k2), then (xi)i∈N are
conditionally independent and have centered Gaussian distribution with respect
to E.

• Free case:
Suppose φ is faithful. Let {E(n)}n∈N be a sequence of orthogonal Hopf algebras such
that As(n) ⊆ E(n) ⊆ Ao(n) for each n. If the joint distribution of (xi)i∈N is E(n)-
invariant, then there are a W ∗-subalgebra 1 ⊆ B ⊆ A and a φ-preserving conditional
expectation E : A → B such that

1. If E(n) = As(n) for all n, then (xi)i∈N are freely independent and identically
distributed with respect to E.

2. If As(n) ⊆ E(n) ⊆ Ah(n) for all n and there exists a k such that E(k) 6= As(k),
then (xi)i∈N are freely independent and have identically symmetric distribution
with respect to E.

3. If As(n) ⊆ E(n) ⊆ Ab(n) for all n and there exists a k such that E(k) 6=
As(k), then (xi)i∈N are conditionally independent and have identically shifted-
semicircular distribution with respect to E.

4. If there exist k1, k2 such that E(k1) 6⊆ Ah(k1) and E(k2) 6⊆ Ab(k2), then (xi)i∈N
are freely independent and have centered semicircular distribution with respect
to E.

• boolean case:
If φ is non-degenerated. Let {E(n)}n∈N be a sequence of orthogonal boolean quantum
semigroups such that Bs(n) ⊆ E(n) ⊆ Bo(n) for each n. If the joint distribution of
(xi)i∈N is E(n)-invariant, then there are a W ∗-subalgebra(not necessarily contains the
unit of A) B ⊆ A and a φ-preserving conditional expectation E : A → B such that

1. If E(n) = Bs(n) for all n, then (xi)i∈N are boolean independent and identically
distributed with respect to E.

2. If Bs(n) ⊆ E(n) ⊆ Bh(n) for all n and there exists a k such that E(k) has a
quotient algebra E ′(k) that As(k) ( E ′(k) ⊆ An(n), then (xi)i∈N are boolean
independent and have identically symmetric distribution with respect to E.

3. If Bs(n) ⊆ E(n) ⊆ Bb(n) for all n and there exists a k such that E(k) has a
quotient algebra E ′(k) that As(k) ( E ′(k) ⊆ Ab(n), then (xi)i∈N are boolean
independent and have identically shifted-Bernoulli distribution with respect to E.
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4. If there exist k1, k2 such that E(k1) and E(k2) have quotient algebras E ′(k1) ⊆
Ao(k1) and E ′(k2) ⊆ Ao(k2) such that E(k1) 6⊆ Ah(k1) and E ′(k2) 6⊆ Ab(k2), then
(xi)i∈N are conditionally independent and have centered Bernoulli distribution
with respect to E.

The proof of free case is the most typical, we list it below:

Free case: In a W ∗-probability space (A, φ) such that φ is faithful. Let {E(n)}n∈N
be a sequence of orthogonal Hopf algebras such that As(n) ⊆ E(n) ⊆ Ao(n) for each n.
Let (xi)i∈N be a sequence of random variables which generate A. Suppose that the joint
distribution of (xi)i∈N is E(n)-invariant for all n. By Proposition 6.1.11, (xi)i∈N are As(n)-
invariant for all n. By Köstler and Speicher[23], there are a W ∗-subalgebra 1 ⊆ B ⊆ A and
a φ-preserving conditional expectation E : A → B that (xi)i∈N are freely independent and
identically distributed with respect to E. It proves the statement 1 for free case. In addition,
by Proposition 4.3 in [23] and Definition 6.1.12, the coaction invariant condition for φ can
be extended to the conditional expectation E, i.e.

E[b0xi1b1 · · · bk−1xikbk]⊗ 1E(n) =
n∑

j1,...,jk=1

E[b0xj1b1 · · · bk−1xjkbk]⊗ uj1,i1 · · ·ujk,ik

for i1, ..., ik ≤ n, where ui,j’s are generators of E(n).
2. Suppose that As(n) ⊆ E(n) ⊆ Ab(n) for all n and there exists a k such that E(k) 6=

As(k). Let {ui,j}i,j=1,...,k be generators of E(k). By proposition 6.1.5, ∃ i′ such that

k∑
l=1

uml,i′ 6= 1

for all m > 2.
Without loss of generality, we assume that i′ = 1. In order to finish the proof, we need to

show that κl(x1b1, ...., x1bl) = 0 for all l ≥ 3, where b1, ...., bl ∈ B. We prove this by induction
on l. First, we have that

E[x1b1 · · ·x1bl]⊗ 1E(n)

=
∑
i∈[k]l

E[xi1b1 · · ·xilbl]⊗ u i,1

=
∑
i∈[k]l

∑
π∈NC(l)

κπ(xi1b1, ..., xilbl)⊗ u i,1

=
∑

π∈NCb(l)

∑
i∈[k]l

κπ(xi1b1, ..., xilbl)⊗ u i,1 +
∑

π∈NC(l)\NCb(l)

∑
i∈[k]l

κπ(xi1b1, ..., xilbl)⊗ u i,1

=
∑

π∈NCb(l)

∑
i∈[k]l

π≤ker i

κπ(xi1b1, ..., xilbl)⊗ u i,1 +
∑

π∈NC(l)\NCb(l)

∑
i∈[k]l

π≤ker i

κπ(xi1b1, ..., xilbl)⊗ u i,1

=
∑

π∈NCb(l)

∑
i∈[k]l

π≤ker i

κπ(x1b1, ..., x1bl)⊗ u i,1 +
∑

π∈NC(l)\NCb(l)

∑
i∈[k]l

π≤ker i

κπ(x1b1, ..., x1bl)⊗ u i,1

=
∑

π∈NCb(l)
κπ(x1b1, ..., x1bl)⊗ 1E(n) +

∑
π∈NC(l)\NCb(l)

∑
i∈[k]l

π≤ker i

κπ(x1b1, ..., x1bl)⊗ u i,1.
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The first term of the last equality follows that E(n) is a quotient algebra of Ab(n). On the
other hand

E[x1b1, ..., x1bl]⊗1E(n) =
∑

π∈NCb(k)

κπ(x1b1, ..., x1bl)⊗1E(n)+
∑

π∈NC(l)\NCb(l)

κπ(x1b1, ..., x1bl)⊗1E(n).

Therefore,∑
π∈NC(l)\NCb(l)

∑
i∈[k]l

π≤ker i

κπ(x1b1, ..., x1bl)⊗ u i,1 =
∑

π∈NC(l)\NCb(l)

κπ(x1b1, ..., x1bl)⊗ 1E(n) (6.1)

When l = 3, we have NC(3) \NCb(3) = {13}, then∑
i∈[n]k

π≤ker 13

κ13(x1b1, ..., x1b3)⊗ u i,1 = κ13(x1b1, ..., x1b3)⊗ 1E(n),

which is

κ13(x1b1, ..., x1bk)⊗ (
k∑
l=1

u3
l,1 − 1E(n)) = 0.

Therefore, κ13(x1b1, ..., x1b3) = 0. Suppose κ1l(x1b1, ..., x1bl) = 0 for 3 ≤ l ≤ m, then for
π ∈ NC(m + 1), κπ(xi1b1, ..., x1bm+1) = 0 if π contains a block whose size is between 3 and
m. Each partition π ∈ NC(m + 1) \ NCb(m + 1) contains at least one block whose size
is greater than 2. Therefore, for π ∈ NC(m + 1) \ NCb(m + 1), κπ(x1b1, ..., x1bk) = 0 if
π 6= 1m+1. Hence, equation 6.1 becomes

κ1m+1(x1b1, ..., x1bm+1)⊗ (
k∑
l=1

um+1
l,1 − 1E(n)) = 0

which implies
κ1m+1(x1b1, ..., x1bm+1) = 0,

for all b1, ..., bm+1 ∈ B. The proof is complete.
3. Suppose that As(n) ⊆ E(n) ⊆ Ah(n) for all n and there exists a k such that E(k) 6=

As(k). Let {ui,j}i,j=1,...,k be generators of E(k). By proposition 6.1.5, ∃ i′ such that

k∑
l=1

uml,i′ 6= 1

for all odd numbers m.
Without loss of generality, we assume that i′ = 1. We need to show that κk(x1b1, ...., x1bl) =

0 for all add numbers k where b1, ...., bl ∈ B. Agian, we prove this by induction on l.
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We have that

E[x1b1 · · ·x1bl]⊗ 1E(n)

=
∑

π∈NCh(l)

∑
i∈[k]l

π≤ker i

κπ(x1b1, ..., x1bl)⊗ u i,1 +
∑

π∈NC(l)\NCh(l)

∑
i∈[k]l

π≤ker i

κπ(x1b1, ..., x1bl)⊗ u i,1

=
∑

π∈NCh(l)

κπ(x1b1, ..., x1bl)⊗ 1E(n) +
∑

π∈NC(l)\NCh(l)

∑
i∈[k]l

π≤ker i

κπ(x1b1, ..., x1bl)⊗ u i,1

The first term of the last equality follows that E(n) is a quotient algebra of Ah(n). On the
other hand, we have

E[x1b1, ..., x1bl]⊗1E(n) =
∑

π∈NCb(l)

κπ(x1b1, ..., x1bl)⊗1E(n)+
∑

π∈NC(l)\NCh(l)

κπ(x1b1, ..., x1bl)⊗1E(n).

Therefore,∑
π∈NC(l)\NCb(l)

∑
i∈[k]l

π≤ker i

κπ(x1b1, ..., x1bl)⊗ u i,1 =
∑

π∈NC(l)\NCb(l)

κπ(x1b1, ..., x1bl)⊗ 1E(n) (6.2)

When l = 1, we have NC(1) \NCh(1) = {11}, then

κ(1)(x1b1)⊗ (
k∑
l=1

ul,1 − 1E(n)) = 0.

Therefore, κ11(x1b1) = 0. Suppose κ1l(x1b1, ..., x1bl) = 0 for odd numbers l ≤ 2m, then for
π ∈ NC(2m+1), κπ(xi1b1, ..., x1b2m+1) = 0 if π contains a block whose size is an odd number
less than 2m. Each partition π ∈ NC(2m + 1) \ NCb(2m + 1) contains at least one block
whose size is odd. Therefore, for π ∈ NC(2m+ 1) \NCb(2m+ 1), κπ(x1b1, ..., x1b2m+1) = 0
if π 6= 12m+1. Hence, equation 6.2 becomes

κ12m+1(x1b1, ..., x1b2m+1)⊗ (
k∑
l=1

u2m+1
l,1 − 1E(n)) = 0

which implies
κ1m+1(x1b1, ..., x1bm+1) = 0,

for all b1, ..., bm+1 ∈ B. The proof is complete.
4. If there exist k1, k2 such that E(k1) 6⊆ Ah(k1) and E(k2) 6⊆ Ab(k2), by Case 3 and 4,

the only non-vanishing cumulants are pair partition cumulants. The proof is done.
Classical Case: The proof is almost the same as free case, we just need to replace

noncrossing partitions by all partitions.
boolean Case: The proof is a little different. Some properties of boolean conditional

expectation are discussed in [25], [17]. As it is shown in [25], for boolean de Finetti theorem,
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we need to consider random variables in W ∗-probability space with a non-degenerated state
(A, φ). Assume thatA is generated by a sequence of random variables (xi)i∈N. Let {E(n)}n∈N
be a sequence of orthogonal boolean quantum groups such that Bs(n) ⊆ E(n) ⊆ Bo(n) for
each n. If the joint distribution of (xi)i∈N is E(n)-invariant, then the joint distribution of
(xi)i∈N is Bs(n) invariant for all n. By the main results in [25], there are a W ∗-subalgebra(not
necessarily contain the unit of A) B ⊆ A and a φ-preserving conditional expectation E :
A → B such that (xi)i∈N are boolean independent and identically distributed with respect
to E. In this part of proof, we will assume that B does not contain 1A. It should be pointed
out that the case that B contains the unit of A is always a unitalization of the case that B
does not contain 1A. Under our assumption, the tail algebra

B =
∞⋂
n=1

W ∗{xk|k ≥ n},

where W ∗{xk|k ≥ n} is the WOT closure of the non-unital algebra generated by {xk|k ≥ n}.
We call B the non-unital tail algebra of {xi}i∈N. Unlike the proof of free and classical case,
the coaction invariant condition for φ can be extended to the conditional expectation E
directly. Actually, we have a stronger statement.

Proposition 6.3.2. Let (A, φ) be a W ∗-probability space and (xi)i∈N be an infinite sequence
of selfadjoint random variables which generate A as a von Neumann algebra and the unit of
A is contained in the WOT closure of the non-unital algebra generated by (xi)i∈N . Let E(n)
be a sequence of boolean orthogonal quantum semigroups such that Bs(n) ⊆ E(n) ⊆ Bo(n).
If (xi)i∈N is E(n)-invariant for all n, then there exists a φ-preserving conditional expectation
E : A → B, where B is the non-unital tail algebra of {xi}i∈N, such that (xi)i∈N is boolean
independent with respect to E. Let An be the non-unital algebra generated by {xi}i∈N. We
have that

E[a1ba2] = E[a1]bE[a2],

where a1, a2 ∈ An for some n and b ∈ B. Let {ui,j}i,j=1,...,n be generators of E(n). We will
have that

E[xi1 · · ·xik ]⊗P =
n∑

j1,...,jk=1

E[xj1 · · ·xjk ]⊗ uj1,i1 · · ·ujk,ikP

for i1, ..., ik ≤ n.

Proof. The existence of E is prove in [25]. We will just need to prove the last two equations.
Given a1, a2 ∈ An for some n and b ∈ B, by assumption, b is contained in W ∗-closure of the
non-unital algebra generated by {xi|i > n}. By Kaplansky theorem, ∃ a sequence of bounded
elements yi such that yi is contained in the non-unital algebra generated by {xi|i > n} such
that yi converges to b in strong operator topology. Therefore, by normality of E, we have

E[a1ba2] = lim
i→∞

E[a1yia2] = lim
i→∞

E[a1]E[yi]E[a2] = E[a1]bE[a2],
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where the second equality follows the fact that (xi)i∈N are boolean independent with respect
to E. The second equation can be checked pointwisely. Let a1, a2 ∈ Am for some m. In [25],
we showed that there exists a normal homomorphism α : A → A such that α(xi) = xi+1

for all i ∈ N. By the proof of Lemma 6.7 in [25] and the assumption that {xi}i∈N is E(n)-
invariant, we have

φ(a1E[xi1 · · ·xik ]a2)⊗P
= lim

l→∞,l>m
φ(a1α

l(xi1 · · ·xik)a2)⊗P

= lim
l→∞,l>m

φ(αn(a1)xi1 · · ·xikαn(a2))⊗P

= lim
l→∞,l>m

(φ(αn(a1)
n∑

j1,...,jk=1

xj1 · · ·xjkαn(a2))⊗ uj1,i1 · · ·ujk,ikP

= lim
l→∞,l>m

φ(a1α
l(

n∑
j1,...,jk=1

xj1 · · ·xjk)a2)⊗ uj1,i1 · · ·ujk,ikP

=
n∑

j1,...,jk=1

φ(a1E[xj1 · · ·xjk ]a2)⊗ uj1,i1 · · ·ujk,ikP

Since a1, a2 are arbitrarily from the sense set
⋃

n→∞
An of A, the proof is done.

Now, we turn to finish the proof of our main theorem for boolean case:
1. This is just the boolean de Finetti theorem in [25].

2. As the free case, we need to show that b
(l)
E (x1b1, ...., x1bl) = 0 for all l ≥ 3 where b1, ...., bl ∈

B ∪ {C1A}. By proposition 6.3.2, we have

E[x i1b1x i2 · · · bn−1x im ]
= E[x i1 ]b1E[x i2 ] · · · bn−1E[x im ]

=
∑

π1∈I(k1)

b
(π1)
E (x

i
(1)
1
, ...x

i
(1)
k1

)b1

∑
π2∈I(k2)

b
(π2)
E (x

i
(2)
1
, ...x

i
(2)
k2

) · · · bn−1

∑
πm∈I(km)

b
(πm)
E (x

i
(m)
1
, ...x

i
(m)
km

)

=
∑

π∈I(k1)×I(k2)×···×I(km)

b
(π)
E (x

i
(1)
1
, ...x

i
(1)
k1

, b1xi(2)1
, ...x

i
(2)
k2

, · · · , bn−1xi(m)
1
, ...x

i
(m)
km

)

where il = (i
(l)
1 , ..., i

(l)
kl

) ∈ [n]kl for all l = 1, ...,m for some n and b1, ..., bm ∈ B. Therefore,

to finish the prove, we just need to show that b
(k)
E (x1, ...., x1) = 0 for all l ≥ 3. The rest of

the poof is almost the same as the free case:
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Let {ui,j}i,j=1,...,k’s and P be generators of E(k). First, by Proposition 6.3.2, we have

E[x1 · · ·x1]⊗P
=

∑
i∈[k]l

E[x i]⊗ u i,1P

=
∑
i∈[k]l

∑
π∈I(l)

b
(π)
E (x i)⊗ u i,1

=
∑

π∈Ib(l)

∑
i∈[k]l

b
(π)
E (xi1 , ..., xil)⊗ u i,1P +

∑
π∈I(l)\Ib(l)

∑
i∈[k]l

b
(π)
E (xi1 , ..., xil)⊗ u i,1P

=
∑

π∈Ib(l)

∑
i∈[k]l

π≤ker i

b
(π)
E (xi1 , ..., xil)⊗ u i,1P +

∑
π∈I(l)\Ib(l)

∑
i∈[k]l

π≤ker i

b
(π)
E (xi1 , ..., xil)⊗ u i,1P

=
∑

π∈Ib(l)

∑
i∈[k]l

π≤ker i

b
(π)
E (x1, ..., x1)⊗ u i,1P +

∑
π∈I(l)\Ib(l)

∑
i∈[k]l

π≤ker i

b
(π)
E (x1, ..., x1)⊗ u i,1P

=
∑

π∈Ib(l)
b

(π)
E (x1b1, ..., x1bl)⊗P +

∑
π∈I(l)\Ib(l)

∑
i∈[k]l

π≤ker i

b
(π)
E (x1, ..., x1)⊗ u i,1P.

The first term of the last equality follows that E(n) is a quotient algebra of Bb(n). On the
other hand

E[x1, ..., x1]⊗P =
∑

π∈Ib(k)

b
(π)
E (x1, ..., x1)⊗P +

∑
π∈I(l)\Ib(l)

b
(π)
E (x1, ..., x1)⊗P.

Therefore, ∑
π∈I(l)\Ib(l)

∑
i∈[k]l

π≤ker i

b
(π)
E (x1, ..., x1)⊗ u i,1P =

∑
π∈I(l)\Ib(l)

b
(π)
E (x1, ..., x1)⊗P. (6.3)

By assumption, E(k) has a quotient algebra E ′(k) that As(k) ( E ′(k) ⊆ An(n). Let {u′i,j}′s
be the generators of E ′(k). Then, there exists a C∗-homomorphism Ψ : E(k)→ E ′(k) such
that

Ψ(ui,j) = u′i,j for all i, j = 1, ..., k, and Ψ(P) = 1E′(k).

Without loss of generality, by proposition 6.1.5, we can assume that

k∑
l=1

uml,1 6= 1

for all m > 2. Let id⊗Ψ acts on equation 6.4. Then, we get∑
π∈I(l)\Ib(l)

∑
i∈[k]l

π≤ker i

b
(π)
E (x1, ..., x1)⊗ u′ i,1 =

∑
π∈I(l)\Ib(l)

b
(π)
E (x1, ..., x1)⊗ 1E′(k). (6.4)
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When l = 3, we have I(3) \ Ib(3) = {13}, then∑
i∈[n]k

π≤ker 13

b
(3)
E (x1, ..., x1)⊗ u′ i,1 = b

(3)
E (x1, ..., x1)⊗ 1E′(k),

which is

κ13(x1, ..., x1)⊗ (
k∑
l=1

u′3l,1 − 1E′(k)) = 0.

Therefore, b
(3)
E (x1, ..., x1) = 0.

Suppose b
(l)
E (x1b1, ..., x1bl) = 0 for 3 ≤ l ≤ m. Then, for π ∈ I(m + 1), b

(π)
E (x1, ..., x1) = 0 if

π contains a block whose size is between 3 and m. Each partition π ∈ I(m+ 1) \ Ib(m+ 1)
contains at least one block whose size is greater than 2. Therefore, for π ∈ I(m+1)\Ib(m+1),

b
(π)
E (x1, ..., x1) = 0 if π 6= 1m+1. Hence, equation 6.1 becomes

b
(m+1)
E (x1, ..., x1)⊗ (

k∑
l=1

u′m+1
l,1 − 1E′(k)) = 0

which implies
b

(m+1)
E (x1, ..., x1) = 0.

The proof is complete.
The same, compare to Case 3 and Case 4 in free case, by applying the method in boolean

Case 2, we have Case 3 and Case 4 for boolean independence are also true.

Remark 6.3.3. According to the proof, we can replace the condition ∗s(n) ⊆ E(n) for all n
by ∗s(n) ⊆ E(n) for infinitely many n which ensures fundamental de Finetti theorems hold,
where ∗ could be A,B,C. Our general de Finetti theorem for boolean independence is not
complete since we know very little about classification of boolean quantum semigroups.

According the diagrams in Section 6.1 and 6.2, we have the following:

1. Cs(n) ⊆ Cs′(n) ⊆ Cb(n) for all n, and Cs(n) 6= Cs′(n) for n > 3.

2. Cb′(n) 6⊆ Ch(n), Cb(n) for n > 3.

3. Asn ⊆ As′(n) ⊆ Ab(n) for all n, and As(n) 6= As′(n) for n > 3.

4. Ab′(n), Ab#(n) 6⊆ Ah(n), Ab(n) for n > 3.

5. Bs(n) ⊆ Bs′(n) ⊆ Bb(n) for all n, and Bs(n) 6= Bs′(n) for n > 3. Moreover As′(n) is a
quotient algebra of Bs′(n)

6. Ab′ is a quotient algebra of Bb′(n) and Ab′(n) 6⊆ Ah(n), Ab(n) for n > 3.
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By Theorem 6.3.1, we get the following:

Corollary 6.3.4. Let (A, φ) be a W ∗-probability space and (xi)i∈N be a sequence of random
variables which generate A.

• Classical case:
Suppose that A is commutative and φ is faithful. We have

1. If the joint distribution of (xi)i∈N is Cs′(n) invariant for all n ∈ N, then there
are a W ∗-subalgebra 1 ⊆ B ⊆ A and a φ-preserving conditional expectation E :
A → B (xi)i∈N such that (xi)i∈N are conditionally independent and have identically
symmetric distribution with respect to E.

2. If the joint distribution of (xi)i∈N is Cb′(n) invariant for all n ∈ N, then there are a
W ∗-subalgebra 1 ⊆ B ⊆ A and a φ-preserving conditional expectation E : A → B
(xi)i∈N such that (xi)i∈N are conditionally independent and have centered Gaussian
distribution with respect to E.

• Free case:
Suppose φ is faithful. there are a W ∗-subalgebra 1 ⊆ B ⊆ A and a φ-preserving
conditional expectation E : A → B such that

1. If the joint distribution of (xi)i∈N is As′(n) invariant for all n ∈ N, then there
are a W ∗-subalgebra 1 ⊆ B ⊆ A and a φ-preserving conditional expectation E :
A → B such that (xi)i∈N are freely independent and have identically symmetric
distribution with respect to E.

2. If the joint distribution of (xi)i∈N is Ab′(n) invariant for all n ∈ N, then there are a
W ∗-subalgebra 1 ⊆ B ⊆ A and a φ-preserving conditional expectation E : A → B
such that (xi)i∈N are freely independent and have centered semicircular distribution
with respect to E.

3. If the joint distribution of (xi)i∈N is Ab#(n) invariant for all n ∈ N , then there
are a W ∗-subalgebra 1 ⊆ B ⊆ A and a φ-preserving conditional expectation E :
A → B such that (xi)i∈N are freely independent and have centered semicircular
distribution with respect to E.

• boolean case:
If φ is non-degenerated. Let {E(n)}n∈N be a sequence of orthogonal boolean quantum
semigroups such that Bs(n) ⊆ E(n) ⊆ Bo(n) for each n. If the joint distribution of
(xi)i∈N is E(n)-invariant, then there are a W ∗-subalgebra(not necessarily contain the
unit of A) B ⊆ A and a φ-preserving conditional expectation E : A → B such that

1. If the joint distribution of (xi)i∈N is Bs′(n) invariant for all n ∈ N, then there are
a W ∗-subalgebra(not necessarily contain the unit of A) B ⊆ A and a φ-preserving
conditional expectation E : A → B such that (xi)i∈N are boolean independent and
have identically symmetric distribution with respect to E.
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2. If the joint distribution of (xi)i∈N is Bb′(n) invariant for all n ∈ N, then there are
a W ∗-subalgebra(not necessarily contain the unit of A) B ⊆ A and a φ-preserving
conditional expectation E : A → B such that (xi)i∈N are conditionally independent
and have centered Bernoulli distribution with respect to E.
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Press, Tunbridge Wells, 1981, p. 492. isbn: 0-85626-190-4.

[38] D. V. Voiculescu, K. J. Dykema, and A. Nica. Free random variables. Vol. 1. CRM
Monograph Series. A noncommutative probability approach to free products with ap-
plications to random matrices, operator algebras and harmonic analysis on free groups.
American Mathematical Society, Providence, RI, 1992, pp. vi+70. isbn: 0-8218-6999-X.

[39] Dan-Virgil Voiculescu. “Free probability for pairs of faces I”. In: Comm. Math. Phys.
332.3 (2014), pp. 955–980. issn: 0010-3616. doi: 10.1007/s00220-014-2060-7. url:
http://dx.doi.org/10.1007/s00220-014-2060-7.

[40] Shuzhou Wang. “Free products of compact quantum groups”. In: Comm. Math. Phys.
167.3 (1995), pp. 671–692. issn: 0010-3616. url: http : / / projecteuclid . org /

euclid.cmp/1104272163.

[41] Shuzhou Wang. “Quantum symmetry groups of finite spaces”. In: Comm. Math. Phys.
195.1 (1998), pp. 195–211. issn: 0010-3616. doi: 10.1007/s002200050385. url: http:
//dx.doi.org/10.1007/s002200050385.

[42] Moritz Weber. “On the classification of easy quantum groups”. In: Adv. Math. 245
(2013), pp. 500–533. issn: 0001-8708. doi: 10.1016/j.aim.2013.06.019. url:
http://dx.doi.org/10.1016/j.aim.2013.06.019.

[43] S. L. Woronowicz. “Compact matrix pseudogroups”. In: Comm. Math. Phys. 111.4
(1987), pp. 613–665. issn: 0010-3616. url: http://projecteuclid.org/euclid.
cmp/1104159726.

[44] S. L. Woronowicz. “Unbounded elements affiliated with C∗-algebras and noncompact
quantum groups”. In: Comm. Math. Phys. 136.2 (1991), pp. 399–432. issn: 0010-3616.
url: http://projecteuclid.org/euclid.cmp/1104202358.

http://dx.doi.org/10.1007/s00220-014-2060-7
http://dx.doi.org/10.1007/s00220-014-2060-7
http://projecteuclid.org/euclid.cmp/1104272163
http://projecteuclid.org/euclid.cmp/1104272163
http://dx.doi.org/10.1007/s002200050385
http://dx.doi.org/10.1007/s002200050385
http://dx.doi.org/10.1007/s002200050385
http://dx.doi.org/10.1016/j.aim.2013.06.019
http://dx.doi.org/10.1016/j.aim.2013.06.019
http://projecteuclid.org/euclid.cmp/1104159726
http://projecteuclid.org/euclid.cmp/1104159726
http://projecteuclid.org/euclid.cmp/1104202358

	Contents
	Introduction
	Preliminaries and Notation
	Notation in noncommutative probability
	Combinatorics in noncommutative probability

	Distributional symmetries in noncommutative probability
	Quantum Exchangeability
	Quantum semigroups Bs(n)
	Distributional symmetries for finite sequences of random variables
	Spreadability and partial exchangeability
	Noncommutative analogue of partial symmetries

	 Relations between noncommutative probabilistic symmetries

	De Finetti type theorems in noncommutative probability
	Boolean independence and freeness
	Operator valued boolean random variables are boolean exchangeable
	Tail algebra
	Main theorem and examples
	Non-unital tail algebra case
	Unital tail algebra case
	On W*-probability spaces with faithful states

	Two more kinds of probabilistic symmetries

	Extended De Finetti type theorems in noncommutative probability
	Monotonically equivalent sequences 
	Tail algebras
	Unbounded spreadable sequences
	Tail algebras of bilateral sequences of random variables

	Conditional expectations of bilateral monotonically spreadable sequence
	de Finetti type theorem for monotone spreadability 
	Proof of main theorem 1
	 Conditional expectation E-

	de Finetti type theorem for boolean spreadability

	General De Finetti type theorems in noncommutative probability
	 Noncommutative symmetries
	Quantum semigroups in analogue of easy quantum groups
	Main result

	Bibliography



