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ABSTRACT OF THE DISSERTATION

Modeling Reionization From Small to Large Scales

by

Christopher L. Cain

Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, September 2023

Dr. Anson D’Aloisio, Chairperson

The Epoch of Reionization (EoR) saw the Intergalactic Medium (IGM) transition from

neutral to highly ionized. This took place during the first billion years after the Big Bang

and was driven by the first generation of HI-ionizing sources, likely the first galaxies. Reion-

ization is a complicated process involving a wide range of physical scales. The shapes and

sizes of ionized regions during the EoR are driven by the clustering of galaxies on 100-Mpc

scales, while the opacity of the intervening IGM is affected by kpc-scale density fluctuations

and the processes regulating the escape of ionizing photons from galaxies take place on

even smaller scales. Thus, reionization is challenging to solve from a theoretical perspec-

tive. I have developed a radiative transfer code optimized to solve reionization efficiently

without sacrificing accuracy. My code uses a novel sub-grid prescription for the opacity of

the ionized IGM built on high-resolution simulations that resolve the clumping and dynam-

ics of intergalactic gas down to kpc scales. This work will describe the development and

deployment of this code to address the implications of several key EoR observables.
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5.1 Volume-averaged ionized fraction (left), co-moving total ionizing emissivity
(middle), and average photo-ionization rate in fully ionized cells (right) for
each sinks model. All results shown here adopt our fiducial source scenario.
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Chapter 1

Introduction

The Epoch of Reionization (EoR) saw the intergalactic medium (IGM) transition

from being neutral to highly ionized, a process driven by the first generation of ionizing

photon sources. These sources are believed to have been the first galaxies, making the EoR

a key source of insight into galaxy formation and evolution, and the underlying cosmology

in which galaxies formed. The next decade will witness a considerable increase in the

quantity and quality of observations probing this process. JWST is rapidly expanding

our understanding of the properties of high-z galaxies, which were likely the sources that

drove reionization. The Roman telescope will reveal how the source properties vary on

large scales [25]. Radio experiments like HERA are closing in on a detection of the EoR

21 cm signal [26]. Forthcoming LAE surveys such as LAGER [27] will give insight into

both the sources and the IGM surrounding them. Large telescopes such as TMT will

provide more spectra of quasars at z > 6. Last but not least, CMB-S4 [28] and the Simons

Observatory [29] will improve constraints on the electron optical depth and the patchy
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kSZ effect from reionization. These complementary data channels will offer unprecedented

insight into reionization and the sources responsible for it.

Constraining the properties of the first galaxies (and the underlying cosmology

in which they live) from reionization observations is a chief goal of the field. Doing this

requires a robust theoretical framework to help interpret observations. Any such framework,

in addition to modeling the properties of galaxies themselves, must account for the physics of

the IGM relevant for the reionization process. Recent measurements of the ionizing photon

mean free path (MFP) at 5 < z < 6 by [13], along with complementary measurements of

the opacity of the Lyα forest [30], have highlighted a key piece of IGM physics. Dense gas

structures with masses too small to form stars and act as sources nonetheless helped shape

the reionization process by absorbing HI ionizing photons. These “sinks” set the opacity of

the ionized IGM and may have profoundly affected both the reionization process and its

observables.

Despite influencing features of reionization on hundred-Mpc scales, the sinks can be

a few kpc or smaller during reionization. Including them in volumes large enough to capture

the observables of reionization is a daunting challenge, and the role they play in reioniza-

tion remains poorly understood. Such simulations are needed to help interpret a wealth

of current and forthcoming observations from the EoR. These include Lyα Emitter (LAE)

surveys[31, 32, 33, 34, 35], constraints from quasar absorption spectra [36, 37, 38, 30, 39],

JWST observations [40, 41, 42], and intensity mapping surveys [43, 44] which include forth-

coming measurements of the 21 cm signal and its fluctuations [45, 46, 47].
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This thesis presents a body of work aimed at three major goals. The first is to

develop better techniques for modeling the physical properties and dynamics of the sinks,

and to better understand how their interplay with reionization. The second is to develop an

efficient framework for modeling sinks in full radiative transfer simulations that capture the

large-scale features of reionization, upon which most existing and forthcoming observations

depend. The third is to use this framework to study the implications of several reionization

observables and to address a wide range of outstanding questions in the field.

This thesis is organized as follows. Chapters 2-5 each constitute an individual

work that has already been accepted for publication in one of several journals (ApJ, JCAP,

and MNRAS). Each chapter covers a distinct research topic, but also represents a distinct

stage in development of the modeling framework described earlier. Appendices A, B, and

C constitute the published appendices for chapters 2, 4, and 5, respectively (chapter 3 has

no appendices). Chapter 6 contains a collection of material that is relevant for the goals

outlined earlier, but that either will not be or has not yet been published in a scientific

journal. Some of this material will be included in the main text or appendices of subsequent

publications, and some will not be published outside this thesis. We briefly conclude in

Chapter 7.
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Chapter 2

A Model-Insensitive Baryon

Acoustic Oscillation Feature in the

21 cm Signal from Reionization

2.1 Introduction

The Epoch of Reionization (EoR) was the last major phase transition in the Uni-

verse, during which the first sources of ionizing photons re-ionized the IGM. In recent

years, observational progress has been made towards constraining this epoch. The timing of

Reionization has been constrained by Cosmic Microwave background (CMB) optical depth

measurements ([1]). Additional constraints are provided by observations of high-redshift

quasars (e.g. [36, 38, 48, 18, 49, 50, 51]) and the population of high-z Lyman-α (Lyα)

emitters (e.g. [31, 33, 52, 34, 53, 54]). These observations have been effective at constrain-
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ing timing of Reionization, but currently little is known in detail about the Reionization

process. Forthcoming observations of the 21 cm spin-flip transition of neutral hydrogen

promise a definitive window into the EoR (see e.g. [55] and references therein).

Following a first detection of the EoR 21 cm signal, early efforts will focus on char-

acterizing its brightness temperature fluctuations with the power spectrum. In this paper,

we will investigate whether baryon-dark matter relative velocities (or “streaming veloci-

ties”, or just vbc; [56]; henceforth T10), which were sourced at recombination, were able to

significantly impact the EoR 21 cm power spectrum. Though formally a second-order effect

in perturbation theory, vbc was several times the baryon sound speed at decoupling, so its

effect on baryonic structure formation is important. Previous work has shown that vbc im-

pacts a number of astrophysical processes in the early universe, including star formation in

low mass halos [57, 58, 59], gas content of halos [60], formation of direct-collapse black holes

[61], the BAO feature in the galaxy correlation function [62], the Lyα forest [63, 64], and

possibly the formation of globular clusters [65, 66]. Of particular relevance for the current

paper, vbc has been shown to modify the pre-reionization 21 cm signal at z ∼ 20 through

its impact on the properties of the first stars and galaxies (e.g. [67, 68, 69, 70, 71, 72]).

These papers have demonstrated that vbc can imprint distinct BAO features in the 21 cm

power spectrum that could be detectable by future experiments.

Streaming velocities impacted the universe at two scales that are particularly im-

portant for our investigation: (1) near the baryon jeans scale kJ ∼ 102 − 103 h/Mpc,
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and (2) at the peak of the power spectrum of fluctuations in v2bc, Pv2(k), which occurs at

k ∼ 10−1 h/Mpc (T10, [73]). The former is roughly the minimum clumping scale of the

pre-EoR gas. Recently, [74] (henceforth D20) showed that gas clumpiness on this scale

contributes significantly to the ionizing photon budget required to reionize the IGM. The

suppression of small-scale clumpiness caused by vbc, together with any impact vbc has on

ionizing photon sources, will therefore translate into fluctuations in the neutral fraction that

trace Pv2(k). Moreover, near 10−1 h/Mpc, Pv2(k) is a factor of ∼ 102 larger than the EoR

linear matter power spectrum. These facts suggest that vbc may have a pronounced effect

on the EoR 21 cm power spectrum P21(k) at large scales if it can be written in the form

P21(k) = b221,v2Pv2(k) + matter terms (2.1)

where b221,v2 is a linear bias factor coupling fluctuations in vbc to fluctuations in the 21 cm sig-

nal. This vbc-sourced term may be detectable in measurements of P21 even if b221,v2 < 10−2.

Since Pv2 exhibits strong BAO features, its appearance in measurements of P21 could serve

as a “smoking gun” signature of Reionization. Such a signature would be particularly

helpful given the relatively featureless nature of the expected EoR 21-cm power spectrum,

and the extreme difficulty of the measurement. Whereas previous studies have explored

the coupling of Pv2 with P21 through the reionization sources [75, 71], the effect from gas

clumpiness (or the “sinks”) has not been quantified in detail before.

Employing a modified version of the code used in D20, we investigate with fully

coupled radiative transfer and hydrodynamics simulations the impact of vbc on the sinks.

We will use our simulation results to quantify their contribution to b21,v2 . We will also
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assess the potential impact of vbc on source properties during the EoR to see whether this

effect may contribute at a similar level to sinks. As we will show, the contribution from

the sinks is relatively insensitive to the details of reionization, being mostly fixed by the

spectrum of cosmological density fluctuations and gas dynamics. This will allow us to more

tightly bracket the coupling between Pv2 and P21 from the sinks, as opposed to the highly

uncertain effect from the sources.

This paper is organized as follows. In § 2.2, we present the details of our simulation

code and how we set up our initial conditions. In § 2.3, we present the results of our

simulations and describe the impact of vbc during reionization. In § 2.4, we model the

contribution of sinks to P21 analytically and estimate the magnitude of this term using our

simulation results. We also discuss potential contributions to b21,v2 coming from vbc’s impact

on source properties and assess the detectability of the vbc-sourced signal. We summarize in

§ 2.5. Throughout this work, we assume the following cosmological parameters: Ωm = 0.305,

ΩΛ = 1− Ωm (flat universe), Ωb = 0.048, σ8 = 0.82, ns = 0.9667, and h = 0.68, consistent

with the [1] results.

2.2 Numerical Simulations

We ran a suite of ray tracing radiative transfer simulations using the same code

employed in D20, modified to include vbc. These are set up to track the response of a highly

resolved patch of the IGM to ionizing radiation produced by external sources of constant

intensity. Hence, we do not explicitly model galaxy formation in our simulations. This
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approach allows us to assess the evolution of the sinks in a controlled manner, whereas it

can be difficult to disentangle the physical effects at play in a full simulation of reionization

that also models the sources. Our approach also allows us to achieve the required resolution

for robustly modeling the clumpiness of the un-relaxed gas (see discussion in D20).

This section describes the code (2.2.1), initial conditions (2.2.2), and simulations

included in this work (2.2.3).

2.2.1 The Code

We used a modified version of the Eulerian hydrodynamics code of [76] that in-

cludes the plane-parallel version of the ray-tracing radiative transfer from [77]. Our simu-

lations were run on one large node of the Bridges supercomputer [78] and ran for 200− 400

wall clock hours per simulation. We assume a gas of primordial composition with H mass

fraction X = 0.7547 and He fraction Y = 1−X. The number of hydro cells, RT cells, and

DM mass elements are all equal to N3 (with N = 1024 in our fiducial runs), and our fiducial

box length is L = 1.024 Mpc/h, for a cell length of 1 h−1kpc. The radiation is handled via

plane-parallel ray tracing with an adaptive reduced speed-of-light approximation. Following

D20, the radiation sources lie on the boundaries of cubical “sub-domains” of side length

Ldom = 32 h−1kpc. The sub-domain structure of our boxes allows us to ionize all the gas at

approximately the same redshift (zre) and to maintain a nearly constant photo-ionization

rate throughout the box, which simplifies interpretation of the gas evolution. We use a

power law spectrum with intensity ∝ ν−1.5 and 5 frequency bins between 1 and 4 Ryd,

roughly typical of the expected energy spectrum of reionization-era galaxies. All the im-

portant heating/cooling processes relevant to primordial gas are tracked by the code after
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the radiation turns on (see [79]). In addition, we keep track of Compton scattering off the

CMB at z > zre (which is important for z > 150) using an approximate analytical fit to

the RECFAST free electron fraction1. For a more detailed description of the setup of our

simulations, we refer the reader to §3.1 of D20.

2.2.2 Initial Conditions

We generated Gaussian random field initial conditions at Recombination (z =

1080), the time vbc was sourced, using CAMB2 transfer functions (TFs). We did this to

capture the cumulative effect of vbc self-consistently rather than starting from linear theory

solutions at lower redshift (as was done in [73] and [80]). Following those works, we used

separate TFs for Baryons and DM to compute density and velocity growth factors. The

initial density and velocity fields were generated using the Zel’dovich approximation (see

[81] for a description). We modeled vbc by adding a constant velocity to the gas along the

x direction at the initial redshift. This approximation is appropriate on scales < several

h−1Mpc because vbc is coherent on those scales (T10). We tested the accuracy of our

initial conditions prescription by showing that the matter power spectrum produced by

our simulations agrees with the linear theory prediction at redshifts when it should (see

Appendix A.2). We also compared our results to simulations initialized at a lower redshift

to see whether starting from such a high redshift produced spurious shot noise. We found

(as did [63]) that this was not a significant effect.

1For z > zre, we set xe(z) = 0.5 tanh((z − 1272)/180.6) + 9.309× 10−5 × θ(600− z)× z0.25 + 0.5 (where
θ is the heaviside function) was a good fit to the RECFAST free electron fraction.

2http://camb.info/
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2.2.3 Simulations

Our simulations are run with only hydrodynamics until zre. At this time, the box

is rapidly filled with radiation and all the gas that cannot self-shield is ionized within a

few times steps. The hydrogen photo-ionization rate Γ−12 (in units of 10−12 s−1) at the

boundaries of the sub-domains is a free parameter. We note that Γ−12 is nearly constant

throughout the box due to our sub-domain method. We ran simulations with Γ−12 = 0.3

and 3.0, zre = 6, 8, and 12, vbc = 20, 41, and 65 km/s. We used the simulations from

D20 with these values of Γ−12 and zre to allow for comparison to the no-vbc case. Note

that D20 also considered box-scale density fluctuations by adding a constant background

overdensity to some of their simulations. We do not do this here because it would make the

parameter space unmanageable given the computational cost of our simulations. In addition,

simulating over-dense regions with non-zero vbc requires a more complex treatment of the

initial conditions (see [82, 80]). Simulations with vbc were run down to zstop = 5, 5.5, and

8 for zre = 6, 8, and 12, respectively, while the simulations taken from D20 are all run to

z = 5. Note that throughout this work, the quoted vbc values are those at z = 1080, after

which vbc(z) ∝ (1 + z). The values of vbc used here were chosen to facilitate evaluation of

integrals of the form

⟨X⟩vbc =
∫ ∞

0
dvbcX(vbc)Pvbc (2.2)

where X(vbc) is any quantity of interest and Pvbc is the probability distribution of vbc in

the universe, given by [83, 84].

Pvbc =

(
3

2πσ2
bc

) 3
2

× 4πv2bce
− 3v2bc

2σ2
bc (2.3)
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where σbc = 30 km/s is the RMS value. Equation 2.2 is the average of quantity X over the

distribution of vbc in the universe. Assuming X(vbc) can be well-approximated by an order

≤ 5 polynomial in vbc, Equation 2.2 can be evaluated exactly via Gaussian Quadrature

with only the three vbc values used here.

Our goal is to capture the impact of vbc on the formation of gas structures at

high redshift and quantify how important this effect is once the gas becomes ionized. Our

simulation setup is well-suited to achieve this goal. Our simulations have resolution high

enough to capture the impact of vbc on the gas at k ≥ 102 h−1Mpc, while being large

enough to include structures on mass scales of 107 − 108 M⊙, which should be relatively

unaffected [67]. Hence, it is unlikely that our simulations will significantly under or over-

estimate vbc’s effect on the gas distribution (see Appendix A.3 for some convergence tests).

Second, our numerical setup allows us to isolate the effects of vbc on the sinks independently

of its effect on sources, allowing for a straightforward interpretation of our results. Finally,

our use of fully coupled hydro/RT will provide a realistic picture of how vbc ties into the

reionization process. By modeling the response of the sinks to reionization as in D20, we

can make a physically realistic assessment of how important vbc is to their evolution.

2.3 Results

2.3.1 Visualization of the IGM gas structure

We begin by visualizing the gas structure in runs with different vbc. Figure 2.1

shows 2D slices through the gas density field at redshifts of 7.9, 7.5, and 6.5 (left to right)
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for vbc = 0, 41, and 65 km/s (top to bottom) for (zre,Γ−12) = (8, 0.3). After the radiation

turns on at zre, the gas ionizes quickly, reaching high temperatures. This rapidly increases

the pressure in the high density gas filaments, which respond by expanding (“relaxing”)

out of their DM potential wells, smoothing the gas density field considerably (see D20

for a detailed discussion). At redshift 7.9, most of the gas is still tightly bound in these

filaments, but by z = 6.5 it has reached the “relaxed limit” in which nearly all the small-

scale filamentary structure has been erased. The relaxation process considerably reduces

the clumpiness of the IGM, and with it, the recombination rate. This important effect is

missed in simulations that do not account for the coupling between hydrodynamics and RT.

At z = 7.9, the impact of vbc is still visible, reflecting the integrated history of the

un-relaxed gas. However, the differences largely disappear after the gas has relaxed. Even

by z = 7.5, it is difficult to detect by eye any difference between the three runs, and in

the relaxed limit at z = 6.5 there is no visible difference. This result is reasonable, since

vbc affects the gas distribution the most on small scales, and it is precisely these scales

that are smoothed by the gas relaxation. Thus, the majority of the vbc effect does not

survive the relaxation process. All this suggests that shortly after the gas is ionized, the

recombination rate should be appreciably modulated by vbc because of its impact on small-

scale structure. However, after some time passes the differences should largely disappear

owing to the smoothing effect of the relaxation process.

For further clarity, in Figure 2.2 we show a 80 × 80 kpc2 zoom-in of the gas

density field at the same redshifts shown in Figure 2.1. This figure directly compares the
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Figure 2.1: 2D slices through the gas density field for redshifts 7.9, 7.5, and 6.5, (left to
right) and vbc of 0, 41, and 65 km/s (top to bottom). The relaxation of the gas is seen going
from left to right. At z = 7.9 reduction of small-scale structure by vbc is visible, but after
the gas relaxes the differences are too small to easily detect by eye. We show the results for
zre = 8 and Γ−12 = 0.3 here; we have checked that they are qualitatively the same for the
other combinations of these parameters.
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initial and relaxed state of the gas. At z = 7.9, the structures are much more diffuse

in the high-vbc runs, and the missing gas fills in some of the voids between structures.

The effect is less prominent at z = 7.5, and almost absent by z = 6.5. Note also that

the structures themselves are different in the relaxed plot. This highlights the fact that

the relaxation process effectively erases the initial conditions of the un-relaxed gas on small

scales, including the vbc effect. This relaxation process makes it unlikely that any integrated

high-redshift effect that affects only small scales will survive Reionization.

2.3.2 Clumping Factor & Mean Free Path

Based on these results, we expect the recombination rate in a patch of the IGM to

be substantially affected by vbc only relatively soon after zre. Here, we quantify the recom-

bination rate by the clumping factor CR, defined to be the ratio of the true recombination

rate to that in a uniform-density IGM with constant temperature Tref ,

CR ≡ ⟨αBnenHII⟩
αB(Tref)⟨ne⟩⟨nHII⟩

(2.4)

where αB is the case B recombination rate for hydrogen, ne is the free electron density,

nHII is the HII number density, and Tref = 104 K. Since all of our simulations have mean

densities equal to the global mean and the hydrogen is almost completely ionized after zre,

we approximate ⟨nHII⟩ ≈ nH(z) and ⟨ne⟩ ≈ nH(z)(1 + nHe(z)/nH(z)), i.e. assuming singly

ionized helium, where nH(z) and nHe are the cosmological average number densities of H

and He, respectively.

We plot CR vs. cosmic time (∆t) since zre in the left panels of Figure 2.3 for

zre = 12 (top), 8 (middle) and 6 (bottom) and Γ−12 = 0.3 (dashed) and 3.0 (dotted). The
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Figure 2.2: Zoom-in on an 80 × 80 kpc2 region in Figure 2.1. From left to right, the vbc
values are 0, 41, and 65 km/s. The top row shows a marked reduction in structure moving
from smaller to higher vbc (left to right). At the lower redshift, there is much less of a
difference
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right panels show the ratio CR(vbc)/CR(vbc = 0) i.e. CR as a fraction of the no-vbc case. We

see that the percentage difference between the different vbc values is largest ≈ 5− 10 Myr

after zre, the time at which CR is also at a maximum. At this time, the ionizing radiation

has penetrated deep into the most overdense regions, but the gas has not yet had time to

dynamically relax. So, the recombination rate is set by the clumpiness of the initial density

field, which is significantly modulated between patches with different vbc. After ∼ 200 Myr,

the gas has had time to relax and the fluctuations in CR sourced by vbc have largely disap-

peared 3. We emphasize that if our code did not capture the relaxation process, we would

significantly over-estimate how much vbc reduces the recombination rate. Still, the effect

on recently ionized gas is not insignificant, reaching ∼ 15− 20% for zre = 12 and ∼ 10% for

zre = 6 for vbc = 41 km/s. Because of the patchy nature of Reionization, at any time there

will always be some regions in the IGM that were ionized recently and haven’t had time

to relax. In these regions, the recombination rate will depend non-negligibly on vbc, po-

tentially leading to detectable fluctuations in the IGM neutral fraction (see the next section).

It has been shown that X-ray heating prior to Reionization also reduces the clumpi-

ness of the gas. D20 ran a simulation in which they set the pre-Reionization temperature

to a uniform 1000 K to gauge the maximum effect of X-ray pre-heating. They found that

CR was suppressed in a fashion similar to what we find here due to vbc. This occurs

because X-ray pre-heating raises the pre-EoR Jeans mass, which eliminates structure on

3Note that for ∆t > 100 Myr, the clumping factor is actually larger for the vbc = 41 case than for vbc = 0,
particularly in the zre = 6 case. We believe this offset is due to the difference in starting redshift between
the vbc = 0 simulations and the others. We tested this by running a set of small box simulations starting
at different redshifts, and found that starting at z = 300 produces a ∼ 2% suppression in CR relative to
starting at z = 1080. This difference is not large enough to impact our results.
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the smallest scales. In the event that pre-heating is significant, we expect the importance

of vbc to be reduced somewhat as the two processes affect structure at the same mass scales.

Another important quantity during the EoR is the MFP of ionizing photons, which

quantifies the typical distance an ionizing photon can travel before being absorbed. We cal-

culated the MFP from our simulations using the approach of [85] (see D20 for details).

Figure 2.4 shows the MFP from the same simulations as in Figure 2.3. We find that vbc

modulates the MFP by roughly the same percentage that it does the clumping factor, but

in the opposite direction. This result is consistent with Figure 2.3 because a less clumpy

IGM should allow ionizing photons to travel further on average before being absorbed. The

behavior with time is also qualitatively the same as for CR; early on, the MFP is modulated

by 10 − 20%, but as the gas relaxes the difference disappears. Note that the MFP for the

vbc runs starts out slightly below the vbc = 0 case. This is likely because the first regions

in the box to ionize are the under-dense ones, which are slightly less dense in the vbc = 0

case because more of the gas is locked up in small, dense structures. Unlike for CR, the

percentage difference in the MFP from vbc is small compared to the difference between the

runs with high and low Γ−12. Thus, spatial variations in MFP sourced by vbc should be

subdominant to those coming from fluctuations in the photo-ionization rate.

We conclude from these results the IGM recombination rate and MFP are impacted

by vbc at the 10−20% level in patches of the universe that have reionized recently. After the

gas has had time to relax, the effect we observe is largely erased. During Reionization, there

17



Figure 2.3: Left: Clumping factor vs. cosmic time since zre = 12 (top), 8 (middle), and 6
(bottom) for Γ−12 = 3.0 (dotted) and 0.3 (dashed) for all values of vbc. The difference in
CR is largest shortly after the radiation turns on, but attenuates as the gas relaxes. Right:
Ratio of CR to CR(vbc = 0) for both values of Γ−12. The difference peaks 5− 10 Myr after
zre and steadily declines thereafter, reaching ∼ a few percent 200 Myr after zre. We note
that the kinks in the right panels are due to the sparse time-stepping at small ∆t.
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Figure 2.4: Same as Figure 2.3, but for the MFP of ionizing photons. The effect of vbc on
the MFP is roughly equal and opposite to its effect on the clumping factor. After ∼ 5− 10
Myr, the difference reaches 25% in the most extreme case, but has largely disappeared after
∼ 200 Myr. This is much less than the factor of ∼ 10 difference between the runs with high
and low Γ−12.
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will always be a small percentage of the IGM that was ionized recently, and will therefore

display a moderate variation in CR and MFP due to vbc. These patches will consume fewer

ionizing photons due to recombinations than they would in the absence of vbc because of

the reduced clumpiness, which will speed up the local Reionization process. Patches with

different values of vbc will be affected differently, leading to fluctuations in the local ionized

fraction that trace fluctuations in vbc. Granted, these fluctuations should be small, but we

also argued in §1 that even a tiny coupling between Pv2 and P21 could result in a detectable

BAO feature in the latter. Exploring this possibility is the subject of the next section.

2.4 Impact of vbc on the 21 cm Signal

In this section, we model the impact of vbc on the EoR 21 cm signal and estimate

its detectability. We begin with some preliminaries in §2.4.1. In §2.4.2, we adapt the

perturbative model for the signal provided by [86] (henceforth MQ18) to include a vbc-

dependent term. Using this model, we quantify how large the bias factor b21,v2 must be to

produce a detectable imprint on P21. In §2.4.3 and §2.4.4, we assess the contributions to

b21,v2 from ionizing photon sinks (§2.4.3) and sources (§2.4.4). Finally, in §2.4.5, we assess

the detectability of the predicted signal using current and future 21 cm experiments.

2.4.1 The EoR 21 cm Signal

The EoR 21 cm signal is produced by neutral patches of the IGM that have yet

to ionize, so its spatial fluctuations set by those of the neutral fraction and the density
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field [55, 87]. For simplicity, we neglect redshift-space distortions4 [88, 89] and adopt the

typical assumption that Lyα coupling and the first X-ray sources drove the 21 cm spin

temperature to be Ts >> TCMB by the time reionization largely begins [90, 91, 92]. Under

these assumptions, the 21 cm brightness temperature T21 can be written

T21(r, z) = T̂21(z)xHI(r)(1 + δρ(r)) (2.5)

where δρ is the (nonlinear) matter overdensity, xHI is the neutral hydrogen fraction, and

T̂21 depends only on cosmological parameters and redshift. To first order in over-densities,

fluctuations in T21 are proportional to δHI + δρ, where δHI is the overdensity in the neutral

hydrogen fraction. Because the highest-density regions ionized first, δHI and δρ will generally

have opposite signs early in the EoR (e.g. [93]). For a given wavenumber k, the signal

will reach a local minimum when δ̃ρ(k) = −δ̃HI(k) where the tildes denote the Fourier

Transform (FT). At this time, the dominant density and ionization terms will cancel out

and the signal will be sourced entirely by higher-order terms, one of which should be the

vbc term in Equation 2.1. The signal will later reach a local maximum before disappearing

entirely when there is no more neutral hydrogen.

2.4.2 21 cm Fluctuations

Forthcoming surveys will characterize the EoR brightness temperature fluctuations

with the power spectrum, defined as P21(k) ≡ ⟨δ̃21(k)δ̃21(k)⟩ where δ21 ≡ xHI(1 + δρ).

While modelling the signal is quite complicated and requires numerical simulations (see

e.g.[94, 95, 96] for a general discussion), MQ18 showed that on large scales the power

4Note that redshift-space distortions have been shown to distort the 21 cm power spectrum at the scales
we consider in what follows. Our conclusions are somewhat dependent on these effects being small.
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spectrum can be described surprisingly well with perturbation theory. They modeled the

21 cm signal using a multi-parameter bias expansion, keeping the minimum number of

terms that produced a reasonable fit to the signal in numerical simulations of Reionization.

At large scales and early times, they obtained a good fit using a model with only three

parameters; their “minimal model” is given by

δ̃21 = b1

(
1− 1

3
R2

effk
2

)
δ̃ρ + b2δ̃2ρ (2.6)

where δ̃ρ is the FT of the total matter over-density, and b1, b2 and Reff are time-dependent

but scale-independent bias factors. In what follows, we will approximate δρ ≈ δ1 in Equa-

tion 2.6, where δ1 is the linear matter over-density; this approximation is valid at the

redshifts and scales considered here. Reff roughly characterizes the size of ionized bubbles,

which should be small compared to 1/k at times and scales considered here, so we will drop

it.

We will build upon this model by adding a term proportional to the v2bc “overden-

sity”, δv2 ≡ [v2bc − σ2
bc]/σ

2
bc. First, we write xHI as

xHI ≡ ⟨xHI⟩(1 + δHI) (2.7)

where the angle brackets denote an average over the whole IGM. Next, we assume that δHI

is a biased tracer of δ1, δ
2
1 , and δv2 and that δρ traces δv2 . Then we have

δHI = bHI,1δ1 + bHI,2δ
2
1 + bHI,v2δv2 δρ = δ1 + bρ,v2δv2 (2.8)

where the coefficients are bias parameters. Combining Equations 2.7 and 2.8 with the
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definition of δ21 and dropping all terms 3rd order or higher yields

δ21 = ⟨xHI⟩(1 + [1 + bHI,1]δ1 + bHI,2δ
2
1 + [bHI,v2 + bρ,v2 ]δv2) (2.9)

Comparing this to Equation 2.6, we identify b1 = ⟨xHI⟩(1+ bHI,1) and b2 = ⟨xHI⟩bHI,2 in the

case with no δv2 term, so we can substitute accordingly to get

δ21 = ⟨xHI⟩+ b1δ1 + b2δ
2
1 + b21,v2δv2 (2.10)

where b21,v2 ≡ ⟨xHI⟩[bHI,v2 + bρ,v2 ]. Taking the Fourier transform of both sides of Equa-

tion 2.10 and squaring gives5, assuming cross-terms are negligible,

P21(k) = b221,v2Pv2(k) + b21P1(k) + b22P2(k) (2.11)

where P1 and P2 ∝ P1⋆P1 are the first and second order total matter power spectra, respec-

tively, and Pv2(k) is the Fourier transform of ⟨δv2(x)δv2(x+ r)⟩. [70] found that the linear

and quadratic density fields are uncorrelated on all scales because δ1 (δ1)
2 have odd (even)

dependence on vbc. By the same reasoning, δ1 and δv2 should be uncorrelated as well. Thus

our assumption of negligible cross-terms is exact for the terms involving δ1. As long as the

cross-term between the quadratic terms is sub-dominant to b22P2(k), we may safely ignore

it when comparing the vbc term to the contribution from the density terms, as we will do

shortly6. Figure 2.5 plots the dimensionless power spectra (∆2 ≡ k3P (k)/2π2) for δ1, δ
2
1 ,

and v2bc at redshifts 5.8, 8, and 10 (note that Pv2 is independent of redshift). For all times

shown here, Pv2 > P1 > P2 for k < 5 × 10−1 hMpc−1, with the differences growing larger

5Note that the zeroth-order term becomes a delta function at k = 0 in Fourier space and thus does not
contribute.

6The neglected cross term will either be featureless and can therefore be absorbed into the δ2 term or
will have BAO features, in which case it may contribute to the signal we are studying. In either case, we
can ignore it as long as it is small.
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Figure 2.5: Comparison of the power spectra entering Equation 2.11 at redshifts 5.8 (solid
curves), 8.0 (dashed curves), and 10 (dotted curves). Pv2 (black dashed curve) is the same
at all three redshifts. At scales k < 5×10−1 h−1Mpc, Pv2 dominates over the matter terms.

for with increasing redshift and decreasing k. Moreover, Pv2 shows strong baryon acoustic

oscillation (BAO) features, suggesting that it’s appearance in P21 would be distinct even if

it only contributes to the total signal at the ∼ 10% level.

Figure 7 of MQ18 shows how b1 and b2 evolve with time for three idealized models

of Reionization. t. The signal reaches a maximum amplitude when b21 is largest (since the

P1 term dominates). Depending on the model, the maximum value of b21 is between 0.52

and 22, at which time b22 ∼ 0− 32. As discussed in 2.4.1, there is a time early in Reioniza-

tion when b21 = 0, and the amplitude of P21 is dominated by the second order term, with

b22 ∼ 1 − 22. In Figure 2.6, we show how the vbc term impacts P21 in two representative
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cases for several values of b221,v2 . In the top left panel, we plot the signal at z = 8 assuming

b21 = b22 = 1, representative of the P21 maximum, with b221,v2 ∈ {0, 10−4, 10−3, 10−2, 10−1}.

The top right panel shows the same plot at z = 10, b21 = 0, and b22 = 1, representative of the

P21 minimum, with b21,v2 ∈ {0, 10−6, 10−5, 10−4, 10−3}. The bottom panels show the range

of b221,v2Pv2 as a fraction of the total signal without vbc for the bias parameters considered

in the top panel. At the P21 maximum, b221,v2 > 10−3 is required to produce a ∼ 10% effect

on the signal at 10−1 Mpc/h, whereas at the P21 minimum the same effect is achieved with

b221,v2 > 10−4. The takeaway here is that vbc has its largest fractional effect at the P21

minimum, where the linear contributions from density and ionization cancel, and P21 is set

by higher order terms in the bias expansion.

We emphasize that the results shown in Figure 2.6 are entirely agnostic about the

cause of b21,v2 . In general, we can write

b21,v2 = ⟨xHI⟩
[
bρ,v2 + bsinkHI,v2 + bsourceHI,v2

]
(2.12)

where the second and third terms come from vbc’s impact on the sink and source properties,

respectively. In what follows, we will make the assumption that bρ,v2 is essentially 0, since

vbc does not affect the shape of the linear matter power spectrum at scales near 10−1 hMpc−1

(T10). In the next two subsections, we will derive a rigorous model for the contribution

to b21,v2 from ionizing photon sinks informed by our simulation results in § 2.3, and assess

analytically the potential contribution from sources.
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Figure 2.6: Top Left: Dimensionless 21 cm power spectrum at z = 8 for b21 = b22 = (−1.0)2

for b221,v2 = 0 (solid black), 10−4 (red), 10−3 (cyan), 10−2 (yellow), and 10−1 (green). This
plot shows a conservative estimate of P21 near its maximum. Top Right: The same at
z = 10 for b21 = 0, b22 = 1, and b221,v2 = 0 (solid black), 10−6 (magenta), 10−5 (blue), 10−4

(red), and 10−3 (cyan). This plot shows an estimate of P21 at its minimum. The bottom
panels show the vbc-sourced component as a fraction of the signal without vbc for each of
the bias factors.

2.4.3 A Model for b21,v2 from Sinks

In this section, we present our model for the contribution to b21,v2 from the sinks,

which we can evaluate using the simulation results presented in § 2.3. Our approach is

to relate fluctuations in v2bc to fluctuations in the ionized fraction xi via the effect on the
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clumping factors that we measure from our simulations. From this relationship, we will

derive an expression for the sinks bias bsinkHI,v2 and relate this to the corresponding 21 cm

sinks bias bsink21,v2 .

We begin with the reionization “accounting equation”, given by [97],

ẋi =
ϵ

nH
− ⟨CR⟩αBnexi (2.13)

where ⟨CR⟩ is given by

⟨CR⟩(t) =
∫ z(t)

z0

dzrePzre(xi(t))

∫ ∞

0
dvbcPvbcCR(zre, vbc, t) (2.14)

Here, ϵ is the emissivity of ionizing photons, xi is the ionized fraction, and ne, nHII, and nH

are the mean free electron density, HII number density, and H number density, respectively.

The integral runs from the start of Reionization at z0 to redshift z(t). The clumping factor,

CR(zre, vbc, t), which depends on the local values of vbc and zre, is extracted directly from

our simulations. Equation 2.3 gives Pvbc , and Pzre(xi(t)) is the probability distribution of

zre,

Pzre(xi(t)) =
dxi/dzre

xi(t)− xi(z0)
(2.15)

Note that ⟨CR⟩ depends on the ionization history xi(t) through Pzre(xi(t)); this is how our

model accounts for the “patchiness” of Reionization. However, there are two important

dependencies missing from Equation 2.14: Γ−12 and the local over-density. Because Reion-

ization proceeds “inside-out” i.e. moves from higher to lower density regions [98, 99, 100]

over-dense regions are more likely to ionized at higher z. Because these regions have a

higher density of sources, they will also have higher-than average Γ−12, and the impact of
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vbc will be different from what we measure here at mean density. The top right panel of

Figure 2.3 shows that the relative vbc effect is slightly larger for higher Γ−12 at zre = 12,

with the difference disappearing at lower zre. Density fluctuation on scales larger than our

simulation boxes (so-called “DC modes”, see [101]) can be accounted for by re-scaling the

local redshift (as was done in D20). The effect of increasing the box-scale overdensity should

thus be similar to that of lowering zre, so we expect a modestly reduced vbc effect in these

patches based on Figure 2.3. We therefore suggest that the effect early in Reionization

should be similar to what we calculate here for the mean density case, since higher Γ−12

and higher density the first patches to ionize drive the effect in opposite directions. We also

note that X-Ray pre-heating could reduce the effect studied here, since it reduces clumping

on the same scales as the stream velocity (see § 2.3.2). If X-rays and vbc impact the same

physical scales (i.e. the Jeans scale), the vbc effect might be substantially reduced by X-rays.

However, D20 found that pre-heating by X-rays impacts clumping by a factor of 2 as an

upper limit, suggesting that the effect on the sinks bias is likely not much more than this.

A factor of 2 reduction in the sinks bias would result in a factor of 4 reduction in the stream

velocity contribution to the 21 cm power spectrum.

We perturb Equation 2.13 by assuming it holds for a spherical patch of the IGM

of radius r with mean ionized fraction xri ≡ ⟨xi⟩(1 + δrxi
) and clumping factor Cr

R =

⟨CR⟩(1 + δrCR
). In doing so, we take Equation 2.13 to be locally true within the patch.

This is only strictly true if the MFP of ionizing photons is << r. Since we are primarily in-

terested in the range 10−2 hMpc−1 < k < 10−1 hMpc−1, we will take 60 h−1Mpc < r < 600
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h−1Mpc for the perturbation scale. Figure 11 of D20 shows how the MFP in ionized regions

evolves with time for our assumed ionization history (their solid red curve). For Γ−12 = 0.3,

MFP << 60 h−1Mpc at z = 10 and at z = 8 it is still an order of magnitude smaller. In

the Γ−12 = 3.0 case, the MFP is only a factor of ∼ 5 less at z = 10 and is comparable to

60 h−1Mpc at z = 8. However, since this is the MFP for ionized regions only, the MFP

with neutral regions included will be considerably smaller, especially early in Reionization.

Moreover, typical values for Γ−12 extracted from the Lyα forest are in the range 0.3 − 0.5

with spatial variations by a factor of a few around this value [102, 79, 103]. We therefore

expect that Equation 2.13 holds locally on the perturbation scales we consider during the

majority of the EoR.

Since Equation 2.13 is also satisfied by the IGM mean values ⟨xi⟩ and ⟨CR⟩, we

can solve for the perturbation δrxi
(t) (see Appendix A.1 for details). Assuming Pzre(xi(t))

is roughly scale-independent, we may write

δrxi
(t) = bxi,v2(t)δ

r
v2 (2.16)

where δrv2 is time-independent and bxi,v2(t) is scale-independent. An expression for bxi,v2(t)

can be obtained by Taylor-expanding δrCR
to first order in δrv2 . Since bHI,v2 = −⟨xi⟩/⟨xHI⟩bxi,v2

and b21,v2 = ⟨xHI⟩bHI,v2 , we have

bsink21,v2 = −⟨xi⟩bxi,v2 (2.17)

Hence, we obtain a model for the vbc term in Equation 2.11. The assumption of a scale-

independent Pzre(xi(t)) is valid provided that spatial fluctuations in Pzre(xi(t)) on the per-
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turbation scale are small compared to the global mean (given by plugging ⟨xi⟩ into Equa-

tion 2.15) at each redshift. This is not immediately obvious because δrxi
implicitly contains

not only the vbc perturbation term, but also matter terms analogous to those in Equa-

tion 2.10. So, it is important to check that Pzre(xi(t)) is roughly homogeneous on the scales

considered here. Figure 3 of [104] plots the distribution of zre for three different models of

Reionization. In these plots, the distribution of zre appears to be roughly homogeneous at

scales r > 60 h−1Mpc, justifying our approximation of a scale-independent bias factor.

To compute bsink21,v2 from our simulations, we must first solve Equation 2.13 for ⟨xi⟩

and ⟨CR⟩ by plugging in our simulation results for CR(zre, vbc, t) in Equation 2.14. The in-

tegral over vbc in this equation can be done via Gaussian Quadrature as discussed in 2.2.3.

Integrating over zre requires interpolating in two dimensions between the zre = 12, 8, and 6

CR data as was done in D20 (see their Figure 11). To solve Equation 2.13, we assume the

uniform emissivity function from [105] for ϵ and that ne and nH assume their cosmological

mean values at each redshift. Once we have the global history, we can compute the bias

(see Appendix A.1). Figure 2.7 shows the results of this exercise for several Reionization

histories. The left panel plots |bsink21,v2 |2 vs. xi for each history and the right panel plots xi

vs. redshift. Our fiducial history (red solid curve) starts Reionization at redshift z0 = 12

and uses the CR(zre, vbc, t) from our simulations with Γ−12 = 0.3. We also include histories

using CR(zre, vbc, t) from our Γ−12 = 3.0 simulations (“High Γ−12”, solid cyan), z0 = 10

(Late Start, magenta dashed), an emissivity that is 50% higher (“High Emissivity”, blue

dashed). Lastly, we include a “Best Case” model (green dashed, discussed below) in which
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the first ∼ 10% of the IGM is ionized almost instantly, and we take CR(zre, vbc, t) from our

Γ−12 = 3.0 simulations.

The bias squared varies in the range 10−6 − 10−5 depending on ionization history

near xi = 0.1, but approaches a few times 10−5 in all histories by xi = 0.5. The bias factor

is only modestly sensitive to the pace at which Reionization proceeds. Our fiducial and high

Γ−12 models have the same emissivity function, so they proceed at the same pace early, the

latter ending slightly later due to increased recombinations. Re-ionization proceeds more

quickly in the other three models, ending at the same time as the fiducial model except

for the high emissivity case. However, the late start and high emissivity models have bias

factors that evolve similarly with ionized fraction to the fiducial model.

The Best-Case model, by construction, provides a rough upper limit on bsink21,v2 at

an ionized fraction of 10 − 15%, which is around the value of xi for which P21 reaches a

minimum, where vbc has its largest fractional effect. This is because the “flash-ionized”

patches reach the time at which the vbc effect is largest coherently, so they contribute max-

imally to bsink21,v2 all at once. However, even in this case the bias squared is only a factor of

∼ 2 larger than the physically realistic history with the higher Γ−12 value. We therefore

do not expect the pace and duration of Reionization to significantly impact the sinks bias

(although note that we do not consider histories here that begin earlier than z = 12). This

highlights the relative insensitivity of the sinks bias to details of the Reionization history

and the properties of the ionizing sources that drove it.
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To get a 1% level effect in P21(z = 8) at k = 10−1 h/Mpc would require |bsink21,v2 |2 ∼

10−4 (see Figure 2.6), so for any of these histories the effect would be sub-percent level at

the epoch of maximum P21. Even at k ∼ 10−2 Mpc/h, where the difference between Pv2

and the linear terms is much larger, the effect would still only be a few percent for the

bias factors measured here. However, at the epoch of minimum P21 the results are more

promising. The Best Case model gives |bsink21,v2 |2 ≈ 10−5 at this time, which is enough to

change the signal by a few percent at 10−1 h/Mpc and by ∼ 100% at 10−2 h/Mpc. The

other histories (which are physically realistic) give a ∼ 1% effect at 10−1 h/Mpc and tens of

percent at 10−2 h/Mpc. Note that the curves in the left panel of Figure 2.7 are very similar

(even at low ionized fraction) despite the significant differences in the ionization histories in

the right panel. This suggests that the sinks bias is constrained to be |b21,v2 |2 ∼ 10−6−10−5

regardless of the details of Reionization, e.g. the nature of the source population. As we will

see in the next section, this is not true of the vbc term coming from the sources themselves.

2.4.4 Contributions to b21,v2 from Sources

Here, we discuss possible contributions to the source bias, bsource21,v2 . Since our sim-

ulations do not model the sources, we will proceed analytically and use results from the

literature where appropriate. Previous work has demonstrated that vbc has an important

effect on the star formation rate in “minihalos,” with masses 106 − 108 M⊙, within which

it is believed the first stars (Pop III) formed ([67, 69, 68, 72], to name a few). Primarily,

vbc raises the minimum halo mass able to form stars, thereby modulating the radiation

backgrounds produced. As a result, vbc could modulate the 21 cm spin temperature Ts
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Figure 2.7: Left: |bsink21,v2 |2 vs. ionized fraction for each of the EoR histories discussed in the

text. At low ionized fractions, the bias varies in the range 10−6−10−5 between the different
models, but settles down to a few ×10−5 for all the models late in Reionization. None of
these models produce bias factors large enough to produce a detectable signal at the epoch
of 21 cm maximum (see Figure 2.6). At the 21 cm minimum near xi = 0.13, the Best-Case
model gives |bsink21,v2 |2 ≈ 10−5, which would alter the minimum signal by a few percent at

k = 10−1 hMpc−1 and by a factor of 2 at k = 10−2 hMpc−1. Among the physically realistic
histories, the one with high Γ−12 gives the largest bias. Right: The ionized fraction as a
function of redshift for each history. Note that Γ−12 changes the ionization history very
little early on, but raises |bsink21,v2 |2 by a factor of ∼ 2− 3 for low ionized fractions.
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near the start of Reionization. This could change the signal significantly if the assumption

Ts >> TCMB is not valid near the start of Reionization, which would introduce an extra

factor of 1 − TCMB/Ts in Equation 2.5. Additionally, the suppression of ionizing photon

production by vbc would work opposite the direction of the sinks by slowing down Reion-

ization locally, thereby increasing the 21 cm signal in patches with higher vbc. Although

it is widely believed that halos more massive than 108 M⊙ (which are less affected by vbc)

drove Reionization, the degree to which Pop III star formation in minihalos contributed to

its early phases is highly uncertain. In this section we continue to assume Ts ≫ TCMB and

we attempt to quantify the coupling of Pv2 with P21 through the source bias, bsource21,v2 .

To estimate the impact of vbc on halos, we begin with a general expression for the

star formation rate density (SFRD) during Reionization ([106, 9]).

ρ̇SFRD =

∫ ∞

Mc(vbc)
dMn(M)f⋆(M)Ṁ

Ωb

Ωm
(2.18)

where n(M) is the halo mass function, Ṁ is the halo accretion rate, and f⋆(M) is the

mass-dependent star formation efficiency. This integral contains contributions from both

Population II and III stars, with the mass cutoff at Matom ≡ Mvir(Tvir = 104 K), is the

atomic cooling threshold, given by inverting Eq. 26 of [107]. For the lower limit Mc(vbc),

we assume

Mc(vbc, z) = Mvir(500 K, z)×
(

Vcool(z, vbc, JLW = 0)

Vcool(z, vbc = 0, JLW = 0)

)3

× [1 +B(4πJLW)β] (2.19)

where JLW is the specific intensity of the Lyman-Werner (LW) background in units of

10−21erg/s/cm2/Hz/sr, (B, β) = (7, 0.47) for the regular feedback model in [72], and
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Vcool(z, vbc, JLW = 0) is the minimum circular velocity for star formation in the absence

of LW feedback, derived from simulations by [68] (their Eq. 2). To obtain JLW, we combine

Eq. 8 of [108] with Eq. 6 of [69] and include the LW opacity correction from [9] to obtain

JLW =
7.28

4π
× (1 + z)3

H(z)
e−τLW(N II

LWρ̇IISFR +N III
LWρ̇IIISFR) (2.20)

where we take N II
LW = 9690, N III

LW = 105, nd e−τLW = 0.5 following [9] and the units of

H(z) and SFRD are km/s/Mpc and M⊙/yr/Mpc3, respectively. For f⋆(M), we used the

form in [109] for Pop III stars (their Eq. 2) and the form in [110] for Pop II stars (their

Eq. 10), where we have tuned the parameters of the latter to give Pop II SFRDs that

agree well with the results of [111]. The Pop III star formation efficiency at Matom, f
0
⋆ ,

is a free parameter in our model. To evaluate Equation 2.18, we use the Sheth-Torman

mass function and the halo accretion rate given by [112] (their Eq. 11) which is calibrated

from high-redshift simulations. Since JLW and ρ̇SFR are interdependent, we use an iterative

scheme to simultaneously solve for them given a value of f0
⋆ .

Following the same formalism as [67] (see their section 2 for details), it can be

shown that

ρ̇SFR = ⟨ρ̇SFR⟩(1 + bSFR,v2δv2) (2.21)

where

bSFR,v2 = −1 +
⟨v2bcρ̇SFR⟩
σ2
bc⟨ρ̇SFR⟩

(2.22)

and the averages are over Pvbc . Depending on the magnitude of JLW, Mc may be larger

or smaller than this cutoff, so we will include contributions from both populations of stars

to the bias. From here, we can work out an expression for bsource21,v2 using the same strategy
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as in §2.4.3, but this time by perturbing the emissivity term in Equation 2.13. Using the

emissivity model in [9], we can write these fluctuations as

⟨ϵ⟩
nH

δϵ = AHeN
III
ionf

III
esc⟨ρ−1

m ρ̇IIISFR⟩bIIISFR,v2δv2 ≡ bIIIϵ,v2δv2 (2.23)

where AHe = 1.22, Nion is the number of ionizing photons produced per stellar baryon, fesc

is the escape fraction, and ρm = Ωmρcrit(z = 0) is the present-day matter density of the

universe. For Pop III stars we assume fesc = 0.5 and Nion = 40000. We do not include

a contribution from Pop II stars to the bias because these stars are expected to form in

atomic cooling halos that are unaffected by LW feedback [68]. We therefore do not expect

vbc by itself to raise the minimum circular velocity for star formation in these halos above

the threshold set by the atomic cooling limit. If we ignore the recombination term in Equa-

tion 2.13, the 21 cm bias bsource21,v2 is simply the time integral over bIIIϵ,v2 . We start this integral

at z = 30, which is early enough to account for the full cumulative impact of Pop III stars

on the signal (see [72]). Note that this bias factor has the opposite sign of the sinks bias

because vbc reduces the number of ionizing photons being produced.

The left panel of Figure 2.8 shows the result of this exercise for f0
⋆ = 10−3 (cyan-

dashed) and a range of f0
⋆ going from 10−4 to 10−2 (pink shaded band). This range brackets

the values generally considered in the literature (e.g. [113, 114, 9, 111]) as well as other

sources of uncertainty (see below). At z = 10 for f0
⋆ = 10−3, the source bias is comparable

to the sinks bias (∼ a few times 10−6) and spans a range of about 2 orders of magnitude

above and below this (since |bsource21,v2 |2 ∝ |f0
⋆ |2). The right panel shows the average SFRD for

both populations of stars, with the range given for Pop III corresponding to the range of
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bias factors in the left panel. The Pop III SFRDs in our model agree reasonably well with

those in [111] for the same Pop III star formation efficiencies7. Note that the bias shown

in Figure 2.8 is formally an upper limit because we neglected the recombination term in

Equation 2.13. It is therefore likely that the source bias is less important than the sinks

bias early in the EoR8. However, the result above depends strongly on the assumed values

of f0
⋆ , as well as on how the critical mass Mc is modeled, the assumed accretion rate Ṁ ,

and the exact relationship between star formation rate and JLW. For example, weaker LW

feedback will result in a larger bias, and a smaller minimum Pop III star formation mass

(in the absence of vbc or JLW) will increase the bias as Pop III stars will play a larger role

in Reionization. In light of these large uncertainties, we cannot draw definitive conclusions

about the magnitude of the EoR source bias. Note that these uncertainties highlight the

relative precision of our model for the sinks bias.

The case in which Ts ≫ TCMB does not hold is even more difficult to assess. In

this work, we employed the common assumption (e.g. [73, 115, 116, 93]) that by the time

Reionization starts, Ts has been coupled to the gas temperature TK such that Ts >> TCMB,

as assumed in Equation 2.5. However, some recent models (e.g. [117, 118, 119]) suggest that

this assumption may not hold at the start of Reionization. This could be either because

Lyα photons are inefficient at coupling Ts to the gas temperature, or because heating by

7That work assumed a constant Pop III f⋆, but because ours depends rather weakly on mass, their fIII
corresponds closely with our f0

⋆
8Note that [72] finds much larger effective bias factors at z ∼ 20 than we show in Figure 2.8. However,

in that work, the main source of coupling between vbc and P21 was the coupling between spin temperature
and gas temperature rather than between emissivity and ionized fraction. We briefly address the possibility
of spin temperature fluctuations below.
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Figure 2.8: Left: source bias squared for f0
⋆ = 10−3 (cyan), and the range 10−4 < f0

⋆ < 10−2

(red band). The bias grows with increasing f0
⋆ , and spans 4 orders of magnitude over the

range we consider here for that parameter. Right: SFRD for pop III and II stars in our
model for the same range of f0

⋆ shown in the left panel. For that choice of f0
⋆ , our star

formation efficiency parameters for both populations are similar to the fiducial values used
in that work.

X-rays is not efficient enough to raise the gas temperature well above TCMB (see [115] for

a detailed study). In either scenario, to first order Equation 2.5 would be multiplied by

a factor 1 − TCMB
⟨Ts⟩ + TCMB

⟨Ts⟩ δTs . The fluctuation δTs would occur because higher vbc would

reduce the production of X-Rays and Lyα photons by Pop III stars9. This bias would work

in the same direction as the sinks bias because it would reduce the amplitude of the 21 cm

signal in regions with higher vbc. For reionization models in which TCMB = ⟨Ts⟩ occurs

early in reionization, the signal at that time would be dominated to linear order by the δTs

term, which may trace δv2 . This may offer another window of time during Reionization at

which vbc could be detectable. Estimating the magnitude of this effect is beyond the scope

of this paper, so we leave it to future research.

9We note that previous work (e.g. [69, 72]) has studied this effect at 15 < z < 30, but not during
Reionization.
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2.4.5 Detectability of vbc

Here we briefly discuss the detectability of the expected signal near the EoR 21

cm minimum (where the fractional effect of vbc is likely to be largest). Cosmological 21

cm experiments like the Square Kilometer Array (SKA, [120]) and the Hydrogen Epoch

Reionization Array (HERA, [121]) are expected to be able to probe the scales discussed

here with much higher sensitivity than current experiments, which are struggling to detect

the EoR signal at its maximum (EDGES, LOFAR, etc.). [122] show, in their Figure 1,

the levels of noise in the dimensionless 21 cm brightness power spectrum ∆2
b expected for

several 21 cm experiments at z = 8.5 assuming 1000 hours of integration, including SKA and

HERA. In the best-case scenario of thermal noise only, they find uncertainties of ≈ 2×10−2

(1× 10−2) mK2 for SKA (HERA) at the smallest wavenumber that both experiments can

detect, k = 0.06 hMpc−1. Assuming the thermal noise power spectrum scales as ν−2α

where α = 2.55 [123], the thermal noise will be larger by a factor of ∼ 2.1 at z = 10 than at

z = 8.5. The resulting uncertainties are a factor of ∼ 2(4) larger than the density term for

SKA (HERA) at this wavenumber; this ratio is roughly the same at k = 0.1 hMpc−1. This

suggests that the signal near the 21 cm minimum is marginally below the current detection

limit of SKA and HERA, assuming these modes are not inaccessible due to foregrounds

(see [124] for a discussion of foreground contamination). We therefore suggest that future

versions of these experiments may be able to detect the EoR 21 cm minimum signal at these

wave-numbers if foregrounds can be removed.

Figure 2.9 illustrates the possible contribution of the vbc sourced signal to the total

at the EoR 21 cm minimum. The black-dashed line denotes the second-order density term
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in Equation 2.11 with b22 = 1 at z = 10. The blue (red) shaded regions denote the range of

signal contributions from the sinks (sources) that we compute in § 2.4.3 (2.4.4). The blue

solid line denotes k = 0.06 h/Mpc and the dotted magenta (green) lines roughly denote the

thermal noise limits of SKA (HERA) at and above that wavenumber. At k = 0.06 h/Mpc,

the sinks term contributes 3 − 17% of the signal for an ionized fraction of 13% depending

on the Reionization history and assumed value of Γ−12. The lower end of this range comes

from physically realistic histories with Γ−12 = 0.3, and the high end comes from our Best

Case scenario and should be treated as an upper limit. A physically realistic history with

Γ−12 = 3.0 gives a 7% effect. Figure 1 of [71] shows that this epoch of minimum power

(which occurs in the range 8 < z < 14 in that paper) should have a duration of at least sev-

eral tenths of a redshift, which should be a long enough time interval to see the signal if it is

detectable. As mentioned earlier, a more realistic model would take variations in the photo-

ionization rate and local over-density with zre into account, although it is likely that such

an improved model would give the same order of magnitude effect (see discussion in § 2.4.3).

Despite these uncertainties, we suggest that a ∼ 5% contribution to the signal

from the sinks term is not unrealistic for k = 0.06 h/Mpc, provided the linear order term

in Equation 2.10 is close to 0. At k = 0.1 h/Mpc, the relative contribution of the sinks

term is a factor of ∼ 5 lower than at 0.06 h/Mpc, so we expect a ∼ 1% contribution at this

wavenumber. Note that the range of percentages we find for the sinks term varies by only

a factor of a few, whereas the source term varies by 4 orders of magnitude for the range of

f0
⋆ we consider. We therefore interpret the sinks term as a lower bound on the vbc-sourced
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signal, except in the very unlikely case that the source and sinks terms happen to exactly

cancel each other. In addition to the these terms, there will be additional higher-order

terms that will achieve their maximum influence at this time as well. MQ18 obtained a

modestly improved fit to the 21 cm power spectrum using a 7 parameter perturbative model

that includes all terms contributing to the power spectrum at 1-loop order (see their Eq.

3.4). However, these terms are quite featureless, so although they may contribute to the

amplitude of the signal they are unlikely the mask the unique features in the stream velocity

term. Additional cross terms between the stream velocity term and the higher order matter

terms are likely to be much smaller than the stream velocity term. Even if these terms

are important, they would likely be either featureless (like the matter terms) or contain

the same BAO features as the targeted signal (see [125] for a detailed treatment of similar

cross-terms in the context of the low-redshift galaxy power spectrum).

2.5 Summary

In this work, we studied the impact of baryon-dark matter relative velocities on

the small-scale clumpiness of the IGM during reionization, and how this effect impacts the

EoR 21 cm signal. Although the streaming velocities were small (∼ 0.3 km/s) by the start

of reionization, their cumulative effect from earlier times suppressed gas clumpiness, espe-

cially in regions where vbc was previously large relative to the sound speed. To quantify

these effects, we used high-resolution radiation hydrodynamics simulations that tracked the

hydrodynamic response of the IGM to reionization. We found that the peak suppression of

the clumpiness occurs within the first 5-10 Myr after the gas becomes mostly ionized, before
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Figure 2.9: Components of the 21 cm brightness power spectrum at z = 10 when the signal
is at its minimum during the EoR, using the same density bias parameters as in the upper
right panel of Figure 2.6. We show the contribution from the second-order density term in
Equation 2.11 with b22 = 1 at z = 10 (black dashed). The blue (red) shaded region denotes
the range of possible contributions from the sinks (sources) term discussed above at z =
10. The blue vertical line denotes k = 6 × 10−2 h/Mpc, and the magenta (green) dashed
lines approximately denote the thermal noise limits of SKA (HERA) at and above that
wavenumber.
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the small-scale structure is erased by Jeans pressure smoothing of the gas. The clumping

factor of ionized gas shows a peak suppression of 5 − 10% in regions that had streaming

velocities of 30 km/s at recombination (approximately the RMS value). Differences between

regions with and without vbc fall to the percent level by ∆t = 300 Myr, after the gas has

had sufficient time to relax in response to the photo-heating from reionization.

To quantify the impact of vbc on the EoR 21 cm power spectrum, we constructed

a model for the signal that includes a term coupling P21 to fluctuations in vbc through a

corresponding bias parameter. We modelled contributions to this parameter from ionizing

photon sinks and sources. Using our simulation results for the former, we found that the

contribution from sinks is relatively insensitive to the details of Reionization, as it is set

mainly by the spectrum of primordial density fluctuations and pressure smoothing of the

gas. We found that the characteristic BAO feature imprinted on P21 through coupling

with the sinks is likely to appear at only the sub-percent level when P21 is at its maximum,

roughly halfway through reionization. The feature is most pronounced at ≈ 10% ionization,

when P21 is at a minimum. At this time, the near cancellation of fluctuations in density

and ionization allows power from higher-order terms (i.e. from vbc) to contribute more

significantly. At the epoch of minimum P21, we expect the BAO feature to appear at the

1% (5%) level at k ∼ 0.1 (0.06) h/Mpc due to modulation of the sinks. The signal due to

sources may be larger than this, but it is subject to a large uncertainty because it depends

on poorly-constrained source properties like the star formation efficiency. At these wave

numbers, the minimum P21 that we estimate is close to the thermal noise sensitivity limits
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of 21 cm experiments like SKA and HERA, so the prospect of detecting the signal in the

near future seems low. However, it may well be within the capability of the next generation

of 21 cm instruments.
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Chapter 3

A short mean free path at z = 6

favors late and rapid reionization

by faint galaxies

There are several lines of evidence that reionization ended around z = 6, or perhaps

later. The large Lyα forest opacity fluctuations at z ≥ 5.5 have been attributed to neutral

islands below z = 6 [38, 49, 50, 126, 127, 104, 128]. Other independent constraints from high-

z Lyα emitter (LAE) surveys and quasar damping wing analyses also suggest a significantly

neutral IGM at z ∼ 7 [18, 21, 31, 33, 52, 32]. The reionization models invoked to explain

these observations are consistent with the low value of Cosmic Microwave Background

optical depth reported by Planck, τCMB = 0.054 ± 0.007 [1]. Given large uncertainties in

these measurements, however, it is unclear whether reionization was rapid or more extended

in duration (e.g. [129]). In this letter, we argue that recent measurements of the mean free

path at 5 < z ≤ 6 point to a reionization process that was both late and rapid.
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The new evidence considered here was reported by [13] (hereafter B21). They

extended direct measurements of the mean free path (MFP; λmfp
912 ) to z = 6 and found a

rather low value of λmfp
912 (z = 6) = 3.57+3.09

−2.14 cMpc/h. This disfavors at the 97% level even

the low MFP predicted by the “Low τCMB” model of [130], in which the IGM was still 20%

neutral at z = 6 and reionization ended at z ≈ 5.3. The B21 result suggests that ionizing

photon sinks played a larger role than previous models have captured, and/or that the IGM

was even more neutral at z = 6.

Recent theoretical work has demonstrated that modeling the sinks is complicated

by the interplay between self-shielding and the hydrodynamic response of the IGM to pho-

toheating [131, 74]. Before reionization, the gas clumps down to its Jeans scale, which in

the ΛCDM cosmology can be as low as ∼ 1 kpc. After ionization fronts (I-fronts) sweep

through, the local density structure “relaxes” by Jeans smoothing and photoevaporative

processes, evolving to a less clumpy state over a timescale ∆t ∼ 200 Myr. State-of-the-art

radiative hydrodynamics (RHD) simulations have yet to fully bridge the scale gap between

the sinks and the > 100 Mpc boxes necessary to converge on reionization observables [132].

In addition, the largest dynamic ranges have been achieved with moment-based radiative

transfer (RT) methods, which may be numerically inaccurate in the sinks [133].

A key addition of this work is that we have developed a new sub-grid model for

the sinks based on the study of ([74], hereafter D20). We have incorporated this into a new

ray tracing RT code, giving our reionization simulations a formal dynamic range of over 5

orders of magnitude in scale. In this letter, we present first results from this new simulation

framework and we use them to interpret the B21 measurements.
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This letter is organized as follows. In § 3.1, we describe our numerical methods.

In § 3.2 we present our results and we conclude in § 3.3.

3.1 Numerical Methodology

We ran RT simulations of reionization in a (200h−1 cMpc)3 volume using our new

ray tracing code, which we will describe in detail elsewhere (Cain & D’Aloisio in prep.).

We use a coarse-grained uniform RT grid with N = 2003. The premise is to use a pre-run

suite of highly resolved (small volume) RHD simulations to model the opacity evolution in

each (1h−1 Mpc)3 RT cell during reionization.

3.1.1 Coarse-grained RT

Our monochromatic RT algorithm traces rays from source cells using an adaptive

splitting and merging scheme based on [134] and similar to the procedure of [77]. We track

48 directions (HEALPix level 1) and use the full speed of light because the commonly

adopted reduced-speed approximation leads to inaccuracies near the end of reionization.

We propagate sub-grid “moving-screen” I-fronts across the coarse cells with speed vIF =

F
(1+χ)nH

, where F is the incident ionizing flux, nH is the proper H density, and χ = nHe/nH ≈

0.082 accounts for singly ionized helium. We assume that ray j intersecting cell i contributes

photoionizations over a path length xiion∆sij , where xiion is the cell ionized fraction and ∆sij

is the total path length of the ray through the cell. We further assume that the MFP in

the ionized part of the cell takes a locally uniform value, λ
i
. The mean H photoionization

rate there is
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Γi
HI =

Nrays∑
j=1

N ij
γ,0[1− exp(−xiion∆sij/λ

i
)] / ∆t

xiionVcell / σHIλ
i

, (3.1)

where N ij
γ,0 is the number of photons incident on the cell in a time ∆t from ray j, Vcell is the

cell volume, and σHI is the H photoionization cross-section. The over-bars denote frequency

averages. To compute these quantities, we assume a specific intensity of Jν ∝ ν−1.5 between

1 and 4 Ry, consistent with models of young metal-poor stellar populations (e.g. [135]).

The numerator of eq. 3.1 counts H ionizations per unit time. The denominator gives the

number of HI atoms in ionized gas since (σHIλ
i
)−1 is the ΓHI-weighted mean nHI. We

tested this moving-screen framework against simulations of plane-parallel I-fronts similar

to those in D20 (but with one domain) and found good agreement in the photon budget.

For comparison against Lyα forest measurements, we track temperatures on the RT grid

using the approximate method of [135]. We adopt their fit for the post I-front temperature,

Treion, and the subsequent thermal evolution is modeled using their Eq. 6.

3.1.2 Sub-grid model for λ

We extract λ from the RHD simulations of D20, which use Ndm = Ngas = Nrt =

10243 dark matter particles and gas/RT cells in a (1h−1 Mpc)3 box. These simulations

are parameterized by three environmental quantities: the reionization redshift, zre, the

impinging ΓHI, which quantifies the strength of the external ionizing background, and the

box-scale linear over-density over its standard deviation, δ/σ. We have expanded the D20

suite to include all combinations of Γ−12 ≡ ΓHI/10
−12s−1 ∈ {0.03, 0.3, 3.0}, zre ∈ {12, 8, 6},

and δ/σ ∈ {−
√
3, 0,

√
3}. For cells reionized below zre = 6, we extrapolate logarithmically
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in cosmic time. We tested our extrapolation against a simulation with zre = 5.2 and found

good agreement. The frequency-averaged MFP is obtained using λ−1 = ⟨nHIΓHI⟩V /F ,

where ⟨. . .⟩V is a volume average.

The D20 simulations track the self-shielding and hydrodynamic response of the

IGM in the wake of I-fronts sourced by a steady background (constant ΓHI). However,

ΓHI can evolve considerably in realistic environments. Using D20-style simulations with

time-varying ΓHI, we have developed an empirical model for the evolution of λ,

dλ

dt
=

∂λ

∂t

∣∣∣
ΓHI

+
∂λ

∂ΓHI

∣∣∣
t

dΓHI

dt
− λ− λeq

trelax
. (3.2)

The first term on the right is the quantity measured from the D20 simulations – the evolution

of λ at fixed ΓHI. The second term captures the instantaneous change in λ with ΓHI.

The last term implements a relaxation timescale trelax over which λ evolves towards an

equilibrium value λeq in response to a sudden increase in ΓHI. The ∂λ
∂t

∣∣∣
ΓHI

term and λeq

are interpolated from the expanded D20 suite. When interpolating over zre, we correct for

the I-front crossing time of the cell by averaging the opacity in the least and most recently

ionized gas. For ∂λ
∂ΓHI

∣∣∣
t
, we assume a power law λ ∝ Γξ

HI, where ξ = 2/3. This form is

motivated by [136], the constraints of B21, as well as our D20-style calibration simulations.

Eq. 3.2 is integrated in fully ionized cells with Γ−12 ≥ 0.03. In partially ionized cells or

those with Γ−12 < 0.03, we set λ = λeq. Since λ depends on Γ−12, we iterate Eqs. 3.1-3.2

until convergence. The D20-style simulations that we used to calibrate Eq. 3.2 included up

to ×100 impulsive increases in Γ−12 as well as more realistic cases with gradual evolution.

Eq. (3.2) captures λ(t) in the gradually time-varying-Γ simulations to better than a few

percent, while a straight interpolation over-estimates it by 10-15%. Our impulsive tests
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yielded similar levels of improvement. Consistent with the results of these tests, we use

trelax = 100 Myr.

3.1.3 Density fields and source models

The RT sims were run on a coarse-grained version of the (200h−1 Mpc)3 hydrody-

namics simulation in [79], which employed a modified version of the code of [76]. Density

fields and halo catalogs were saved at time intervals of 10 Myr from z = 12− 4.5. The halo

mass functions are converged down to 2 × 1010 h−1M⊙, more massive than the smallest

halos believed to have contributed to reionization. We extended our sources by generating

sub-resolution halos down to Mmin = 109 h−1M⊙ using the nonlinear biasing method of

[137], applied with the halo mass function of [112]. (As discused below, we have also run

tests with Mmin = 108 h−1M⊙.) We used two models for the ionizing photon production

rate of each halo: ṅγ = constant (dependent only on z) and ṅγ ∝ UV luminosity (LUV),

where ṅγ is the number of photons per unit time produced by a halo. The former is our

fiducial model, which assigns more weight to low-mass galaxies in the ionizing photon bud-

get. As we will see, the motivation for this choice is that the short value of λmfp
912 (z=6) favors

models in which reionization is driven by faint, less-biased sources. For the LUV model,

we abundance matched to the UV luminosity function of [129]. In both cases we chose the

overall normalization of ṅγ at each redshift to set the global emissivity history, Ṅγ(z). We

varied Ṅγ(z) by trial and error to find reionization models consistent with the Planck τCMB

constraints and the mean free path measurements.
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Figure 3.1: Reionization observables in our models. In clockwise order, starting from the
top left, we show the ionized fraction, comoving MFP at 1 Ry, source comoving emissivity,
IGM temperature at the cosmic mean density, H photoionization rate, and CMB optical
depth. We compare against a selection of recent observational constraints with 1σ error
bars.

3.2 Results

In Fig. 3.1 we show 4 models chosen to illustrate our conclusions. In clock-wise

order, starting at the top left, the panels show the volume-weighted mean ionized fraction,

co-moving MFP at 1 Ry (λmfp
912 ), co-moving ionizing emissivity (Ṅγ), temperature at the

cosmic mean density (T0), volume-weighted mean Γ−12 in ionized gas, and the cumulative

CMB optical depth. We compare against an assortment of existing constraints [15, 16, 17,

18, 19, 20, 12, 1, 138, 139, 140, 141, 142, 21, 22]. To calculate λmfp
912 , we traced 50,000 sight

lines from random locations, created mock quasar absorption spectra, and fit to the model

of [143] and [12].1

1Our sight lines do not start on QSOs, thus are not affected by biases from the proximity effect [79, 13].
When we anchored sight lines on massive halos, we found that the model of [143] did not provide a good
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All models in Fig. 3.1 end reionization at z = 5.1 and formally have the same

duration of 780 Myr (xion = 1− 99%). The key distinction between the rapid and gradual

scenarios is how quickly xion evolves in the last half of reionization. In the rapid model

(black/dotted), the emissivity peaks at z ≈ 6.5 and reionization proceeds rapidly after its

z = 7.1 midpoint. As a result, Γ−12 and λmfp
912 grow rapidly between z = 6 and 5.2, consistent

with the measurements at those redshifts. The cyan/dashed curve shows a model with the

same emissivity, but with ṅγ ∝ LUV. In this case reionization is driven by rarer, brighter

galaxies2 which, on average, produce larger Γ−12 in ionized bubbles. This results in λmfp
912

being too long across all redshifts.

A principal conclusion from our modeling is that the short λmfp
912 (z = 6) measured

by B21 prefers faint, less-biased sources as the main drivers of reionization. We have run

a set of models with a lower Mmin of 108h−1M⊙. Adopting the same Ṅγ as in our rapid

model, we find Γ−12 = 0.2 and λmfp
912 = 5h−1Mpc at z = 6. The dependence of λmfp

912 on Mmin

can be understood in terms of halo bias. Sources are less clustered in models with lower

Mmin, which leads to ionized bubbles being smaller, on average. Large-scale fluctuations

in ΓHI are also reduced. In contrast, for models with highly clustered sources, the intense

ionizing radiation in over-dense regions quickly clears away the local sinks, allowing this

radiation to penetrate much further into the IGM bulk.

fit at rest-frame 900Å < λ < 912Å, owing to the local clustering of sources and the back-reaction of ΓHI

on λmfp
912 . Excluding these wavelengths in the fit gave the un-biased λmfp

912 . In this work, we assume that
the observations represent the un-biased λmfp

912 . For reference, the biased λmfp
912 (z = 6) is 9.3, 15.8, 15.1, 9.1

h−1Mpc in the rapid, gradual, ṅγ ∝ LUV, and enhanced sinks models, respectively.
2For the ṅγ ∝ LUV model, half the ionizing photons are produced by halos with M < M1/2 =

(0.39, 1.8, 3.4) × 1010h−1M⊙ at z = (9, 6, 5). For the model with ṅγ independent of LUV, production is
peaked around Mmin; we find M1/2 = (1.6, 1.8, 1.8)× 109h−1M⊙.
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In the gradual model (blue/dot-dashed), reionization proceeds more gradually after

its z = 8.5 midpoint. By z = 6, more of the gas has relaxed in response to photoheating.

This, combined with the larger xion, results in a factor of 1.5 longer λmfp
912 at z = 6 compared

to the rapid model. The evolution in Γ−12 is flatter but it undershoots by a factor of ∼ 2 the

measurements of [138] at z < 5. Generally, models in which most of the IGM was reionized

well before z = 6 are difficult to reconcile with a short λmfp
912 (z = 6). We have confirmed

this with other runs as well, including those with Mmin = 108h−1M⊙. The problem is that

the local λmfp
912 grow with time after zre owing to relaxation and photoevaporation. In gas

that was reionized at higher redshift, the only way to obtain low λmfp
912 is to lower Γ−12. But

the slow evolution results in undershooting the Lyα forest measurements of Γ−12 at z ∼ 5.

Hence, another principal conclusion from our modeling is that a rapidly evolving xion is

required to recover both the short value of λmfp
912 at z = 6 and its rapid evolution to z = 5.2.

However, we note that the rapid models are in 2-3σ tension with the [15] constraints on xion

(top-left of Fig. 3.1). Updating these constraints with more QSO sight lines will provide a

critical test of our assertion.

There are two more obvious deficits of the rapid model (black/dashed): (1) The

quick growth in λmfp
912 continues below z = 5.2, which is incompatible with measurements;

(2) Relatedly, to control the growth of Γ−12 and λmfp
912 at z < 5.5, Ṅγ must fall by > 40% in

the 240 Myr between z = 6 and 5, a rapid evolution in the galaxy population (see however

[144]). We emphasize that Ṅγ(z) is an input to our simulations; the decline is not the

result of any feedback prescription. D20 found that their λmfp
912 are converged in resolution

at the 10 % (factor of ∼ 2) level in relaxed (un-relaxed gas), respectively. Moreover, up to
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∆t ≈ 10 Myr after zre, D20 found λmfp
912 similar to the unheated simulations of [85]. This

argues against numerical convergence being the sole culprit.

One plausible explanation for the behavior of Ṅγ is that our sub-grid model over-

estimates λmfp
912 in over-dense cells, e.g. by inadequately sampling massive sinks near the

end of reionization. To illustrate that we can obtain milder evolution in Ṅγ through

sinks, we crudely scale down λmfp
912 in all over-dense cells after z = 6.5 by a factor of

[(1 + z)/(1 + 6.5)]3.5, such that λmfp
912 is a factor of 2 shorter in those cells by z = 5.2.

The result is the rapid+enhanced sinks model (red/solid), for which Ṅγ levels off after

z = 6.5. In this case, the enhanced sinks regulate the growth of Γ−12 and λmfp
912 so they do

not outpace the measurements below z = 5.2. This obviates the need for a rapid decline in

Ṅγ , illustrating an approximate degeneracy between the emissivity and the sinks.3

The thick curves in the top panel of Fig. 3.2 show the cumulative number of pho-

tons per hydrogen atom absorbed. The thin curves show the cumulative recombinations.4

For reference, the vertical line corresponds to reionization’s end. All our models require

≈ 3 photons/H atom to complete reionization. This is a factor of 1.5 − 2 more than in

recent models of the ionizing emissivity.5 Although more photons are absorbed earlier in

the gradual model, the cumulative number is similar to the rapid models because much of

the gas remains un-relaxed in the latter.

3We have also run an enhanced sinks version of the gradual model. While it is in better agreement with
the z < 5 Γ−12 measurements – reconciling a major deficiency of the model – we find λmfp

912 (z = 6) = 14h−1

Mpc. This is still much larger than the measurement, suggesting that an even larger boost to the sinks at
z ∼ 6 would be required in this scenario.

4The number of recombinations is given by the total number of absorptions minus the net number of
ionizations.

5We find 1.5 and 1.8 photons/H atom in the models of [105] and [129], respectively.
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Figure 3.2: Top: Cumulative number of absorptions (thick curves) and recombinations
(thin faded curves) per H atom for our models. The vertical line corresponds to the end of
reionization. Bottom: Product of the effective LyC escape fraction and ionizing efficiency for
each of our models. The rapid models are broadly consistent with observational constraints
on ξion provided that f eff

esc = 10− 40% (see text).

In a paper submitted concurrently with this work, [145] quantify in detail the im-

plications of the B21 measurement of λmfp
912 (z = 6) for high-z galaxies. Considering also the

dark pixel fraction constraints on xion(z = 5.9), they find that 6.1+11.1
−2.4 photons per baryon

are required to bring reionization to 90% completion. Although this appears considerably

larger than our budget, we note that λmfp
912 (z = 6) in our rapid models are 1σ longer than

the central value of B21, and the neutral fractions are xHI = 20%. Adjusting for the former

would bring down their budget to 3.7 photons per baryon. Adjusting for latter would bring

us further into agreement. Moreover, we have rerun the rapid simulation, but with a uni-

form 3.8× (2.5×) boost to the clumping (emissivity). This yields xion(z = 5.9) = 88% and

λmfp
912 = 3.65h−1, closer to the B21 central value of 3.57h−1 Mpc. It requires 5.2 photons/H

atom by z = 5.9.
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The emissivity is commonly modeled as Ṅγ = f eff
escξionρUV, where f

eff
esc is an effective

escape fraction, ξion is the ionizing efficiency, and ρUV is the UV luminosity density. The

bottom panel of Fig.3.2 shows the product, f eff
escξion, obtained by applying this relation

to our Ṅγ and integrating the UV luminosity function of [129] for ρUV. Previous studies

have assumed log(ξion/[erg
−1Hz]) = 25.2− 25.3, consistent with the constraints of [146] for

4 < z < 5 galaxies. There is evidence that the bluest galaxies at higher redshift exhibit

higher efficiencies, log(ξion/[erg
−1Hz]) = 25.6−25.9 [146, 147, 148]. For the rapid models to

be consistent with values of 25.8(25.3) requires f eff
esc = 11(35)%. The gradual model requires

a more extreme f eff
esc = 28(89)% at its peak of z = 10. However, if we let Mmin = 108h−1M⊙,

we find f eff
esc = 10(32)%, indicating that such an early peak in emissivity would likely require

efficient star formation in galaxies with M < 109h−1M⊙ (see e.g. [129]). Our f eff
esc are

similar to those reported by [145]. That our rapid models require f eff
esc = 10− 40% supports

the conclusion that faint z > 6 galaxies must have been prolific leakers of LyC radiation, if

reionization was driven by stellar emissions.

The top and bottom sets of panels in Fig. 3.3 show light cones through our

rapid+enhanced sinks and gradual models, respectively. In each set, the top(bottom) panel

shows Γ−12(λ
mfp
912 ). The neutral islands down to z ≈ 5.5 likely make both models compatible

with the large opacity fluctuations observed in the Lyα forest [126, 104]. The Lyα forest

mean flux evolution, however, may already disfavor the gradual model (c.f. bottom-middle

of Fig. 3.1). Another contrasting feature is the existence of large (R ∼ 10s Mpc) ionized

bubbles out to z ∼ 9 in the gradual model, which is of interest for recent observations of
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Figure 3.3: Light-cone slices (1 Mpc/h thick) of Γ−12 and λmfp
912 from our rapid+enhanced

sinks (top) and gradual (bottom) models. In the rapid model, λmfp
912 evolves quickly at z < 6

as the gas relaxes and neutral islands disappear. After reionization is finished, λmfp
912 is

limited by sinks in over-dense regions. In the gradual model most gas is relaxed by z ∼ 6
and there is less neutral gas, resulting in a longer λmfp

912 .

bright LAE over-densities at z > 7 [149, 150, 148]. The different global xion and morpholo-

gies may be testable by forthcoming 21cm surveys.

3.3 Conclusion

We have explored the implications of the B21 MFP measurements for reionization.

Taken together with constraints on the intensity of the metagalactic ionizing background,

we have argued that the rapid evolution from λ912
mfp(z = 6) = 3.57+3.09

−2.14 cMpc/h to λ912
mfp(z =

5.1) = 37.71+6.72
−5.06 cMpc/h favors a rapid and late reionization process. We have also argued

that the short value of λ912
mfp(z = 6) is evidence that reionization was driven primarily

by the faintest, least biased galaxies among its sources. In our preferred models, ≈ 3
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ionizing photons/H atom are required to complete reionization. Half of them come from

galaxies with M ∼ 109h−1 M⊙, or lower. At z = 6(8), this corresponds to UV magnitudes

M1600 > −12.9(−14.0). In addition to confirming the low value of λ912
mfp(z = 6), other

avenues forward include updating the Lyα forest dark pixel limits on xion and constraining

the IGM temperature at z ∼ 5.5. Our analysis highlights the complementary channels for

constraining reionization with QSO absorption spectra.
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Chapter 4

Small-scale clumping of dark

matter and the mean free path of

ionizing photons at z = 6

4.1 Introduction

Small-scale power is a defining feature of cold collisionless dark matter (CDM),

manifested in halo formation down to perhaps Earth-mass scales [151, 152, 153, 154]. Fig-

ure 4.1 summarizes some recent constraints on the linear matter power spectrum, Plin(k),

across the range of scales currently accessible to observations. The top horizontal axis

shows the Larangian mass scale corresponding to wavenumber k, M = 4π
3 ρm(z = 0)R3,

where R = 2π/k and ρm is the cosmological matter density. The Lyman-α forest flux

power spectrum is sensitive to Plin(k) up to wavenumber k ≈ 50 hMpc−1, with the most
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recent measurements placing tight limits on the parameter space of CDM alternatives

[155, 156, 8, 157, 158, 159, 5]1. Probing Plin(k) on smaller scales, flux ratio measurements

in strong gravitational lenses are currently sensitive to perturbations by halos with masses

M > 2× 107 h−1M⊙, corresponding to k ≈ 160 hMpc−1 [160, 7, 161]. Future observations

by the James Webb Space Telescope (JWST) aim to extend this sensitivity to M ∼ 2× 106

h−1M⊙, or k ≈ 340 hMpc−1 (JWST GO-02046; PI Nierenberg). Developing methods to

measure power on even smaller scales is of great interest, given its status as an inevitable

but largely untested feature of CDM, and for its potential in probing inflationary physics.

Observations of the abundance and properties of Milky Way satellites can in prin-

ciple constrain Plin(k) down to the scales of the smallest observable galaxies – a program

termed near-field cosmology. In theory, halos with masses much below 108 M⊙ are thought

to be extremely inefficient at forming stars because they lack a robust cooling channel to

kickstart star formation2. They also struggle to accrete/retain gas against feedback and

heating by the extragalactic ionizing background [164, 165, 166, 167, 168, 169]. According

to simulations, dense remnants of at least a significant fraction of these barren halos are

expected to survive to the present day, even after they are incorporated into larger halos

(e.g. [170]). Strong gravitational lensing magnifications are uniquely sensitive to such dark

matter-dominated structures. Together with near-field cosmology, the forthcoming expan-

sion of strong lensing observations will play a chief role in nailing down the small-scale Plin(k)

[171]. However, inverting these observations still requires an accurate model connecting the

1We emphasize that the gold and gray shaded regions in Fig. 4.1 correspond to model dependent con-
straints on Plin(k) .

2See however Refs [162, 163].
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Figure 4.1: Summary of constraints on the linearly extrapolated matter power spectrum.
Power on the largest scales is constrained by Planck CMB measurements [1] and galaxy
clustering in the Sloan Digital Sky Survey (SDSS) [2]. On intermediate scales, constraints
come from cosmic shear measurements in the Dark Energy Survey (DES) [3], the Lyman-α
forest 1D flux power spectrum [4, 5], and the UV luminosity function of high-z galaxies
[6]. The thin curves show the different DM models considered in this work. The black
curve is the concordance CDM power spectrum. The yellow, green and blue curves show an
axion-like cosmology with enhanced small scale power, and thermal relic WDM scenarios
with masses mX = 3 and 1 keV, respectively. The gray shaded region denotes the 1σ
constraints from [7], derived from flux ratios and positions of strongly lensed quasars. The
yellow-shaded region denotes the range spanned by the 2σ lower limits on the thermal relic
WDM particle mass from [8] and the 2σ upper limits on the isocurvature fraction in the
ultra-light axion scenario from [9]. Although much of the constraining power from the Lyα
forest and lensing comes from mass scales as small as M = 108 h−1M⊙, on smaller scales
(right of the red dashed line) the constraints from Refs [8, 9] are extrapolations of the
assumed DM cosmology and are thus strongly model-dependent. As such these scales are
effectively unconstrained. The thick vertical dashed lines denote rough lower limits on the
range of mass scales expected to contribute to the opacity of the IGM during reionization
for two different minimum pre-reionization gas temperatures. The IGM opacity during and
shortly after (∆t ∼ 300 Myr) reionization might have been sensitive to power on scales yet
unconstrained. The possibility of exploiting this to constrain DM models is the topic of this
paper.
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abundance and properties of surviving halos to Plin(k) – an extremely formidable challenge.

It is therefore important to explore complimentary probes moving forward.

Reionization-era observations could, at least in principle, give insights into Plin(k)

from a much earlier time in the hierarchical assembly process. In fact, a census of reionization-

era galaxies has already been applied to constrain Plin(k) up to k ∼ 10 hMpc−1 (see Fig.

4.1), albeit with large uncertainty [6]. Another window, as of yet unexploited, comes from

the fact that reionization was also shaped by the small-scale structure of the IGM. In the

cold pre-reionization IGM, the Jeans filtering scale was much smaller than it is today, some-

where in the range of M ∼ 104 − 108 h−1M⊙, corresponding to characteristic temperatures

of T ∼ 10− 1, 000 K. These scales are denoted by the vertical dashed lines in Fig. 4.1. The

quoted filtering scales bracket roughly the range of existing models for heating of the IGM

by the first X-ray sources, preceding reionization [172, 173].

It has long been recognized that the “minihalos” with masses above the filtering

scale, but below the minimum mass-scale for efficient galaxy formation, may have con-

tributed significantly to the Lyman-continuum (LyC) opacity of the IGM during reioniza-

tion [174, 175]. Absorptions by these halos raised the ionizing photon budget required to

complete and maintain reionization, and possibly set the shapes and sizes of ionized bubbles

[176, 177]. The minihalos did not retain their gas content indefinitely, however. They were

evacuated over a timescale of ∆t ∼ 10 to a few hundred Myr as ionization fronts (I-fronts)

eventually penetrated inward, driving evaporative winds into the IGM. Especially in the

earlier stages of reionization, a significant number of absorptions likely occurred outside of

halos as well, owing to the higher cosmic densities and weaker ionizing background [178].3

3In fact, the results of [178] suggest that the diffuse inter-halo gas contributed a LyC opacity roughly
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After I-fronts passed through a region, pressure smoothing caused the inter-halo gas, e.g.

within filaments, to expand outward and relax to a more diffuse configuration within a few

hundred Myr. Simulating these dynamic processes requires hydrodynamics coupled with

radiative transfer to capture the interplay between self-shielding and the response of the

gas to photoheating [131, 74]. But the physics is comparatively simpler than the highly

uncertain processes that shaped the properties of star-forming galaxies and their subhalos.

Assuming that the gas structure of the IGM was not significantly spoiled by feedback from

the star formation activity of halos, the sinks of reionization could potentially become a

useful test for the existence of small-scale power.

Measuring the LyC mean free path of the IGM during reionization is the most

direct way to probe the sinks. The highest redshift constraints to date were reported

recently by Refs [13] and [14] using quasar absorption spectra at z ≈ 6. According to

recent models which place the end of reionization at around z = 5.2 [126, 127, 104], the

measurement of [13] might be the first direct measurement of the mean free path during

reionization, at a time when the global neutral fraction was ≈ 10%. Their measurement of

λmfp
912 (z = 6) = 3.57+3.09

−2.14 h−1cMpc came as somewhat of a surprise, though, because it is

significantly shorter than predictions from the contemporaneous simulations of reionization.

Shortly afterward, Ref [10] was able to recover values of λmfp
912 (z = 6) compatible with the

measurement. Crucially, their simulations included a sub-grid model of the sinks based on

the highly resolved radiative hydrodynamics simulations of [74]. Thus, Ref [10] was able

to incorporate the effects of small-scale power down to ∼ 10h−1ckpc scales in reionization

simulations with box size L = 200h−1cMpc. The key point is that the highly resolved

equal to that of the minihalos before the latter were photoevaporated.

63



simulations upon which their sub-grid model is based contain tiny gaseous structures close

to the lower limit of filtering scales quoted above, ∼ 104 M⊙ (see [178] for a detailed

discussion).4 The apparent necessity of including such small structures to reproduce the

short value of λmfp
912 (z = 6), if correct, suggests a potential broader implication for cosmology.

Might the small-scale power predicted in the CDM paradigm be necessary to explain the

LyC opacity of the reionizing IGM? This is among the central questions that we attempt

to address here.

In this paper, we examine the connection between the small-scale clumping of the

underlying dark matter model and the observed mean free path of the IGM at z > 5. We

employ hydrodynamic simulations in warm dark matter (WDM) cosmologies to quantify the

mean free path in models with a small-scale cutoff in Plin(k). We also use a semi-analytic

approach to explore scenarios with enhanced small-scale power relative to CDM. This is

motivated by models receiving increased interest in recent years, e.g. ultralight axion-like

particles [179, 180, 181, 9, 182, 183] and primordial black holes [184, 185, 186, 187, 188],

and by the fact that the observed λmfp
912 (z = 6) = 3.57+3.09

−2.14 h−1cMpc lies on the shorter side

of expectation in the standard CDM picture [13, 10, 145]. The impetus for this exploration

was the possibility that high-z mean free path measurements could become a kind of “no-

go” test for all dark matter models lacking in small scale power. Unfortunately, as we will

show, the situation turns out to be more complicated because of substantial uncertainties

in the reionization process, the extragalactic ionizing background, and thermal history of

the IGM.

4This owes to the fact that the simulations did not include any pre-heating by X-ray sources ahead of
reionization.
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This work is organized as follows. §4.2 describes our modeling methods. §4.3

discusses the mean free path in WDM models. §4.4 presents our axion-like scenario with

enhanced small-scale power. In §4.5 we offer concluding remarks. Throughout this work,

we assume the following cosmological parameters: Ωm = 0.305, ΩΛ = 1− Ωm, Ωb = 0.048,

h = 0.68, ns = 0.9667 and σ8 = 0.82, consistent with the latest constraints [1].

4.2 Numerical Methods

4.2.1 Hydrodynamic simulations of the sinks

We ran high-resolution hydrodynamic simulations of the IGM in CDM and WDM

scenarios. (We will describe our semi-analytic approach for modeling enhanced power sce-

narios in §4.4.) We used a modified version of the RadHydro code [76] in boxes with

L = 2h−1Mpc, initialized at z = 300 using transfer functions generated with CAMB [189].

WDM cosmologies were implemented using the standard approach of Refs [190, 191]. We

consider thermal relic WDM with particle masses of mX = 1 and 3 keV.5 The former was

chosen to be an extreme case which is already ruled out observationally, while the latter is

representative of models marginally allowed by recent Lyα forest analyses [8]. The blue and

green curves in Figure 4.1 show the corresponding linear matter power spectra extrapolated

to z = 0. Structure is suppressed below the free-streaming scale, which is (for thermal relic

WDM) kF ∼ 15 and 45 hMpc−1 for mX = 1 and 3 keV, respectively (Eq. 8 of Ref [191]).

As described in §4.1, pressure smoothing is a key ingredient for modeling the sinks

[131, 74, 178]. To incorporate these effects, we ran simulations with and without a uniform

5When quoting DM particle masses, we will use the standard convention of setting c = 1.
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ionizing background applied. For the former, the ionizing background was switched on at

z = 12, with intensity fixed to a hydrogen photoionization rate of Γ−12 ≡ ΓHI/10
−12 s−1 =

0.3 at z > 6. For z < 6, ΓHI evolves to approximately match observational measurements

from the Lyα forest. The evolution of ΓHI in our simulations is plotted, along with recent

forest constraints, in §4.3.2. We account for self-shielding with a model calibrated to the

fully coupled radiative hydrodynamics simulations of [74, 178]. Details are described in

Appendix B.1. In summary, we use a modified version of the fitting function of [192] for the

photoionization rate as a function of the local hydrogen density. We modified the functional

form and fitting parameters to match the median ΓHI(nH) reported by [178] (see their

Fig. 1). The intensity of the ionizing background declines steeply within density peaks,

mimicking the effects of self-shielding observed in radiative hydrodynamics simulations.

Note that our basic simulation setup and code is the same as that of [74], the main differences

being the implementation of WDM, the use of a self-shielding prescription in lieu of full

RT, and the evolution of ΓHI in the relaxed runs.

With this setup, the gas in the runs that apply an ionizing background is almost

instantaneously heated to T ∼ 20, 000 K at z = 12. The purpose of this early, impulsive

heating is to achieve a limiting case in which photoionization heating has had sufficient time

(∆t > 300 Myr) to smooth the density structure of the IGM by z = 6. We will refer to

this smoothing process as “relaxation,” and label the corresponding runs as “relaxed.” For

a fixed ionizing background intensity (ΓHI), most of the relaxation and photo-evaporation

occurs within a time ∆t ∼ 300 Myr since I-front passage, after which the local density

field possess essentially no memory of when it was reionized. Hence the density structures
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at z < 6 in our relaxed runs are representative of IGM patches that were ionized/heated

during the first half of reionization (up to differences in the local ΓHI, which we will address

below). In the opposite limit, no ionizing background was applied, such that the cold gas

clumps down to its pre-reionization Jeans filtering scale, more representative of very recently

reionized patches (see e.g. [85]). We refer to these runs as “un-relaxed.” We will use a

simple model for the evolution connecting these two limiting configurations, described in

§4.2.2.

In Appendix B.2, we show that numerical convergence can be achieved with a

smaller number of DM particles (Ndm) and gas cells (Ngas) in the relaxed runs, compared

to the un-relaxed ones. This finding reflects the different filtering scales, or minimum sizes

of gaseous structures to form, in the relaxed and un-relaxed runs. A similar effect applies

to the free streaming scale; the lighter the WDM particle, the less stringent the resolution

requirements. We adopted N ≡ Ndm = Ngas = 20483 for the CDM and mX = 3 keV

un-relaxed runs, and N = 10243 for the corresponding relaxed runs. We used N = 10243

for both the un-relaxed and relaxed runs with mX = 1 keV. In Appendix B.2, we justify

the use of a lower resolution for the relaxed and mX = 1 keV runs. We also show that, in

the un-relaxed limit, the WDM runs are better converged than the CDM runs, owing to the

intrinsic lack of small-scale power in the former. As a result, we likely underestimate the

differences in opacities between our WDM and CDM models in the un-relaxed limit. Note,

however, that our simulations do not include the effects of pre-heating by the first X-ray

sources. The pre-heating would act in the opposite direction, smoothing out the smallest

gaseous structures present in the CDM cosmology, and therefore diminishing differences.
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Our box sizes are small in order to capture the clumpiness of the cold, pre-

reionization gas, at the cost of missing large-scale power. We correct for this using the

DC mode approach of [101], which allows us to model the effects of large-scale power. We

refer the reader to [74] for a detailed description of our approach. In summary, we ran addi-

tional simulations with positive and negative box-scale overdensities applied to the cosmic

mean density. Quantities of interest (e.g. the LyC opacity) were obtained by integrating

over the distribution of densities smoothed on the box scale. We parameterize the box-scale

over-density with δ/σ, the linearly extrapolated density contrast in units of its standard

deviation, smoothed on 2 h−1Mpc scales. In addition to our standard cosmic mean runs

(δ/σ = 0), we ran simulations with δ/σ = ±
√
3. We get the mean LyC opacity by aver-

aging over the distribution of densities from a cosmological N-body simulation (described

in § 4.2.3), assuming the opacity follows a power law in density between and outside our

simulated values (see description of Eq. 4.4).6

Figure 4.2 shows slices through the gas density field from our mean-density (δ/σ =

0) simulations at z = 6. The top and bottom rows show the un-relaxed and relaxed limits

respectively. The columns show, from left to right, CDM, WDM with mX = 3 keV, and

with mX = 1 keV. Note the vast differences between CDM and the WDM cosmologies in

the un-relaxed (cold, pre-reionization) limit; CDM initially clumps down to much smaller

scales. Comparing now the bottom panels, relaxation smooths the gas in CDM to a state

not so dissimilar to that seen in the WDM run with mX = 3 keV. Note also that the WDM

structures evolve less during relaxation because they lack the small-scale power from the

6These values were originally chosen to apply the method of Gauss-Hermite Quadrature for the integration
over the Gaussian distribution of linearly-extrapolated densities (see Appendix B of Ref [74]).
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Figure 4.2: Visualization of the density field at z = 6 for CDM (left), and WDM with
mX = 3 keV (middle) and mX = 1 keV (right). We show the un-relaxed runs in the top
row and the relaxed runs in the bottom row. In the un-relaxed limit, the CDM case differs
dramatically from the WDM runs, with the gas clumping down to much smaller scales,
resulting in a shorter mean free path. However, in the relaxed limit, pressure smoothing
and photoevaporation has mostly erased this extra structure, such that the mean free paths
in the CDM and mX = 3 keV density fields are similar. In the WDM models, especially the
mX = 1 keV case, the density fields evolve considerably less than in CDM because small
structures are largely missing to being with. The lack of this small-scale structure in the
mX = 1 keV simulation results in a longer mean free path at all times.
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start. This is especially evident in the mX = 1 keV run, for which the un-relaxed and

relaxed limits are nearly indistinguishable by eye.

4.2.2 Modeling the LyC opacity in ionized regions

We model the LyC opacity of the reionizing IGM as arising from two contributions:

(1) Ionized gas within H II regions, including the self-shielding structures such as minihalos;

(2) The neutral IGM that has yet to be reionized. At z < 6, when the global neutral

fraction is < 10%, these last remaining neutral regions are mainly relegated to structures

of size R ∼ 10h−1Mpc that we will call “neutral islands” (see §4.2.3). The current section

describes our procedure for modeling the opacity in ionized regions.

We calculate the MFP at 912Å in ionized gas directly from our simulations using

the definition employed in [193],

λmfp
912 = −

〈∫
xdf∫
df

〉
= −

〈∫ 0

1
xdf

〉
(4.1)

where x is the distance along a sightline and f = exp(−τ(x)) is the factor by which ionizing

photon flux would be attenuated along the sightline. The second equality assumes that f is

negligible at the end of the sightline. We evaluate Eq. 4.1 directly by computing the integral

for 10,000 randomly positioned and oriented sight lines and averaging the results.7 The gas

fields in our un-relaxed runs are cold and fully neutral (because no ionizing background was

applied). To obtain the MFP in the limit of short ∆t after I-front passage, we post-processed

the un-relaxed runs under the assumption of photoionization equilibrium assuming the case

A recombination rate, applying also the self-shielding model discussed in the last section.

7We have checked that (1) the MFP as given by Eq. 4.1 agrees well with the definition used in Ref [74]
and (2) 10,000 sightlines is sufficient for convergence of Eq. 4.1.
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Applying the equilibrium assumption is motivated by the short photoionization time scale of

tPI ∼ 1/ΓHI ∼ 100, 000 yr, relative to the tens to hundreds of Myr over which the relaxation

process occurs. We also set the temperature of the gas to a uniform Tre = 20, 000 K, which

is representative of temperatures in the wake of recently passed I-fronts [194, 135, 195].

It is instructive the compare MFPs among our CDM and WDM simulations. In

Figure 4.3 we show such a comparison using the same runs from Figure 4.2. To isolate

differences arising from the different DM cosmologies (i.e. the gas density structures), we

re-scale the photoionization rate in all of the simulations to a constant Γ−12 = 0.3, and we

set the temperature to a uniform value of T = 104 K. In this case, evolution in the MFP is

driven entirely by the density field. The solid and dashed curves show the un-relaxed and

relaxed limits, respectively. In the un-relaxed limit, the MFP increases substantially as the

WDM particle mass decreases and the free-streaming scale increases. The relaxed limits

are much more similar, with the CDM and mX = 3 keV models being nearly identical at

all redshifts. This similarity between CDM and the mX = 3 keV case follows intuitively

from the similarity in the density strucure of the IGM seen in the bottom-left and bottom-

middle panels of Fig. 4.2. The comparison also highlights that photoevaporation and

pressure smoothing affect structures of the same mass scales that drive differences in the

un-relaxed CDM and mX = 3 keV runs.

Reionization is spatially patchy such that, at any given time during the process,

different locations within the ionized phase of the IGM are at different stages of relaxation.

We will denote the redshift at which some patch of the IGM was reionized with zre. The

results of Figure 4.3 suggest that the local MFP in a recently reionized patch (z ∼ zre)
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Figure 4.3: Mean free path for a simple test case in which we post-processed our mean-
density runs assuming a constant Γ−12 = 0.3 and T = 104 K for CDM (black), mX = 3
keV (red) and mX = 1 keV (blue), in the un-relaxed (solid) and relaxed (dashed) limits.
Holding ΓHI and T constant ensures that the evolution in the MFP reflects only changes in
the density field. There are considerable differences between the three DM models in the un-
relaxed limit owing to the dramatic difference in the amount of small-scale structure shown
in Figure 4.2. However in the relaxed limit the CDM and mX = 3 keV cases are nearly
identical and the relative difference with the mX = 1 keV run decreases, again reflecting the
trends in Figure 4.2. The similarity of the relaxed CDM and mX = 3 keV cases highlights
the fact that free-streaming and pressure smoothing affect the same mass scales in these
models.
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of the IGM differs substantially between the DM models considered here. However, the

differences begin to disappear as the gas relaxes and small-scale power is erased. Clearly,

the sensitivity of the global MFP to the free streaming scale depends on the fraction of

IGM that is still relaxing (∆t < 300 Myr since ionization). The larger this fraction is, the

more sensitive the global MFP will be to differences in small-scale power.

Modeling the global mean free path at a given z requires averaging over the dis-

tribution of local reionization redshifts, zre, in the ionized phase of the IGM. Given a global

reionization history, xion(z), this distribution at redshift z can be written as

dP

dzre
(z, zre) =

1

xion(z)

dxion
dzre

∣∣∣
zre≥z

(4.2)

Our simulations provide models for the opacity of the ionized IGM in the un-relaxed and

relaxed limits. Denoting the local absorption coefficient at some location in the IGM as

κ(∆t, zre), where ∆t is the cosmic time that has elapsed since zre, we model the evolution

between the two limits with a simple relaxation ansatz,

κ(∆t, zre) = κu + [κr − κu]

[
1− exp

(
− ∆t

trelax

)]
. (4.3)

Here, κu and κr denote the un-relaxed and relaxed absorption coefficients, respectively,

which are taken from our simulation runs (computed using Eq. 4.1 with κ ≡ 1/λmfp
912 ), and

trelax is the relaxation time scale. Note that κu and κr are the opacities averaged over

simulation box-scale densities (DC modes), given by

κX(∆t, zre) =

∫
κX(∆t, zre,∆box)

dP

d∆box
d∆box (4.4)

where X ∈ {u, r}, ∆box is the matter density smoothed on the box scale L = 2 h−1Mpc,
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κX(∆t, zre,∆box) = 1/λmfp
912 is the absorption coefficient in the simulation box with box-scale

density ∆box, and
dP

d∆box
is the PDF of ∆box, which is obtained from the cosmological N-

body simulation described in the next section. We interpolated log κ linearly in log∆box,

effectively assuming a power law relation between κ and ∆box.
8

In what follows, we adopt a fiducial value of trelax = 150 Myr unless otherwise

noted. This choice is consistent with the radiative hydrodynamics simulations of [74], in

which relaxation is observed to be completed by ∆t ∼ 300 Myr.9 Note that trelax essentially

sets the relative importance of un-relaxed gas in our model. Larger values result in more

un-relaxed gas contributing to the opacity, which, in turn, amplifies differences between the

DM cosmologies. We will explore how different choices of trelax affect our main results in

§4.3.2. In Appendix B.3, we test our relaxation ansatz against the opacity evolution in a

simulation run with zre = 6.5. We find 10% or better agreement with the simulation at

4.5 < z < 6.5, confirming both the accuracy of the ansatz and our fiducial choice of trelax.

Finally, the average absorption coefficient in ionized gas is

⟨κion⟩(z) =
∫ z

zinit

dzreκ(z, zre)
dP

dzre
(z, zre), (4.5)

where zinit is the starting point of reionization, which we take to be z = 12.10 We note

that the κ(z, zre) appearing in (4.5) is already averaged over DC modes (Eq. 4.4), hence

Equation 4.5 neglects the correlation between density and zre due to inside-out reioniza-

tion. This may mean that we over-estimate the impact of un-relaxed gas, since at the end

8To convert between δ/σ and the nonlinear density ∆box, we use Eq. 18 of Ref [196].
9Since trelax is an e-folding timescale, relaxation will be ∼ 90% complete after 2trelax = 300 Myr in our

fiducial model.
10Note that specifying z and zre is equivalent to specifying ∆t and zre.

74



of reionization recently ionized gas is expected to be under-dense on average. However, this

effect is degenerate with uncertainties in trelax, since both affect the relative importance of

un-relaxed gas, and hence should not impact our broad conclusions. We also note that our

analysis does not account for spatial fluctuations in ΓHI in ionized gas, which may persist

on large scales near the end of and after reionization [197, 79]. This effect is also likely

degenerate with trelax to some extent, since un-relaxed gas in voids is likely to also have

the lowest ΓHI. The absorption coefficient in ionized gas is added to a contribution coming

from neutral islands, which we discuss in the next section. The global reionization histo-

ries from which dP
dzre

are obtained (see Eq. 4.2) come from radiative transfer simulations of

reionization, which we also describe in the next section.

4.2.3 Opacity from Neutral Islands

We modeled the opacity from neutral islands using ionization fields from simula-

tions of reionization. These were run with the radiative transfer code of [10] in a box with

L = 300h−1Mpc andN = 3003 RT cells. The halo catalogs and density fields for the RT sim-

ulation were obtained from a cosmological DM-only simulation run with MP-Gadget [198],

with N = 20483 DM particles. Halos were identified on-the-fly with a friends-of-friends

algorithm down to a minimum mass of Mhalo
min = 8.5× 109 h−1M⊙, which corresponds to 32

DM particles.11 Models suggest that halos below this mass could have hosted galaxies that

contributed significantly to reionization. Thus, we extended the RT source halos down to

11We checked that the halo mass function in our simulation agrees well with published mass functions
down to this limit.
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Figure 4.4: Reionization simulations employed in this study. Upper left: volume-weighted
mean ionized fraction vs. redshift for the three reionization histories considered in this
work. Other panels: slices through the ionization fields at z = 6 in a (300 h−1Mpc)3

volume for each scenario. Black denotes cells with HI fractions ≥ 0.5. We consider rapid
reionization models in which reionization is driven by faint and bright sources (upper right
and lower right respectively) and a gradual model in which reionization is nearly over at
z = 6 (lower left). The neutral islands are the smallest in the gradual case because the
neutral fraction is smallest. In the case where bright sources dominate, the neutral island
are less porous and hence take up a smaller effective volume (at approximately fixed global
neutral fraction). These simulations were run with the radiative transfer code of [10]. We
use them to model the distribution of reionization redshifts, dP

dzre
(see eqs. 4.2 and 4.5), as

well as the contribution to the LyC opacity from neutral islands.
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a minimum mass of 109h−1M⊙ using a sub-grid algorithm based on the non-linear biasing

approach of [137] (see also [10]).12

Several recent works have studied how the reionization source population differs in

WDM cosmologies, compared to CDM (e.g. [200, 201, 202]). In models with a larger free-

streaming scale, reionization tends to start later and is driven by brighter sources owing to

the suppression of the halo mass function at lower masses. In what follows, we do not model

the effects of the underlying DM cosmology on the reionization history, with the rationale

that any differences in the ionizing emissivity of the sources are mostly degenerate with

uncertain astrophysical parameters such as the star formation efficiency or escape fraction.

We assume that we could always tune these source parameters to achieve approximately the

same global neutral fraction among the DM cosmologies. Our main aim here is to quantify

how small-scale power in the ionized IGM changes the mean free path, so we will compare

different cosmologies at a fixed global neutral fraction. We note that our approach neglects

potential differences in the neutral island morphology among the cosmologies.

To explore how different reionization histories/morphologies come into play with

the observed mean free path, we employed three models for the ionizing photon output of the

sources. The first is the fiducial rapid reionization model from [10], in which reionization

has a late midpoint (z ∼ 7.1) and in which every halo down to with a minimum mass

of Mhalo
min = 109 h−1M⊙ has the same ionizing photon emissivity. The latter condition

means that the faintest, lowest-mass halos produce the bulk of the ionizing photons. We

refer to this scenario as the “Rapid/Faint” model. Our second model has a more gradual

12To populate the sub-grid halos, we drew from the mass function of [199], which agrees well with the
resolved mass function in our simulation.

77



reionization history with an earlier midpoint (z ∼ 8.5), and also assigns the same emissivity

to every halo - we refer to this as the “Gradual/Faint” model. Our third model has a similar

reionization history as the Rapid/Faint case, but has a minimum mass of 8.5× 109 h−1M⊙

and assumes the emissivity of each halo is proportional to its UV luminosity, obtained by

abundance matching to the UV luminosity function of [129]. In this case, reionization is

dominated by bright, highly biased sources - we refer to this as the “Rapid/Bright” model.

What is important for our purposes is that the structure of the neutral regions in these

models are significantly different, as shown visually in Figure 4.4. The top-left panel shows

the global reionization histories in the three models, while the other panels show slices

through the ionization fields at z = 6. Neutral gas is depicted in black. Comparing the

top- and bottom-right panels, the two rapid models have approximately the same global

neutral fraction of xHI ≈ 25% at z = 6. The model with brighter sources (bottom), however,

exhibits less porous neutral islands and larger ionized regions compared to the model with

fainter sources (top). The neutral islands are much smaller in the gradual model because

reionization is closer to completion, with xHI(z = 6) ≈ 10%.

In Figure 4.5, we show the ionized bubble and neutral island size distributions

(IBSD and NISD, left and right panels, respectively) in our simulations at z = 6. We de-

fine these sizes using the ray-tracing method described in Ref [11] and implemented in the

publicly available package tools21cm [203]. The Rapid/Faint model has the smallest ionized

bubbles, as is clearly seen in Fig. 4.4, and thus the highest opacity due to neutral gas. In the

right panel the Rapid/Bright model stands out with the largest (least fragmented) neutral

islands owing to the sparse and highly biased distribution of its ionizing sources. Note that
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Figure 4.5: Distribution of ionized bubble (left) and neutral island (right) sizes in our
reionization simulations at z = 6. Both use the ray tracing method of [11] for quantifying
the region size. The Rapid/Faint case has the smallest ionized bubbles and hence the highest
opacity due to neutral islands, while the other two models have similar bubble sizes. The
Rapid/Bright model has the largest (least fragmented) neutral islands owing to the sparsity
and bias of sources in that model, while the other two models have smaller islands sizes.

the x axis is in Mpc here rather than h−1Mpc to aid comparison with the NISD results

of Refs [93, 204].13 WDM scenarios with lighter mX have fewer low-mass halos (see left

panel of Fig. 4.10 in §4.4) and thus we expect them to have morphologies more toward our

Rapid/Bright case. As we will discuss below, the degree to which neutral islands affect the

measured MFP is uncertain, potentially in a way degenerate with morphology differences

between WDM models. Given these uncertainties, for simplicity we proceed by comparing

different cosmologies with the neutral island morphologies fixed.

13On average our islands are somewhat smaller than found by [93] at 25% and 10% neutral (left and middle
panels of their Fig. 9) while our Rapid/Bright model is similar to the models in [204] at 16% neutral (left
panel of their Fig. 6). Our islands may be smaller than theirs in part because of our threshold of xHI > 0.5
for a cell to be part of an island, which ignores many partially ionized cells, especially in the models with
faint sources. Still, the spread between our models is similar to the range found in [93] and larger than that
in [204], giving us confidence that our range of scenarios is representative.
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We used the 3-dimensional ionization fields to calculate the contribution from

neutral islands to the mean absorption coefficient. Following [10], we traced 50,000 sight

lines from random positions to create mock quasar absorption spectra, and then extracted

the absorption coefficient by fitting a stack of these spectra to the model of [143]. This

stacking/fitting procedure mimics the method by which the mean free path is measured

observationally. When we fit the stacked absorption spectra following [143], we allow the

normalization of the flux to float in the fit, as is done in [13]. Importantly, this prevents

sightlines that start in neutral islands from contributing to ⟨κneutral⟩, since they contribute

zero flux to the stack at all wavelengths. In contrast, fixing the normalization of the stack to

be 1 at 912Å effectively includes these sight lines (inappropriately) and yields a somewhat

higher ⟨κneutral⟩ (lower MFP). For the Rapid/Faint, Gradual/Faint, and Rapid/Bright mod-

els respectively, our fiducial procedure yields a neutral island MFP that is 43%, 16%, and

29% larger than obtained by fixing the stack normalizations to 1. To isolate the contribution

from neutral islands, we set the opacity to zero in cells where the local ionized fraction is

xion > 0.5. Denoting the absorption coefficient from neutral islands with ⟨κneutral⟩, we write

the total absorption as κglobal = ⟨κion⟩+ ⟨κneutral⟩, and then take the “measured” mean free

path to be λmfp
912 = 1/κglobal. We caution, however, that our estimate of λmfp

912 likely does

not provide an exact apples-to-apples comparison to the measurements of Refs [13, 14] at

z = 6. We will return to this point in the next section.
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4.3 DM models with suppressed small-scale power (WDM)

4.3.1 Results

Figure 4.6 shows the redshift evolution of the MFP in the CDM and two WDM

models considered here. For this comparison, we use the Rapid/Faint reionization scenario

described above, but we will explore the other scenarios below. The data points show the

observational measurements and limits of Refs [12], [13] and [14]. The left panel shows

our full models, including opacity from ionized gas and neutral islands, while the right

panel considers only the opacity from ionized gas. The thin gray curve in the left panel

corresponds to the opacity from neutral islands, i.e. 1/⟨κneutral⟩ as defined in §4.2.3. As

expected, the MFP generally increases with the free streaming scale. The differences are

rather modest, however, in the left panel. At z = 6, the model with mX = 3 (1) keV differs

from the CDM case by 19 (45) %. By z = 4.55, the difference is 5 (43) %.

The differences between the DM cosmologies are smaller than we might naively

expect, particularly at z > 6, where the prevalence of un-relaxed/clumpy gas should drive

larger differences between CDM and WDM. To understand why, consider the MFP neglect-

ing the contribution from neutral islands (right panel). There, the differences are indeed

larger at higher redshift, when a larger fraction of the gas is un-relaxed. However, compar-

ing to the left panel, the opacity from neutral islands contributes more at these redshifts.

Most importantly, at fixed global neutral fraction, the neutral islands contribute a larger

share of the opacity as the free streaming scale is increased. Thus, when they are accounted

for, the neutral islands obscure differences arising from the free streaming scale. This effect

would be even larger if the free streaming scale also suppressed the source population. For
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example, one could imagine a scenario in which reionization is delayed in the model with

mX = 1 keV. In this case, the neutral islands would play an even larger role in setting the

opacity at z = 6, perhaps bringing λmfp
912 closer to the CDM result.

On the other hand, by z ∼ 4.5, most of the small-scale structure in the CDM model

has been erased by smoothing/photo-evaporation. We thus see the CDM and mx = 3 keV

models converging. Visually, this is consistent with the bottom- left and -middle panels of

Fig. 4.2. We are led to conclude that the marked lack of difference seen in the left panel

owes to two effects: (1) neutral island opacity at higher redshift (z > 6); (2) relaxation

at lower redshift (z < 5). Both the CDM and mX = 3 keV results agree reasonably well

with MFP measurements at z ≤ 5, while the mX = 1 keV case overshoots by a factor of

∼ 1.5. This suggests that it may be difficult to reconcile the mX = 1 keV model with

the measurements unless reionization ends even later than in our fiducial model, for which

xion ≈ 20% at z = 6.

Figure 4.7 shows what happens if we vary the underlying reionization model. The

left panel compares our Gradual/Faint (solid) and Rapid/Faint (dashed) reionization sce-

narios. The global neutral fractions at z = 6 are xHI ≈10% and 20%, respectively. Overall,

the MFP at z = 6 is significantly longer in the Gradual/Faint model for two reasons: (1)

A smaller contribution from neutral islands owing to the smaller xHI; (2) A larger fraction

of relaxed gas in the ionized regions, since much of the IGM is reionized earlier in the

Gradual/Faint model (see top-left panel of Fig. 4.4). Neutral islands contribute less to the

opacity at z = 6 in the gradual model, which would act to enhance differences between

the WDM and CDM models. This effect is muted, however, because the ionized gas is, on
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Figure 4.6: Mean free path for CDM and two WDM models with different particle masses.
Left: Mean free path evolution for CDM (solid black), mX = 3 keV (dashed red) and
mX = 1 keV (dotted blue) in our faint sources/rapid reionization scenario. The thin
grey line shows the MFP due to netural islands alone (1/⟨κneutral⟩, see §4.2.3). The results
shown here represent our full model of the IGM opacity, including contributions from ionized
regions and neutral islands. We show the observational measurements of Refs [12, 13, 14]
(the lower limit from Ref [14] at z = 6 has been shifted slightly to the left for clarity).
Right: the MFP for the same three models but with the neutral island contribution omitted.
Differences between the DM cosmologies are suppressed by two effects: (1) at lower redshift
(z < 5.5), Jeans pressure smoothing and photo-evaporation erases much of the small-scale
power that would otherwise distinguish these models; (2) At higher redshift z > 6, neutral
islands contribute increasingly to the IGM opacity. Hence, at fixed global neutral fraction,
the MFPs become more similar between the models when the effects of neutral islands are
included (compare left and right panels).
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average, more relaxed. Hence there is less small-scale structure to drive a difference between

the CDM and WDM λmfp
912 .

The curves in the right panel correspond to our Rapid/Faint and Rapid/Bright

scenarios. These have nearly identical reionization histories, so there is no significant dif-

ference in the relaxation state of the gas. Rather, the differences in the MFP at z = 6

are driven entirely by the structure of the neutral islands. In the Rapid/Bright scenario,

there are fewer neutral islands and they are larger, on average, resulting in a significantly

lower opacity contribution from neutral islands. Hence, the WDM results differ more from

the CDM case at z = 6, with the MFP being 30% and 80% larger for mX = 3 and 1

keV, respectively. These results highlight a key point for interpreting the measurement

of λmfp
912 (z = 6) by [13]. Constraining the global neutral fraction at z = 6 is of utmost

importance for gaining insight into the sinks from the MFP measurement.

Indeed, it would be helpful to know whether any of the opacity comes from neutral

islands. As mentioned in the previous section, our estimate of λmfp
912 near z = 6 may not be

directly comparable to the measurements of [13, 14], mainly because it is unclear to what

extent neutral islands, if they are present at z = 6, affect those measurements. Most of the

quasar spectra used in these works do not show evidence of neutral islands near the quasar,

as is to be expected for the highly biased regions in which these quasars likely reside [205].

As such, their measurements may more closely reflect λmfp
912 in the ionized component of the

IGM (see right panel of Fig. 4.6).

Table 4.1 brackets the range of possibilities for the effect of neutral islands on our

results. The middle column shows percentage differences in the MFP between WDMmodels
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Figure 4.7: Interplay between the DM cosmology and features of the reionization model.
Left: Comparing our Gradual/Faint (solid) and Rapid/Faint (dashed) reionization scenar-
ios. Both models here assume our fiducial source model, which is driven by faint galaxies
(see main text, and Fig. 4.4). In the Gradual/Faint case the MFP is longer at z = 6 owing
to the reduced opacity from neutral islands, and to the dearth of clumpy, un-relaxed gas
in the ionized regions. The latter also suppresses differences between the DM cosmologies.
Right: Comparing our Rapid/Faint and Rapid/Bright scenarios. These models have the
same global reionization histories, but vary the brightness and bias of the sources. The MFP
is longer in the Rapid/Bright model because the neutral islands are more anti-biased, so
they contribute less to the total IGM opacity. In this case, the relative differences between
DM models are enhanced because the small-scale structure in ionized regions contributes a
larger fraction of the total opacity.

% Diff. at z = 6 for mX = 3 (1) keV Ionized Only Fiducial Prescription

Rapid/Faint 37 (112)% 19 (45)%
Gradual/Faint 22 (69)% 17 (50)%
Rapid/Bright 40 (121)% 30 (80)%

Table 4.1: Percentage differences between the mX = 3 (1) scenarios and CDM at z = 6 for
all three of our reionization histories under different assumptions about the contribution of
neutral islands to the measured MFP. We bracket the range of possibility by assuming that
either neutral islands do not contribute at all to the measured opacity (“Ionized Only”),
or that they contribute as predicted by our fiducial stacking/fitting procedure (“Fiducial
Prescription”). Although the differences between DM cosmologies are larger in the Ionized
Only scenario, the truth is likely somewhere between these two limiting cases.
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and CDM for the scenario in which neutral islands do not contribute at all to the opacity.

The right column shows the same but adopting our fiducial prescription for the neutral

island opacity. As mentioned previously, the differences between the cosmologies are larger

if the quasar stacks effectively measure the opacity of only the reionized phase of the IGM.

The truth is likely somewhere between these two cases. This discussion highlights the need

for further work on how neutral islands affect the measured MFP during reionization.

4.3.2 Effects of modeling assumptions

In this section, we will examine the effects of several assumptions made in our

modeling. We adopt our Rapid/Faint model in the ensuing comparisons. In Figure 4.8,

we show the effect of varying the gas relaxation timescale in our model, trelax. Recall that

lengthening (shortening) this timescale enhances (reduces) the contribution of un-relaxed

gas to the opacity, which acts to increase (decrease) differences in λmfp
912 between the WDM

and CDM models. The left panel assumes trelax = 50 Myr, while the right panel assumes

trelax = 500 Myr. These values were chosen to be somewhat extreme examples to highlight

the effect of this parameter. (Our fiducial value is trelax = 150 Myr, which is motivated

by recent results from radiative hydrodynamics simulations [131, 74].) We see that the

difference between the DM models is generally greater when the relaxation time scale is

longer, i.e. when a large fraction of the IGM is un-relaxed. For example, relative to the

CDM λmfp
912 at z = 6, the models with mX = 3 (1) keV have a 37 (90) % longer λmfp

912 for

trelax = 500 Myr. For trelax = 50 Myr, the difference reduces to 7 (20) %. The CDM

results with trelax = 500 Myr are more consistent with the short MFP at z = 6, but they

under-shoot the z ≤ 5 measurements. We note, however, that a value of trelax = 500 Myr
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Figure 4.8: Effect of the relaxation timescale on the MFP. Left: MFP for each of our DM
models assuming a relaxation timescale of trelax = 50 Myr. Right: same, but for trelax = 500
Myr. We see that shorter (longer) relaxation timescales result in longer (shorter) λmfp

912 and
a reduced (increased) difference between the different DM scenarios. All these trends owe
to the increased contribution to the opacity from un-relaxed gas in the scenario with larger
trelax.

is a much longer time scale than is observed in the simulations of [74]. Figure 4.8 mainly

highlights that the sensitivity of the MFP to small-scale power relies on how much of the

ionized IGM is un-relaxed.

Next we consider how the intensity of the extragalactic ionizing background factors

into our calculations. The data points in the left panel of Figure 4.9 show Lyα forest

measurements of the hydrogen photoionization rate, which scales with the intensity of the

ionizing background. Clearly there is still considerable uncertainty in Γ−12 at z > 4.5.

The solid/black curve shows the evolution of Γ−12 in our hydrodynamic simulations of the

sinks. Here we explore what happens to our results if we vary Γ−12. We bracketed the

uncertainties in the measurements with two histories in Γ−12, shown as the upper and lower

bounds of the blue shading in Figure 4.9. We then re-scaled the neutral hydrogen densities

in our simulations under the assumption of photoionization equilibrium, and recomputed
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the MFPs in our models. The right panel of Figure 4.9 shows the result of this exercise.

For each DM model, the shaded region corresponds to the ratio of the MFP from the

high and low ΓHI histories with the fiducial one. The solid curves denote the ratio of the

MFP with CDM for each of the DM models assuming the fiducial ΓHI history (that is, of

the solid curves in Fig. 4.6). The range spanned by the shaded regions is similar to the

difference between CDM and mX = 1 keV at z > 5.5 (a factor of ∼ 1.4), and becomes

significantly larger at z < 5.5 (a factor of ∼ 2.5 vs. ∼ 1.5). These results suggest that

the considerable uncertainties in Γ−12 alone make it difficult to rule out convincingly with

MFP measurements even the mX = 1 keV model, which has already been ruled out by Lyα

forest flux power spectrum measurements [8].

Lastly, we comment on the assumed thermal history of the IGM in our models.

Consider first the thermal history of a gas parcel starting with the impulsive heating by I-

fronts at redshift zre (we will discuss the history prior to this below). At z ≤ zre, the thermal

history of the gas affects the evolution of its Jeans filtering scale as well as its equilibrium

HI fraction through the temperature dependence of the recombination rate. The simple

relaxation ansatz employed here (eq. 4.3) implicitly models these effects by evolving the

opacity in hot, un-relaxed gas (assumed to be at Tre = 20, 000 K), towards a cooler, relaxed

limit with T ∼ 8, 000 K, the temperature to which the gas relaxes in our hydrodynamic

simulations. Variation in the thermal history at z ≤ zre can come in two forms: (1)

variation in the impulsive heat injection by I-fronts as they sweep through, encapsulated in

the reionization temperature, Tre; (2) variation in the photoionization equilibrium heating

rate of the highly ionized gas, well after I-front passage. The latter depends only on the
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Figure 4.9: Effect of different ΓHI histories on the MFP. Left: range of ΓHI histories con-
sidered in our analysis (shaded region) compared to three sets of measurements from the
literature. The solid black line denotes our fiducial history for ΓHI. Right: Comparison
of the uncertainty in the MFP from DM models vs. ΓHI. The solid lines denote the ratio
of the MFP with CDM for the different DM models assuming the fiducial ΓHI history, and
the shaded regions denote the range spanned by the different ΓHI histories for each model.
At z > 5 the size of the spread due to ΓHI is similar to the difference between CDM and
mX = 1 keV, and at z < 5 the former is significantly larger. The shaded regions all roughly
overlap, highlighting the insensitivity of the ΓHI uncertainty to the assumed DM cosmology.
We see that uncertainty in the history of ΓHI would considerably complicate any effort to
distinguish even the CDM and mX = 1 keV scenarios, the latter of which has been ruled
out already by the Lyα forest.
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spectrum of the extragalactic ionizing background, which maintains the ionization state of

the gas. While this spectrum is highly uncertain, a realistic variation in the spectral shape

leads to only ∼ 30% changes in the IGM temperature [206, 135], and a smaller change in

the opacity/MFP. Variations in Tre could lead to factor of 2 changes in the thermal history

if reionization is still ongoing at z < 6 (see e.g. Fig. 1 of [135]). Using radiative transfer

simulations of I-fronts, Ref [135] found that reionization temperatures are likely in the range

Tre ≈ 17, 000 − 30, 000 K. We note that the upper limit of this range, Tre = 30, 000 K, is

50% hotter than our assumed value. Since the amount of heat dumped into the IGM at zre

is ∼ kBTre, we expect no more than a ∼ 50% effect on our results for a realistic variation

Tre. Note also that variations at this level are much smaller than the factor of 20 − 1, 000

jump in temperature that occurs when an I-front sweeps through a cold, neutral region.

Variation in the thermal history of the gas before zre, however, could have a larger

effect on our results because it alters the Jeans filtering scale of the un-relaxed gas, which is

the driver of differences in λmfp
912 between CDM and WDM. Our hydrodynamic simulations

assume that the gas was cooling adiabatically after kinematic decoupling from the CMB.

As a result, the gas can get as cold as ∼ 10 K before the impulsive heating to Tre. If, for

example, the first X-ray sources were extremely efficient at pre-heating the gas, then the

IGM could have started out with far less small-scale structure on ∼ 104 − 106 M⊙ scales,

perhaps lengthening the predicted MFP at z = 6. To quantify roughly the maximum

effect of this pre-heating on IGM clumping, Ref [74] considered an extreme scenario among

their radiative hydrodynamic simulations, in which the gas was not allowed to cool below

T = 1, 000 K below z = 20. They found a suppression in the IGM clumping factor of ∼ 1.9
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within the first ∼ 10 Myr of zre, which translates to a lengthening of λmfp
912 by the same

factor. Although this assessment likely overestimates the effect considerably, the thermal

history of the gas prior to reionization is an important uncertainty further obscuring the

cosmological interpretation of high-z MFP measurements.

We conclude this section by discussing briefly how uncertainties from modeling

assumptions affect the feasibility of constraining WDM with MFP measurements. In a

fully ionized IGM, the main factor limiting constraints is ΓHI. Figure 4.9 shows that given

current measurements, ΓHI produces factor of ∼ 2 uncertainty in the MFP at z < 5.2. Under

very optimistic assumptions assumptions about the longevity of un-relaxed gas (right panel

of Figure 4.8, trelax = 500 Myr), the difference between CDM and mX = 3 (1) keV is a

factor of ∼ 1.4 (2) shortly after reionization ends. Assuming λmfp
912 ∝ Γ

2/3
HI , which holds

approximately in our calculations, the uncertainty in ΓHI should be reduced by at least a

factor of ∼ 1.7 to produce a spread similar to the difference between CDM and mX = 3

keV. More realistic values of trelax suggest that this factor would be even larger.14

At z > 5.2, there is only one measurement (z = 6), which has large error bars.

Even if future efforts can populate 5.2 < z < 6 with measurements of similar fidelity

to those at z < 5.2 (a challenging task), getting constraints would be complicated by

uncertainties in the reionization history and morphology. As Figure 4.7 illustrates, the

possible scenarios are sufficiently diverse that even if the detailed redshift evolution of the

MFP were known, breaking the degeneracy with a poorly constrained reionization history

could be challenging. So to obtain constraints from this range of redshifts, even with high-

14We note also that if the IGM was still undergoing reionization at 5 < z < 6, it is unclear how to
interpret existing measurements of ΓHI. These measurements generally rely on models/simulations to map
the measured forest transmission to ΓHI. The models employed to date do not include neutral islands and
fluctuations from reionization (see however Ref [79] for a discussion of the latter).
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quality MFP measurements, some constraints on the global neutral fraction and a better

understanding of how neutral islands contribute to the measured LyC opacity would be

required.

In summary, the predicted difference in λmfp
912 between CDM and WDM cosmologies

depends critically on how much gas is in an un-relaxed (still clumpy) state, which, in turn,

depends on the uncertain reionization history and time scale for relaxation. Furthermore,

large uncertainties in the intensity of the extragalactic ionizing background, and in the

thermal history of the gas prior to reionization, would further weaken cosmological inferences

from high-z MFP measurements. Based on these considerations, we conclude that the

observed short value of λmfp
912 (z = 6) is unlikely in the near future to be a useful no-go test

of DM models with small-scale power cutoffs.

4.4 Models with enhanced small-scale power

Some alternatives to standard CDM, such as ultra-light axions [9, 183], or primor-

dial black holes [188], predict a shot noise-like enhancement in the small-scale matter power

spectrum. This class of scenarios is of interest for the current paper owing to the shortness

of the measured λmfp
912 (z = 6). Indeed, the measurements of [13] are pushing models toward

a very late and rapid reionization process, and it is unclear at present whether this picture

can be reconciled in a physically consistent way with the evolution of the Lyα forest flux

evolution and its spatial fluctuations [10, 207, 208]. This motivates exploring the role that

additional small-scale power could have in producing short values of λmfp
912 , a task that we

take up here.
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As a representative example, we use the ultra-light axion DM scenario considered

in Ref [9] in which there is a white noise contribution to the power spectrum from isocur-

vature fluctuations. We adopt their fiso = 0.01 model, which corresponds to a significant

enhancement in halo abundance on < 108M⊙ scales, the mass range of interest for this

study. The orange curve in Figure 4.1 shows the linearly extrapolated power spectrum in

this model. In contrast to the previous section, we did not run hydrodynamic simulations in

the ultra-light axion cosmology. Instead, we use a simplistic model to estimate the effect of

the enhanced power on the opacity of un-relaxed gas. In the picture adopted here, the ha-

los are treated as dense, optically thick “billiard ball” absorbers, with aggregate absorption

coefficient

κhalo =

∫ ∞

Mmin

dMσh(M)
dn

dM
. (4.6)

Here, dn/dM is the halo mass function and σh(M) is the physical cross-section of a halo

with mass M , which we approximate to be

σh(M) = πR2
200(M), (4.7)

where R200(M) = [3M/(4π × 200ρc(z))]
1/3 is the halo virial radius and ρc(z) is the critical

density. The parameter Mmin is the mass of the smallest gaseous halo to form, which

roughly corresponds to the Jeans filtering scale of the gas. In the un-relaxed limit, we take

Mmin = 104 h−1M⊙, the Jeans scale of the adiabatic hydrodynamic simulations that we use

to model the un-relaxed IGM. To evaluate equation 4.6 we use the halo mass function from

Ref [209], which is calibrated using the same definition of the virial radius (R200) that we

employ here. The left panel of Figure 4.10 compares the mass function in the axion-like

model to CDM and the two WDM models of the last section. The axion-like model exhibits
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enhanced halo formation on small-scales, but is nearly indistinguishable from CDM above

∼ 1010 M⊙.

If we assume that the halos provide all the opacity to ionizing photons, the relative

difference between the CDM and axion-like scenarios can be evaluated directly from the

above expressions. This assumption is closest to true in the un-relaxed limit where most

of the opacity is sourced by dense, self-shielding absorption systems in the mass range

∼ 104 − 108 M⊙ [178]. As more time elapses since zre, photoevaporation and relaxation

of the small-scale power will drive the λmfp
912 in the two models closer, as we have already

seen in the previous section. We proceed here by assuming that the ratio κfiso=0.01
halo /κCDM

halo

captures the enhancement over CDM in the un-relaxed limit, and that the relaxed limit of

the two models are the same. To implement this in our relaxation model, we simply re-scale

the κu for CDM in equation (4.3) by the ratio κfiso=0.01
halo /κCDM

halo , while leaving κr the same as

before. The results of this procedure are shown as the magenta dot-dashed curve in the right

panel of Figure 4.10, alongside our CDM and WDM models, all assuming the Rapid/Faint

reionization scenario. The green dot-dashed curve corresponds to the same fiso = 0.01

model, but adopting a shorter relaxation timescale of trelax = 70 Myr. Raising Mmin to a

value of 106 h−1M⊙ changes κfiso=0.01
halo /κCDM

halo very little across all redshifts, although the

individual values of κhalo change by nearly an order of magnitude.

The enhanced small-scale power in the axion-like model produces significantly bet-

ter agreement with the central value of the z = 6 MFP for our fiducial ΓHI and reionization

histories. However, at least for our fiducial choice of trelax = 150 Myr, the agreement at

z < 5 is considerably worse than for CDM and WDM with mX = 3 keV. The reason is that
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Figure 4.10: MFP evolution in DM cosmologies with enhanced small-scale power. As an
illustrative model, we use the axion-like scenario considered in [9]. Left: halo mass function
for the CDM case (black solid curve) compared against the axion-like scenario (dot-dashed
magenta) and the thermal relic WDM models with mX = 3 and 1 keV (dashed red and
dotted blue). Right: the MFP for the axion-like case compared to the other DM models
assuming Mmin = 104 h−1M⊙ in equation 4.6, all assuming the Rapid/Faint reionization
scenario. The enhanced power scenario has a factor of ∼ 7 more halos at masses ≤ 108

h−1M⊙ than the CDM case, which contribute significant additional opacity in the un-
relaxed limit. The resulting MFP at z = 6 is in better agreement with the central value
of the measurement, but under-shoots the measurements at lower redshifts considerably.
This discrepancy can be ameliorated by modifying the reionization history or adopting a
shorter relaxation timescale. The green dot-dashed curve shows an example of the latter,
with trelax = 70 Myr (compared to our fiducial value of trelax = 150 Myr).
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the extremely clumpy un-relaxed gas in the axion-like model that brings the MFP down at

z = 6 stays un-relaxed for too long and drives the MFP too low at z ≤ 5. This effect can

be ameliorated to some degree by modifying the reionization history to give the gas more

time to relax and/or by invoking a shorter relaxation timescale. The latter is illustrated by

the green dot-dashed curve, with trelax = 70 Myr. In the axion-like model, the relaxation

timescale could in fact be shorter than our fiducial choice of trelax = 150 Myr (which was

motivated by radiative hydrodynamic simulations in a CDM cosmology), if the opacity is

dominated by very small clumps/halos that are quickly photo-evaporated.

We conclude by noting that better agreement with the z = 6 MFP could also be

achieved within CDM given the large uncertainties in astrophysical parameters discussed

previously. For example, if ΓHI(z = 6) were a factor of ∼ 2 lower than our fiducial value (see

e.g. Ref [208]) our CDM prediction would fall closer to the measured central value of the

MFP, without compromising the agreement at lower redshift. Given this consideration as

well as large uncertainties in the MFP measurements themselves, we caution against over-

interpreting Figure 4.10 at this time. These results mainly serve to quantify the potential

role of cosmology in setting the intergalactic LyC opacity.

4.5 Conclusion

Ref [13] recently presented a measurement of the mean free path of ionizing photons

at z = 6. At face value, the short value reported by them can be interpreted as evidence

that the IGM clumps on scales M < 108 M⊙, raising the possibility of using λmfp
912 (z = 6)

to rule out DM models lacking small-scale power. Motivated by this, we have studied the
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role that the underlying DM cosmology plays in setting the z > 5 mean free path. We

considered thermal relic WDM as an example of models with a cutoff in small-scale power,

and an ultralight axion candidate as an example with enhanced power. We compared these

models against CDM predictions. The main takeaways from this study can be summarized

as follows:

• Many viable DM candidates exhibit stark differences with CDM on mass scales 104 <

M/[M⊙] < 108. Gaseous halos in this range contribute much of the IGM opacity to

ionizing photons immediately after a region has been reionized. These structures are

erased over a timescale ∼ 300 Myr by photoevaporation and pressure smoothing. We

therefore expect DM cosmologies to exhibit the largest differences in λmfp
912 during or

shortly after reionization. Recent models place the end of reionization around z = 5.2,

making z > 5 λmfp
912 measurements a potential window into the underlying DM model.

• In our thermal relic WDM scenarios with particle mass mX = 3 (1) keV, the z = 6

λmfp
912 in ionized gas is 37 (112) % longer than in CDM. However, at fixed global neutral

fraction, the contribution to λmfp
912 from neutral islands acts to obscure these differences.

For example, in our fiducial reionization model with neutral fraction ≈ 20% at z = 6,

we found more modest differences of 19 (45) % in λmfp
912 when the contribution from

neutral islands is included. Hence, without knowing the global neutral fraction, it is

difficult to rule out DM models with a small-scale power cutoff.

• Scenarios is which reionization ends earlier exhibit smaller differences in λmfp
912 between

DM cosmologies. This owes to photoevaporation/pressure smoothing having more

time to erase the small-scale structure that distinguishes these cosmologies.
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• At fixed global neutral fraction, scenarios in which the neutral islands are larger,

more clustered, and fewer in number lead to larger differences in λmfp
912 between DM

cosmologies. In these cases, the neutral islands contribute comparatively less to the

IGM opacity, such that small-scale power in ionized regions plays a bigger role in

setting λmfp
912 .

• The enhanced small-scale power in the axion-like model lowers the predicted MFP at

z = 6, bringing it into better agreement with the central value measured by Ref [13]

compared to CDM at fixed ΓHI and global neutral fraction.

• Among the key uncertainties precluding a robust conclusion on cosmology are the

intensity of the extragalactic ionizing background and the thermal history of the IGM

prior to reionization. The former sets the densities which self-shield. The latter sets

the smallest gaseous structures that can form, the Jeans filtering scale. Variations in

these quantities within plausible models produce differences in λmfp
912 similar to those

observed among the DM cosmologies considered here.

Our results illustrate the role that small-scale power plays in setting the MFP

during reionization. A key consideration that arises from our analysis is the relative im-

portance of neutral islands in setting λmfp
912 at z = 6. The less neutral islands contribute,

the more opacity must come from small-scale power in ionized regions. This question may

be addressable with existing quasar absorption spectra and obviously has important impli-

cations for reionization itself. Another more basic question is whether our model of IGM

opacity arising entirely from cosmological fluctuations is fundamentally correct. If pro-

cesses related to high-z galaxy formation affect the physical state of intergalactic gas at
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large, then our models may be missing important physics shaping the sinks. This question

can be imminently addressed with more detailed hydrodynamic simulations.
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Chapter 5

The Morphology of Reionization in

a Dynamically Clumpy Universe

5.1 Introduction

The past decade has seen an increase in the number and quality of observational

constraints on the Epoch of Reionization (EoR). Planck’s measurement of the cosmic mi-

crowave background (CMB) Thomson scattering optical depth (τes) have revised the mid-

point of reionization to z ≈ 7.5, driving the field toward late reionization models [1]. Mean-

while, studies of damping wings in high-z quasar spectra [37, 16, 18] and Lyman Alpha

Emitter (LAE) surveys [31, 32, 33, 52, 34, 35, 210] have also suggested a significantly

neutral intergalactic medium (IGM) at z ∼ 7. At z < 6, quasar absorption spectra mea-

surements may also be consistent with an ongoing reionization process down to z ∼ 5 (e.g.

[38, 126, 211, 30, 39]). Future observations with the James Webb Space Telescope (JWST),
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the extremely large telescopes, 21 cm signal experiments – e.g. SKA [45] and HERA [47, 46]

– and other line intensity mapping surveys (e.g. SPHEREx; [212]), promise to vastly ex-

pand our understanding of the EoR. This wealth of forthcoming data motivates theoretical

studies to predict and interpret reionization observables with greater accuracy.

All reionization observables, with the exception of τes, are sensitive to the spatial

structure of ionized regions, broadly termed morphology. Reionization’s morphology is

known to be sensitive to the nature of its sources as well as the LyC opacity of the IGM

[213, 214, 177, 215, 216, 145]. During reionization, gaseous halos with masses < 108M⊙,

which are too small to form stars, act as sinks of ionizing photons and play a role in setting

the IGM opacity [174, 214]. The sinks can be as small as 104M⊙ before reionization, roughly

the Jeans filtering scale in the cold IGM [217, 218, 85]. Once the IGM surrounding these

structures ionizes, their gas is photo-evaporated and pressure-smoothed over a timescale of

a few hundred Myr [175, 131, 74, 178]. We refer to this process as relaxation. Modeling

relaxation in simulations requires high (∼ kpc) spatial resolution to resolve the sinks [85]

and radiative transfer (RT) coupled to the hydrodynamics to capture the interplay between

self-shielding and pressure smoothing [131, 74].

In RT simulations that are big enough to capture the large-scale structure of

patchy reionization (> 200-300 Mpc, [132, 219], resolving the sinks presents an extreme

computational challenging owing to the > 5 orders of magnitude in spatial scales that

are required. RT simulations that come close (e.g. [220, 221, 222]) are too expensive to

run more than a handful of times. On the other hand, the semi-numerical methods of

approximating RT that have been employed for parameter space studies either ignore the
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effect of the sinks or model them in an approximate manner (e.g. [223, 224, 145]). It is

unclear, however, which approximation schemes for the sinks are accurate. Simulations

that ignore the unresolved sinks implicitly assume that their effects are fully degenerate

with the parameters that characterize the sources [214]. Other studies have attempted to

model unresolved sinks with a sub-grid clumping factor [177, 225], by adding extra opacity

to their cells [226, 227], or by specifying the mean free path as an input [197, 204, 228, 229].

These implementations vary in complexity and often disagree on what role the sinks play.

As a result, currently there is no consensus on how much of an effect the sinks have on

reionization and, relatedly, how important they are for interpreting observables. This paper

aims to further address these questions.

Another motivation for the current study is the recent measurement of the Lyman-

Limit mean free path at z = 6 by [13] (see also [14] for complementary constraints). They

reported a value of λmfp
912 = 3.57+3.09

−2.14 h−1cMpc, which is considerably shorter than extrapo-

lations from measurements at lower redshift [12]. In addition to suggesting that the IGM

may have still been significantly neutral at z = 6 [10, 230, 208], their measurement – if

confirmed – may indicate that absorptions in ionized gas consumed a majority of the reion-

ization photon budget [145]; in which case, accounting for the effect of sinks in simulations

would be critical.

The main goal of this work is to assess how important the sinks are for modeling

reionization’s morphology. Towards this end, we use a new ray-tracing RT code that was

first applied in [10]. The code has been developed for flexibility and low computational cost,

mainly by the use of large cell sizes and adjustable angular resolution in the RT calculation.
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For our fiducial simulations, we employ the [10] sub-grid model based on a suite of high-

resolution, fully coupled hydro/RT simulations, which track how the LyC opacity of the

IGM evolves in different environments after I-fronts sweep through (an expanded version

of the numerical experiments in [74]). However, one of the main features of our RT code is

that any sub-grid model of IGM opacity can be straightforwardly implemented. We exploit

this feature to compare the reionization morphologies in our detailed fiducial simulations

against sink models constructed to mimic the various assumptions made previously in the

literature.

Another goal of this work is to explore the relationship between reionization sources

and sinks. The large uncertainty in the nature of the LyC sources necessitates exploring the

sinks in different source models. Although it is widely believed that galaxies were the main

drivers of reionization, it remains unclear which galaxies sourced the LyC background (see

for example [105, 129, 231, 232]). A number of studies have looked at the impact of different

models for the sources and sinks separately; to our knowledge none have directly addressed

the interplay between the two.

This work is organized as follows. In §5.2, we describe our numerical methods. In

§5.3 we study the morphology of reionization in different sinks models. In §5.4, we extend

our analysis to include different models for the sources. We summarize our results and

conclude in §5.5. Throughout this work, we assume the following cosmological parameters:

Ωm = 0.305, ΩΛ = 1 − Ωm, Ωb = 0.048, h = 0.68, ns = 0.9667 and σ8 = 0.82, consistent

with the [1] results. All distances are quoted in comoving units unless otherwise specified.
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5.2 Numerical Methods

5.2.1 Large-Scale Radiative Transfer

We ran our reionization simulations using the new RT code of [10]. Here we

describe the features of the code relevant for this work, leaving a more detailed presentation

to a future paper.

The code inputs are a time-series of halo catalogs and coarse-grained density fields

from a cosmological N-body simulation. Halos are assigned ionizing photon emissivities and

binned to their nearest grid points on the RT grid. Rays are cast from the centers of source

cells at each time step. As rays travel, the optical depth through each cell is computed

and photons are deposited accordingly. Rays are deleted when they contain < 10−10× the

average number of photons per ray. We use the full speed of light to maintain accuracy at

the end of reionization.

As the rays propagate, they adaptively split to maintain a minimum angular res-

olution around the source cell. When rays from many sources intersect the same cell, the

ones with the fewest photons are merged to a fixed level of angular resolution. Splitting and

merging is handled with the HealPix formalism [233] following a procedure similar to the

one described in [134] and implemented in [77].1 The parameters for this are adjustable,

allowing the user to trade accuracy for computational time. In Appendix C.1, we describe

these parameters and show that our choices for them are converged in terms of morphology.

To maximize flexibility, our RT algorithm does not explicitly solve for the ion-

ization state of each cell to determine its absorption coefficient, κ. Instead, κ can be an

1In fact, we have tested our code against that of [77] and found excellent agreement in the shapes and
sizes of ionized and neutral regions.
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arbitrary function of density, photo-ionization rate, ionization redshift, and time. Moreover,

since our RT cells are large enough to require many RT steps to ionize (1 h−1Mpc in this

work), we track the I-fronts within cells using a “moving screen” approximation. That is,

I-fronts are infinitely sharp and the gas behind them is highly ionized. The photo-ionization

rate in ionized gas is given by

Γi
HI =

Nrays∑
j=1

N ij
γ,0σHIλ

i
[1− exp(−xiion∆sij/λ

i
)]

xiionV
i
cell∆t

, (5.1)

where the number of photons in ray j traveling a distance ∆sij through cell i is N ij
γ,0,

λ
i ≡ 1/κi is the mean free path, xiion is the ionized fraction, Vcell is the cell volume, and

the sum is over all rays crossing cell i during the time step ∆t. The cross-section σHI is

averaged over the assumed spectrum of Jν ∝ ν−1.5 from 1 − 4 Ryd (as in [74], motivated

by the scaling anticipated in stellar population synthesis models). In partially ionized cells,

I-fronts move at a speed vIF = Fγ/[(1 + χ)nH], where χ = 0.082 accounts for HeI and Fγ is

the leftover photon flux after attenuation by the ionized part of the cell. In Appendix C.2

we show explicitly that Eq. 5.1 is valid for arbitrary κ.

5.2.2 Sub-grid model for λ

In standard RT, Eq. 5.1 would be closed by an ionization balance equation (perhaps

including a sub-grid clumping factor) and λ computed from the HI fraction. Our fiducial

setup instead uses a prescription for λ based on an extended suite of the small-volume

hydro plus ray-tracing RT simulations first presented in [74]. These were run with a modified

version of the RadHydro code [76, 77] in 1 (Mpc/h)3 volumes with N = 10243 DM particles,

gas and RT cells. We ionize the whole volume at z = zreion by sending I-fronts from the
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boundaries of Ldom = 32 h−1kpc domains. This setup avoids complicating the interpretation

of our results with uncertain galaxy physics by treating the gas as if it were reionized

by external sources. The photo-ionization rate Γ−12 ≡ ΓHI/(10
−12 s−1) is constant in

optically thin gas. (We emphasize, however, that our simulations explicitly include self-

shielding systems and associated RT effects.) We simulated over-dense and under-dense

regions by using the method of [101] to account for box-scale density fluctuations. These

are parameterized by δ/σ, the linearly extrapolated over-density in units of its standard

deviation. We refer the reader to [74] for more details2.

We estimate λ in our RadHydro simulations using

λ
−1 ≡ κ =

⟨ΓHInHI⟩V
Fγ

, (5.2)

where Fγ is the ionizing photon flux in each domain. In Appendix C.3 we show that the

right-hand side of Eq. 5.2 is equal to the volume-averaged absorption coefficient and is the

relevant quantity for evaluating Eq. 5.1. Note that this definition of λ accounts for non-

equilibrium absorptions by self-shielded systems (e.g. mini-halos), an effect that cannot be

accurately captured with a clumping factor (as noted by [177, 226]).

Our RadHydro simulations give us λ versus time in a range of environments pa-

rameterized by (zreion,ΓHI, δ/σ). While we could simply interpolate over these parameters

to get λ
i
in Eq. 5.1, doing so would neglect the sensitivity of λ to the time-evolution of

ΓHI, since ΓHI does not evolve in the small-volume simulations. This sensitivity arises from

the dependence of the relaxation process on the self-shielding properties of the gas, which

2Our expansion of the suite in [74] includes all combinations of zreion ∈ {6, 8, 12}, Γ−12 ∈ {0.03, 0.3.3.0}
and δ/σ ∈ {−

√
3, 0,

√
3}. Due to computational limitations, not all of our small-volume simulations are run

to when reionization ends (5 < z < 6). In these cases we extrapolate the results to lower redshifts by fitting
λ to a power law in cosmic time over the last 50 Myr of the run.
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are set by largely by ΓHI (see Figs. 5 and 6 of [74]). We incorporated this ΓHI-dependence

using an empirically-motivated model for the full time-evolution of λ,

dλ

dt
=

∂λ

∂t

∣∣∣
ΓHI

+
∂λ

∂ΓHI

∣∣∣
t

dΓHI

dt
− λ− λ0

trelax
, (5.3)

where the first term captures the time-dependence of λ at fixed ΓHI, and the second the

instantaneous change in λ with ΓHI. The former is interpolated from our small-volume

simulation suite, and for the latter we assume a power law λ ∝ Γ
2/3
HI , consistent with the

scaling found in simulations (e.g. [136]). The last term captures the evolution of λ towards

the constant-ΓHI limit λ0 (also interpolated from our small-volume suite). Here trelax is the

timescale over which the gas loses memory of its previous ΓHI history, which we take to

be 100 Myr. In Appendix C.4, we show that Eq. 5.3 compares well against small-volume

simulations with evolving ΓHI. Since λ is a function of ΓHI, Eqs. 5.1 and 5.3 are iterated

five times for each time step, which we find sufficient for convergence (Appendix C.1).

5.2.3 Caveats

Here we will briefly discuss two caveats to our sub-grid model. The first is that

our small-volume simulations should under-produce massive halos, which can act as sinks.

This may be true even in our over-dense DC mode runs, which sample biased regions of the

IGM where these halos are more common. This would be most problematic at the lowest

redshifts when rare, massive sinks contribute significantly to the IGM opacity [178]3.

The second concerns our treatment of self-shielded gas. Eq. 5.2 for λ accounts

for absorptions by self-shielded gas clumps that remain neutral some time after I-front

3In [10], this issue partially motivated the enhanced sinks model, which appealed to missing rare sinks
to help explain the mild evolution of the mean free path at z < 5.
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passage [178]. The gas in these systems can be a significant fraction of the gas in the

cell within 50 Myr of ionization when ΓHI is low (< 10−13 s−1). In principle, this gas

should be excised from our moving-screen I-front calculation, which counts 1 absorption

per neutral atom during I-front passage. As such, gas that remains neutral for more than

a few Myr after I-front passage is effectively treated as if it were ionized twice. We have

run a conservative test in which we derive λ in the small-volume simulations using the

recombination clumping factor CR (Eq. 5 of [74]) under the assumption of photo-ionizational

equilibrium. This approach ignores the fact that some of the neutral gas is ionized after

I-front passage and counts only recombination-balanced absorptions (see §5.3.2 in the next

section for more details). Thus using CR likely under-estimates the photon budget and

brackets the magnitude of the double-counting effect. We found that the difference between

the number of absorptions in ionized gas between using CR and our fiducial model can be

as high as a factor of 2 when low-ΓHI gas dominates the absorption rate. Thus the photon

budget predicted by our fiducial sinks model is almost certainly too high, although which

model is closer to the truth is unclear. Fortunately, the impact on our results is minimal

because, as we will see, the sinks probably do not shape morphology substantially under

most circumstances. Even so, our results using this model should be interpreted as an upper

limit on the expected effect of un-relaxed gas. In what follows we will make note whenever

this point becomes relevant.

5.2.4 Density Fields & Sources

The density and source fields for our large-volume RT simulations are taken from a

cosmological N-body DM-only simulation in a 300 h−1Mpc box run using MP-Gadget [198].
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The run used N = 20483 DM particles, for a mass resolution of 2.5 × 108 h−1M⊙ and a

minimum halo mass of 8.5 × 109 h−1M⊙ (corresponding to 32 DM particles). The DM

particles were smoothed onto a grid with 1 h−1Mpc cells to get the density fields for the

RT calculation. Density and halo fields are updated every 10 Myr from z = 12 to 4.5, for

a total of 99 snapshots. The RT time-step is equal to the light-crossing time of the RT

cells, and varies from ≈ 0.4 to ≈ 0.8 Myr during the simulation. When the density field is

updated, we keep the same ionized fractions in all cells - thus we neglect the advection of

ionized/neutral gas between snapshots. This should be a reasonable approximation since

bulk velocities on ≥ 1 h−1Mpc scales are typically slower than the speed of ionization fronts

(a few hundred vs. 103 − 104 km/s). We assigned UV luminosities to halos by abundance

matching to the UV luminosity function of [129].

Halos with masses well below 8.5 × 109 h−1M⊙ likely formed stars via atomic

cooling, and so may have contributed significantly to reionization. We thus extended the

halo mass function (HMF) of our simulation using a modified version of the non-linear

biasing method of [137]. These “sub-resolved” halos follow the HMF of [199] (which agrees

with our resolved HMF) and are spatially distributed following the extended Press-Schechter

(EPS) formalism. The number of added halos in each cell and mass bin is drawn randomly

from a Poisson distribution with mean equal to the halo abundance predicted by EPS. We

found that the clustering of the halos predicted by this formalism was systematically higher

than that in the SCORCH simulations [112]. Specifically, the halo bias produced by the

EPS method was a factor of 1.4 (1.32, 1.18) too high compared to SCORCH at z = 10 (8, 6).
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We therefore added an empirically derived bias correction to the model to approximately

reproduce the clustering of SCORCH halos in the mass range of interest.

We extended the HMF in our simulations to a minimum mass of Mmin = 109

h−1M⊙. Emissivities were assigned to halos assuming that the emissivity of each halo

follows a power law in UV luminosity, ṅγ ∝ Lβ
UV. Smaller Mmin and β correspond to

reionization driven by fainter, less biased sources. Our fiducial model has Mmin = 109

h−1M⊙ and β = 1, which corresponds to assuming a single value of the escape fraction

fesc and ionizing efficiency ξion for the entire source population at each redshift. We chose

this as our fiducial model for two reasons: (1) it imposes minimal assumptions about the

dependence of fesc and ξion on halo mass and (2) of the models we will consider, it is the

most similar to models commonly used in reionization simulations (e.g. nγ ∝ M as in [127]

and [225]). In §5.4 we study what happens when Mmin and β are varied. In all simulations,

the global emissivity (summed over all halos) as a function of redshift is an input chosen

to produce the desired reionization history. Our models all use re-scaled versions of the

fiducial late-ending rapid model of [10], as shown in the middle panel of Figure 5.1.

One caveat of this method is that the sub-resolution halos (with M < 8.5×109 h−1

M⊙) that are added, being randomly drawn at each 10 Myr time-step, are not causally

connected – i.e. halos jump around between time steps. This is an insignificant effect

in over-dense regions containing many halos, where the “shot noise” is small, but can be

pronounced in under-dense regions containing very few halos. We have run a series of

tests against idealized scenarios in which the halos are held in fixed locations throughout

reionization. We find that the noise introduced by the random drawing tends to wash out
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Figure 5.1: Volume-averaged ionized fraction (left), co-moving total ionizing emissivity
(middle), and average photo-ionization rate in fully ionized cells (right) for each sinks model.
All results shown here adopt our fiducial source scenario. We include measurements from the
literature in the left panel [15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. All the reionization histories
are similar except the Maximum CR(∆) case. In the ensuing discussion, we show that the
Full Sinks and Uniform CR models have nearly indistinguishable morphologies assuming
our fiducial source model. Notably, although these models have the same reionization and
emissivity histories, they have significantly different photo-ionization rates. Hence they may
be distinguishable by observables that are sensitive to ΓHI, e.g. the mean free path and the
Lyα forest.

the smallest structures in the ionization field, but that on the larger scales of interest the

effects are modest. In general, we found slightly less power in the ionization field on large

scales (k < 0.5 hMpc−1) in our “fixed sources” tests. We find that the effect is never large

enough to affect any of our forthcoming results at the qualitative level. We will discuss

quantitative details of these tests in the results sections when they become relevant.

5.3 The Effect of Sinks on Reionization’s Morphology

5.3.1 Sinks Models

In this section, we discuss the effect of sinks on the morphology of reionization. We

compare our new sinks model to several representative alternatives. We assume our fiducial

source model throughout (in §5.4 we will explore others.) We compare the following:
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• Full Sinks: Our fiducial sinks model is based on the suite of RadHydro simulations

as described in § 5.2.2. The evolution of λ in each cell includes the dynamical effects

of pressure smoothing and photoevaporation, as well as the impact of sub-resolved

self-shielding on the IGM opacity.

• Relaxed Limit: For this model, we extrapolate the low-redshift λ from our zreion =

12 RadHydro simulations to higher redshifts, assuming a power law in cosmic time,

and directly interpolate λ instead of using Eq. 5.3. Thus, the gas is treated in the

limit that it was ionized long ago and has reached a pressure-smoothed equilibrium.

This model effectively removes the contribution of opacity from the initial clumpiness

that is eventually erased during the relaxation process.

• Sub-grid Clumping Factor: Here we assume that all gas in ionized regions is in

photo-ionization equilibrium at a constant T = Tref ≡ 104 K, which yields

λ =
ΓHI

σHICRαB(Tref)(1 + χ)n2
H

(5.4)

where αB is the case B recombination coefficient of ionized hydrogen. We adopt two

prescriptions for CR:

1. Uniform CR : We set CR = 5 everywhere at all times, which reproduces a

reionization history and photon budget similar to the Full Sinks model. This

case serves as a basis for comparison to assess the importance of the dynamics

and spatial in-homogeneity of the sinks predicted by the Full Sinks model. We

emphasize that CR is a sub-grid clumping factor, not a global one.
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2. Maximum CR(∆): We use the density-dependent sub-grid clumping factor

of [225].4 This model is based on dark-matter-only N-body simulations and pre-

dicts CR ≈ 10−15 in cells with ∆ ≥ 1 at z ≤ 8. Since this model neglects pressure

smoothing effects, it represents an upper limit on the amount of clumping in the

standard cosmology.

The left-most panel in Figure 5.1 shows the volume-averaged ionized fraction for

each sinks model alongside measurements from the literature. The middle panel shows the

global ionizing emissivity. The emissivity histories are all re-scaled versions of the “rapid”

model from [10]. For comparison, the emissivities of the Full Sinks, Relaxed Limit, and

Uniform CR models have been tuned to yield very similar reionization histories and ionizing

photon budgets, ending reionization late at z = 5 − 5.5. The Maximum CR(∆) emissivity

was tuned to end reionization somewhat earlier because the clumping factor fits from [225]

do not extend below z ∼ 6.55. However, the ensuing morphology comparisons will be

performed at fixed global ionized fraction, which should minimize any differences originating

from the different reionization histories. Note that the Full Sinks and Uniform CR models

have the same emissivity, while the Relaxed Limit (Maximum CR(∆)) emissivity is a factor

of 0.7 (2.4) smaller (larger) than the other two. We note that due to the over-counting

issue discussed in §5.2.3, the emissivity in the Full Sinks and Uniform CR models are likely

higher than they should be. A lower photon budget would mean a smaller CR in the latter

to match the Full Sinks case; thus the value of CR = 5 is probably too high. In the ensuing

4Note that the large-volume simulations in [225] have smaller cells than ours, so their clumping factors
are a slight under-estimate for our application. Still, this model serves the purpose of illustrating how the
morphology evolves in an extremely clumpy IGM, which is our goal.

5We extrapolate the [225] fitting parameters to slightly lower redshifts by assuming their a0 parameter
evolves linearly in redshift, while a1 and a2 retain their z = 6.5 values (see their Eq. 17 and appendix B.)
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discussion we will see that our main conclusions on morphology are not significantly affected

by this issue.

The right-most panel of Figure 5.1 shows ΓHI averaged over fully ionized cells for

each model, compared to measurements from [138]. Here we omit z > 5 measurements

(e.g. [234, 235, 79, 13]) for clarity, and also because it is unclear how to compare these

measurements against our ΓHI in simulations where reionization is still ongoing at z = 5−6.

A number of reionization observables are explicitly sensitive to ΓHI, including the mean free

path, Lyα forest statistics, and LAE visibility. In the ensuing discussion we will show that

the Full Sinks and Uniform CR models exhibit essentially identical morphologies in our

fiducial source model. A key takeaway from Figure 5.1 is that sink models tuned to yield

similar morphologies, e.g. the Full Sinks and Uniform CR models, may nonetheless exhibit

considerable differences in observables that are sensitive to ΓHI. So while these models may

appear nearly identical in their predictions for the 21cm power spectrum, they will yield

different predictions for e.g. Lyα forest statistics.

5.3.2 Visualization of the IGM Opacity

To aid in visualizing the dynamics and spatial morphology of the sinks, we define

the “effective clumping factor” for cell i to be

Ci
eff =

(1/λ
i
)

σHIαB(Tref)(1 + χ)ni
H
2
/Γi

HI

, (5.5)

where Tref = 104 K and Γi
HI, λ

i
, and ni

H are the photo-ionization rate, mean free path,

and H number density, respectively. The numerator is simply the absorption coefficient κ,

and the denominator is what κ would be if the gas had a constant temperature Tref , was in
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Figure 5.2: Examples of Ceff (dashed) compared to CR (dotted) for small-volume simulations
with high and low values of Γ−12 (3.0 and 0.03). In the former, the two quantities are similar
owing to the scarcity of self-shielded gas. However for Γ−12 = 0.03, systems remain self-
shielded and out of equilibrium for longer, producing a large difference between Ceff and CR

since the former reflects the total number of absorptions but the latter only those balanced
by recombinations.

photo-ionizational equilibrium, and had no sub-resolved density fluctuations. Ceff quantifies

the impact of sub-grid sink physics and large-scale temperature fluctuations on the opacity.

In the limit of photo-ionizational equilibrium, Eq. 5.5 is equivalent to the recombination

clumping factor CR (see § 5.2.3). Differences between Ceff and CR indicate the presence of

sub-resolved self-shielded systems that are not in photo-ionizational equilibrium. Note that

unlike in [74], the density in the denominator of our clumping factors is the cell-wise density

rather than the cosmic mean density. Thus, density fluctuations influence Ceff only indi-

rectly through their impact on the sub-resolved clumpiness of the gas and its self-shielding

properties.
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Figure 5.3: Visualization of the sink physics in each of our models. The redshifts are notated
in the upper right of each panel. We show log10(Ceff) at 60% volume ionized fraction (top)
and 50 Myr after reionization ends (xVion < 0.01, bottom row). The black regions denote
cells that are at least 50% (10%) neutral in the top (bottom) panels. In the Full Sinks
case, the opacity is boosted near I-fronts (top) and in under-dense voids that have yet to
relax after reionization ends (bottom). The large scale fluctuations in Ceff are weaker in the
other models. In the Uniform CR case, Ceff is the same everywhere, and in the Maximum
CR(∆) models, Ceff is lower (higher) than average in voids (over-densities) after reionization,
in contrast to the Full Sinks case. These visualizations illustrate the dynamical effects of
pressure smoothing and photoevaporation in our Full Sinks model.
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For intuition on Ceff , Figure 5.2 shows its evolution (dashed curves) compared to

that of CR (dotted curves) vs. time since ionization for two of our mean density, zreion = 8

small-volume RadHydro simulations. One has Γ−12 = 3.0 (black), and the other 0.03 (blue).

In the first case, Ceff and CR are close together; both start above 10 and approach ∼ 3 as

the gas relaxes. Their similarity owes to the high intensity of the background, which leaves

little gas self-shielded. In the Γ−12 = 0.03 case, there is significant self-shielding in high-

density gas. This lowers CR (which counts only recombination-balanced absorptions), while

Ceff remains elevated, since it is affected by non-equilibrium absorptions taking place as the

self-shielded gas is ionized. At later times, Ceff and CR agree better as more self-shielded

systems evaporate.

Figure 5.3 shows slices of log(Ceff) from large-volume simulations for each of our

sinks models (assuming our fiducial source model). We show the Full Sinks (left-most),

Relaxed Limit (middle left), Uniform CR (middle right) and Maximum CR(∆) (right-most)

models at 60% volume ionized in the top row, and 50 Myr after reionization has finished

(xVion = 0.01) in the bottom row. The redshifts are given in the upper right of each panel. In

the top (bottom) row, black regions denote cells that are at least 50% (10%) neutral (note

that a small number of cells are still partially neutral even after xVion < 0.01 in the bottom

row). In the Full Sinks model, Ceff is highest near I-fronts where gas was most recently

ionized. After reionization ends, patches of enhanced opacity with Ceff ∼ 10− 20 (and even

higher in the most recently ionized cells) persist in the voids, which ionized last and quickly,

so have yet to relax. In regions re-ionized earlier, Ceff is ∼ 2 − 5 at all redshifts, similar

to the Relaxed Limit. The opacity is higher in the Uniform CR case than in the Relaxed
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Limit because it has been calibrated to match the photon budget of the Full Sinks model.

The Maximum CR(∆) model has the highest opacity, with Ceff ∼ 10− 20 everywhere after

reionization.

A comparison between the top-left and the two top-right panels in Fig. 5.3 reveals

that the opacity in over-dense regions hosting the earliest ionized bubbles is significantly

lower in our Full Sinks model compared to the Uniform CR and Maximum CR(∆) models.

This results from the dynamics in our Full Sinks model, and may arise from two effects

working in tandem: (1) ΓHI is generally larger near the highly clustered sources, which

leads to a quicker relaxation/evaporation of the sinks nearby ; (2) The structures that form

in these regions may have a shorter relaxation time owing to their larger densities (see

e.g. Eq. 4 of [74]). Together, these effects in our Full Sinks model work towards favoring

the growth of larger bubbles compared to the Uniform CR and Maximum CR(∆) models.

Conversely, the opacity is elevated in recently ionized regions at lower redshifts near the

end of reionization, despite these regions being under-dense on average.

In the other three models, Ceff is affected mainly by density fluctuations, which

are most noticeable in the Maximum CR(∆) model (and absent by construction in the

Uniform CR case). In the Uniform CR model all parts of the IGM have the same CR, while

in the Maximum CR(∆) model the over(under) dense regions have the highest (lowest) CR,

opposite the Full Sinks case. We emphasize that the contrasting Ceff topologies will affect

any observables that are explicitly sensitive to ΓHI and the opacity structure of the IGM,

such as the Lyα forest and the mean free path (see discussion of Fig. 5.1). However, in the

ensuing discussion we will see that they are probably not very important for morphology.
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5.3.3 Ionized Bubbles

Visualization of Ionized Region Morphology

Figure 5.4 shows the ionization field (darker = more neutral) for each of our sinks

models (top to bottom, see labels) at 20, 50, and 80% volume ionized fraction (left to

right). At fixed ionized fraction, the Maximum CR(∆) model exhibits the smallest ionized

bubbles. This is indicated by the red shading, which denote regions that are neutral in the

Maximum CR(∆) (and Uniform CR) model, but not the Full Sinks case. The other models

are visually similar to the Full Sinks case - the Uniform CRmodel having slight smaller

bubbles and the Relaxed Limit model having slightly larger ones (as indicated by the cyan

shading in that row). The largest bubbles are smaller in the Maximum CR(∆) model

because the sources driving their growth are “taxed” disproportionately by recombinations

compared to those in smaller bubbles [213].6 Since large bubbles form in over-densities and

start growing the earliest, their growth is slowed by recombinations sooner than their later-

forming counterparts inhabiting lower densities. Thus the sinks act to reduce the average

bubble size at fixed ionized fraction (as found by e.g. [213, 177, 215, 225, 236]).

Comparing the Full Sinks (top row) and Maximum CR(∆) (bottom row) models,

the ionized bubbles generally appear larger in the former at fixed ionized fraction. As

described in the previous section, this is a direct result of the dynamics in our sub-grid

sinks model. In the earliest bubbles to form around highly clustered sources, the sinks

relax/evaporate quickly, allowing the bubbles to grow more easily. By contrast, the smaller

bubbles that start growing around less biased sources generally encounter a clumpier IGM

6This has been termed “taxing the rich” by [213].
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Figure 5.4: Visualization of the ionization field for our sinks models. All results here
correspond to our fiducial source model with ṅγ ∝ LUV, i.e. assuming the same escape
fraction and ionizing efficiency for all sources. The columns show different volume ionized
fractions (20, 50, and 80%, left to right) and the rows show different sinks models. In
the second row, the cyan shading indicates bubbles that are slightly larger than in the Full
Sinks model, while the red shading indicates the opposite in the other two rows. The ionized
bubbles are smallest in the Maximum CR(∆) model at all ionized fractions. The Relaxed
Limit model has slightly larger bubbles than the Full Sinks and Uniform CR models, but
these three models are visually very similar.
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for longer periods of time. Together, these effects work toward favoring the growth of large

bubbles and partially cancel the “taxing the rich” effect described in the previous paragraph.

The Maximum CR(∆) model instead has higher clumping factors at higher densities, which

slows the growth of the largest bubbles more. In other words, our Full Sinks model taxes the

rich less than the Maximum CR(∆) model, which does not include any dynamical effects.

Interestingly, in Figure 5.4 we see a striking degree of similarity between the Full

Sinks and Uniform CR models at all ionized fractions. In fact, these models do not even

differ significantly from the Relaxed Limit except near the beginning of reionization. The

visual similarity leads us to one of our key conclusions, which we will hash out quantitatively

in the ensuing sections. Accounting for the pressure-smoothing of the IGM by reionization

is crucial for modeling morphology accurately. However, as long as this effect is accounted

for “on average,” e.g. in the simplest case with a uniform sub-grid clumping factor, the

detailed dynamics and spatial in-homogeneity of the sinks are likely not very important

for morphology. We emphasize, however, that this conclusion holds only for source models

in which bright galaxies contribute significantly to the ionizing photon budget, as in our

fiducial source model. In §5.4, we will see scenarios for which the details of the sink modeling

do become quite important.

Bubble Size Distribution

Next, we study morphology more quantitatively using the ionized bubble size

distribution (IBSD). We compute the IBSD using the ray-tracing definition proposed in [11]

and implemented in the publicly available package tools21cm [203]. The IBSD defined this
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Figure 5.5: Top: Ionized Bubble Size Distribution (IBSD) for our sinks models (see legend)
at 20%, 50%, and 80% volume ionized fractions (left to right). The Full Sinks and Uniform
CR models have strikingly similar IBSDs despite their very different clumping topologies.
Bottom: 21 cm power (∆21) vs. wavenumber for the same models and ionized fractions.
At 20% ionized, the Maximum CR(∆) model is well below the Relaxed Limit, with the other
two models in between, but closer to the Maximum CR(∆) result. At later times, the Full
Sinks and Uniform CR models (which are always very similar to each other) move close to
the Relaxed Limit. All results shown here adopt our fiducial source model with ṅγ ∝ LUV.
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Mean Bubble Size [h−1Mpc] 20% 50% 80%

Full Sinks 1.94 7.30 30.08
Relaxed Limit 2.45 8.10 29.26
Uniform CR 1.66 6.84 26.86

Maximum CR(∆) 1.21 4.41 18.18

Table 5.1: Mean ionized bubble size at 20%, 50%, and 80% ionized for each of the sinks
models in this section.

way captures the distribution of distances to neutral gas along random rays starting in

ionized regions, and thus quantifies bubble sizes well even after ionized regions overlap. To

exclude un-resolved bubbles from the BSD, we do not count a cell as part of an ionized

bubble unless it is ≥ 99% ionized. We caution that our simulations likely have too few

resolved small bubbles - those with sizes ∼ a few h−1Mpc - both due to our limited spatial

resolution and our implementation of sub-resolved sources (see §5.2.4).

Figure 5.5 (top row) shows the IBSD at 20%, 50%, and 80% (left to right) for our

sinks models. The IBSD confirms that the Maximum CR(∆) has the smallest bubbles at

all times, and that the other three models have similar bubble sizes. The average bubble

size is given at 20%, 50%, and 80% ionized for each model in Table 5.1. The mean values

are mainly intended to illustrate the relative differences between our models. At 20% and

50% ionized the Relaxed Limit model has slightly larger bubbles, but at 80% ionized is

indistinguishable from the Full Sinks model. The bubble sizes for the Uniform CR model

are slightly smaller than for the Full Sinks model, but are within 10− 15% at all times. We

see from the Relaxed Limit comparison that even assuming a fully pressure-smoothed IGM

at all times is a reasonable approximation for morphology, especially late in reionization.
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5.3.4 21 cm Power Spectrum

The 21 cm power spectrum, which probes the H i fluctuations in the IGM, is being

targeted by PAPER [237], MWA [238], LOFAR [239], HERA [121, 46, 47], and forthcoming

experiments such as SKA [120]. Ignoring redshift-space distortions and assuming the spin

temperature of the 21 cm transition TS is much greater than the CMB temperature, we can

write the 21 cm brightness temperature at position x⃗ as

T21(x⃗) = T21xHI(x⃗)(1 + δ(x⃗)) (5.6)

where T21 is T21 at mean density in neutral gas, which depends on redshift and cosmology

only7, xHI is the HI fraction, and 1 + δ is the gas density. The dimensionless 21 cm power

spectrum is ∆21 = k3/2π2P21(k), where P21(k) is the power spectrum of T21. Since ∆21

depends on xHI, it is sensitive to the differences in morphology between our sinks models.

Figure 5.5 (bottom row) shows ∆21 vs. wavenumber k for our sinks models at

20%, 50%, and 80% ionized fractions (left to right). In all cases we see familiar qualitative

features. Early on, ∆21 is steep in k and its amplitude on large scales reaches a local

minimum - a result of inside-out reionization [86, 93]. Later, ∆21 flattens out and its

amplitude at k ≤ 0.2 h−1Mpc has increased by 1 − 2 orders of magnitude by an ionized

fraction of 80%. (Note the different y axes on different panels.) This happens because

the ionization field, which fluctuates on scales characteristic of the largest ionized bubbles

(10 − 30 h−1Mpc), takes over for the density field as the main driver of ∆21 at small k.

7Specifically, T21
2 ∝ 1+z. Since our Maximum CR(∆) model has a somewhat earlier re-ionization history,

when comparing to that model we re-scale T21 to bring it to the same redshift as the other models. Thus
our comparisons reflect only differences sourced by xHI.
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Note that in this and in subsequent sections, we only show ∆21 for k ≤ 0.6 hMpc−1, due

to the caveat regarding the effects of sub-resolved halos discussed in §5.2.4.

The main effect of sinks is to reduce ∆21 on large scales (k ≤ 0.6 hMpc−1) by

decreasing the sizes of large ionized bubbles. At 20% ionized, ∆21 at k = 0.1hMpc−1 for

the (Relaxed Limit, Maximum CR(∆)) model is (1.75, 0.59) times its Full Sinks model

value. At 50% ionized these numbers become (1.16, 0.43), and at 80% ionized, they are

(1.0, 0.69). In all panels the Full Sinks and Uniform CR models are always within a few

percent of each other. We see that the Maximum CR(∆) model, which neglects the effects

of pressure smoothing, under-estimates the large-scale ∆21 by ≈ 30 − 60% relative to the

Full Sinks case during much of reionization. The Relaxed Limit over-estimates the power

substantially only at 20% ionized, and becomes an increasingly better approximation as

reionization progresses.

The Maximum CR(∆) model illustrates that neglecting pressure smoothing can

lead to a significant under-estimate of the large-scale power, owing to that model’s smaller

ionized bubbles. On the other hand, assuming a fully relaxed IGM likely over-estimates the

power early on, but becomes a reasonable approximation in the last half of reionization.

Finally the similarity of the Full Sinks and Uniform CR models suggests that ∆21 is unlikely

to be sensitive to the details of how sinks are modeled, as long as the dynamics of the sinks

can be accounted for in an average fashion via a uniform sub-grid clumping factor. We

caution, however, that all of these conclusions are sensitive to the properties of the sources,

and we have employed only our fiducial source model so far. As we will see in §5.4.2,

125



Full Sinks Relaxed Limit

Uniform CR Maximum CR( )

Figure 5.6: Visualization of neutral islands at 10% volume neutral fraction for our sinks
models, assuming our fiducial source scenario. To aid comparison, the red shading highlights
neutral regions that are ionized in the Full Sinks model. The Full Sinks, Relaxed Limit
and Uniform CR models have visually similar island morphologies, while the Maximum
CR(∆) case has more extended and more fragmented islands.

the impact of sinks becomes larger (smaller) when fainter (brighter) sources dominate the

photon budget.

5.3.5 Neutral Islands

So far our focus has been the morphology of ionized bubbles during the bulk of

reionization. However, a lot of progress toward understanding reionization is being made

with the growing number of z > 5 QSO absorption spectra, which may be probing the final

phases of reionization when the mostly ionized IGM was punctuated by islands of neutral
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gas.8 Here we will briefly explore the morphology of these “neutral islands”. Neutral islands

have been the focus of a number of recent studies (e.g. [244, 245, 246, 227, 204]) owing to

their importance for late-reionization observables.

In Figure 5.6, we illustrate the distribution of neutral gas at 10% volume neutral

fraction using slices through our simulations. The red shading in each panel corresponds

to neutral regions that are ionized in the Full Sinks model, i.e. to highlight differences in

the neutral island morphology with that model. We see that the neutral islands in the

Relaxed Limit and Uniform CR models differ very little from the Full Sinks case, while

there are substantial differences with the Maximum CR(∆) model. In that model the

neutral structures are more extended – as illustrated in red – but also appear to be a lighter

shading of gray. This lighter shading indicates that the neutral islands are more porous,

i.e. they contain a larger number of small ionized bubbles inside of them.

We quantify the morphology with the neutral island size distribution (NISD), de-

fined analogously to the IBSD. Late in reionization, the NISD is sensitive to the definition

of a “neutral” cell, since most of the cells with neutral gas are partially ionized, especially

in models with high opacity. We define a cell to be part of an island if xHI > 0.01. This

choice is motivated by the fact that a sightline intersecting a partially neutral cell must

pass within 1 Mpc/h of an ionization front. Gas this close to I-fronts typically has a low

photo-ionization rate [104] and/or is un-relaxed [131, 74] and is thus likely to be opaque to

both LyC and Lyα photons.

8These probes include Lyα/β forest statistics from QSO spectra [36, 38, 15, 30, 39, 24], the mean free
path [12, 13, 14], and the LAE-forest connection [240, 241, 242, 243].

127



100 101

R [h 1Mpc]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

Rd
P/

dR

Full Sinks
Relaxed Limit
Uniform CR
Maximum CR( )

Figure 5.7: Neutral island size distribution defined such that any cell with xHI > 0.01 is
part of an island. We include all the sinks models in Figure 5.5 and adopt our fiducial
source model. The Maximum CR(∆) model has smaller islands, while the NISDs for the
other three models are all very similar.

Figure 5.7 shows the NISD at 10% volume neutral fraction for our sinks models

(which occurs at z ≈ 5.5 for all models except the Maximum CR(∆) case, which is shown at

z ≈ 6.0). The Maximum CR(∆) model has the smallest islands while the other models are

all very similar. The average island sizes for the Relaxed Limit, Full Sinks, Uniform CR and

Maximum CR(∆) models are 7.5 h−1Mpc, 7.9 h−1Mpc, 7.4 h−1Mpc, and 5.8 h−1Mpc, re-

spectively. In spite of the Maximum CR(∆) model having more spatially extended neutral

structures, the large abundance of small ionized bubbles within these structures break them

up and shift the NISD towards smaller sizes. We see that even the approximation of a fully

pressure-smoothed IGM is likely acceptable for capturing the morphology of neutral islands.

On the other hand, ignoring pressure smoothing effects leads to a ≈ 20% under-estimate of

the mean island size in our fiducial source model.
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Democratic Sources Fiducial Sources Oligarchic Sources

Figure 5.8: Ionization maps at 50% volume ionized for the Democratic Sources (left), Fidu-
cial (middle) and Oligarchic Sources (right) models, all assuming the Full Sinks model.
From left to right, the contribution to the photon budget from the brightest, most massive
halos increases. Reionization by more massive, highly biased sources leads to ionized bub-
bles being larger and fewer in number.

5.4 Interplay Between Sources and Sinks

5.4.1 Source Models

In this section, we will generalize our analysis to include different models for the

sources. Most previous studies of morphology have varied the source and sinks properties

one at a time, while keeping the other fixed (e.g. [177, 226, 225, 227, 204, 236]). Our use of

efficient RT simulations with sink dynamics included allows us to explore the relationship

between the sources and sinks as it pertains to morphology. We consider three models for

the sources:

• Democratic Sources: This model differs from our fiducial model in that it assigns

all halos the same ionizing emissivity independent of their luminosity, i.e. β = 0

(see §5.2.4). At z = 6, 50% of the ionizing emissivity is produced by halos in the

mass range 109 < M/[h−1M⊙] < 1.8 × 109 (−12.6 > MUV > −13.4). This model
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was introduced in [10] in an attempt to find a model that better recovers the short

mean free path at z = 6 reported by [13]. This kind of picture would require a

steep dependence of fesc and/or the ionizing efficiency ξion on luminosity, specifically,

fescξion ∝ L−1
UV (corresponding to roughly fescξion ∝ M−1.4 over most of the mass

range at z = 6). The sources driving reionization in this model are almost entirely

below current detection limits, in contrast to the Oligarchic Sources model described

below.

• Fiducial Sources: Our fiducial scenario with Mmin = 109 h−1M⊙ and with the emis-

sivity of each halo proportional to its UV luminosity (i.e. β = 1). At z = 6, halos

with masses in the range 109 < M/[h−1M⊙] < 1.8 × 1010 (−12.6 < MUV < −16.9)

contribute 50% of the ionizing emissivity. Of our three source models, this one is most

similar to parameterizations commonly used in simulations, e.g. those that assume

the emissivity to be proportional to halo mass [225, 127, 130, 247].

• Oligarchic Sources: In this model, bright and massive sources – the “oligarchs” – dom-

inate reionization. We adopt Mmin = 2× 1010 h−1M⊙ with β = 1, corresponding to a

limiting magnitude of Mmax
UV (z = 6) ≈ −17, roughly the limit of current observations

at 5 < z < 10 [248, 249]. Thus it assumes that the sources responsible for reionization

have, for the most part, already been observed. This model is qualitatively similar to

that proposed by [231] (see also [40, 250]). It also serves to contrast starkly with the

Democratic Sources model.

To make some contact with previous works exploring how the source properties

affect morphology, Figure 5.8 shows ionization maps at 50% volume ionized (z ∼ 7) for
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our Democratic Sources (left), Fiducial Sources (middle) and Oligarchic Sources (right), all

assuming the Full Sinks model. The differences are clearly visible in the ionization fields; in

the models driven by brighter sources, the ionized bubbles are larger and fewer in number.

This is because the most massive, rare sources produce a larger fraction of the photons in

the Fiducial and Oligarchic Sources models. This familiar result has been observed in many

previous studies (e.g. [177, 227, 222, 236]). Now we turn our attention to the interplay

between the sources and sinks.

5.4.2 Results

Figure 5.9 shows ∆21(k) at 20%, 50%, and 80% ionized, in the same format as

the bottom panel of Figure 5.5, for all combinations of source and sinks models. The top

and bottom rows show results for the Democratic Sources and Oligarchic Sources models,

while the results for the Fiducial Sources model (same as Figure 5.5) are shown by the

thin lines in the bottom row. Note that models sharing the same sinks prescription have

similar reionization histories and the same emissivity histories as those shown in Fig. 5.1.

In the Democratic Sources case, the differences between sinks models are smaller at 20%

ionized but somewhat larger at 50% and 80% ionized than in the Fiducial Sources case.

The suppression of ∆21 at k = 0.1 hMpc−1 in the latter half of reionization relative to the

Full Sinks case has increased from 30 − 60% for the Fiducial Sources case to 70 − 80%.

In addition, there are now ≈ 40% differences between the Relaxed Limit, Full Sinks, and

Uniform CR models at 50% ionized. The Uniform CR model is ≈ 35% below the Full Sinks

and Relaxed Limit models at 80% ionized.
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Figure 5.9: ∆21(k) for all our sources and sinks models, illustrating the interplay between the
sources and sinks of reionization. The top and bottom rows show results for the Democratic
Sources and Oligarchic Sources models, respectively. The Fiducial Sources result is shown
again by the thin curves in the bottom panel for comparison. The magnitude of the sinks’
effect on morphology clearly depends on the nature of the sources. In the Democratic
Sources scenario (top row), the differences between the sinks models are significantly larger
than in the Oligarchic Sources scenario. Notably, in the former, the Uniform CR model no
longer matches so well the Full Sinks results, as it did for Fiducial Sources (compare to the
thin curves in the bottom row). By contrast, in the Oligarchic Sources scenario, even the
Maximum CR(∆) model matches the others well, especially at 50% and 80% ionization. We
are led to conclude that in reionization scenarios driven by less (more) biased sources, the
sinks become more (less) important for shaping morphology.
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It is interesting that for the Democratic Sources model (top row) the Full Sinks

and Uniform CR models have appreciably different ∆21. In particular, the Full Sinks model

has more large-scale power, which is indicative of larger ionized bubbles. Recall from our

discussion in §5.3.2 that the Full Sinks model should be expected to favor the growth of

larger bubbles more than the Uniform CR case owing to lower (higher) clumping factors in

over-dense (under-dense) regions in the former. It seems that the these differences, which

had little effect on morphology in our Fiducial Sources model, do become important in the

limit that very faint, low-bias sources drive reionization. We caution that this effect may be

exaggerated due to our probable over-estimation of the impact of un-relaxed gas, discussed

in §5.2.3. However, it may also be a slight under-estimate due to the effects of using sub-

resolution sources, as discussed in §5.2.4. In our tests using the Democratic Sources +

Uniform CR combination, fixing the positions of the sources (see last paragraph of §5.2.4)

can reduce power at k = 0.1 hMpc−1 by up to 20%, while the Full Sinks model does not

change appreciably. This reduction in power was as large as a factor of 2 in our tests using

the Democratic Sources + Maximum CR(∆) combination. We note that these differences

would work in the direction of strengthening our conclusions in these scenarios, and that

for the other source models we found differences of 10% or less9.

By contrast, in the Oligarchic Sources case, the differences are 15% or less between

the Full Sinks, Relaxed Limit, and Uniform CR models in all of the panels. More strikingly,

at 50% and 80% ionized even the Maximum CR(∆) model is very similar to the Uniform

9Indeed, the Oligarchic Sources model does not use sub-resolution sources.
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CR case10. The insensitivity of morphology to the sinks in the Oligarchic Sources model

contrasts the much stronger dependence seen in the Democratic Sources model.

Why is morphology sensitive to the sinks in models driven by fainter sources, but

not in the Oligarchic Sources scenario? In §5.3, we saw that sinks limit the sizes of large

ionized bubbles. However, it is harder for them to do so in the Oligarchic Sources scenario

for two reasons. Nearly all the emissivity is concentrated in highly biased regions, strongly

favoring the growth of the largest ionized bubbles. Second, these bubbles grow fast enough

to escape the over-densities in which they are born before recombinations begin having

a significant impact. This mitigates the “disadvantage” those bubbles have of inhabiting

over-dense regions. In these ways, sources in the Oligarchic Sources model “win out” over

the sinks in terms of shaping morphology. In the Democratic Sources model, by contrast,

the sources are less biased than in Fiducial Sources and the sinks can more easily slow the

growth of the largest bubbles. In other words, the sinks are unable to tax the rich enough

to affect morphology when the source bias is very high, and become more effective at taxing

them when the source bias is reduced.

This result has implications for forthcoming efforts to model reionization and in-

terpret observations. Most straightforwardly, it demonstrates that studying the sinks and

sources one at a time can produce biased results. For example, studying the sinks in a

scenario with only highly biased sources would lead to the incorrect conclusion that they

10In the Oligarchic Sources scenario, the earlier ionization history in the Maximum CR(∆) model may
obscure morphological differences that would be present if it had the same reionization history as the other
sinks models. This is because the bias of the sources evolves strongly with redshift in the Oligarchic Sources
model due to its highMmin. To check this, we ran a Relaxed Limit simulation with an accelerated reionization
history similar to the Maximum CR(∆) one. We found evidence for mild suppression (at most 20% at k = 0.1
hMpc−1) at 50% ionized, and no sign of suppression at 80% ionized. This is less than the effect seen in the
Fiducial Sources case, confirming our statement in the text.
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are unimportant for morphology. Another point is that very highly-biased source mod-

els may be relatively easy to rule out (or confirm) with forthcoming 21 cm observations

from reionization. For example, an upper limit of e.g. ∆21(k = 0.1 hMpc−1) ≤ 10 mK2

midway through reionization would strongly disfavor the Oligarchic Sources model (which

has ∆21(k = 0.1 hMpc−1) ≈ 20 mK2 at xVion = 0.5), since any physically reasonable sinks

model would be unable to push ∆21 much lower than this11. The tightest upper limit to

date from HERA [46] is ∆21 ≤ 946 mK2 at z ∼ 7.9 and k = 0.19 hMpc−1, less than

2 dex away from reaching the prediction of our Oligarchic Sources model. Other probes

that are sensitive to the existence of large ionized regions, such as the visbility of LAEs at

z > 6 [252, 253, 150, 148], may also be able to identify large bubbles like those predicted

by the Oligarchic Sources model.

5.5 Conclusion

At present, there is no consensus on how much of an effect the sinks had in shaping

reionization’s morphology and, relatedly, how important they are for interpreting its ob-

servables. We have attempted to address these questions using cosmological RT simulations

of reionization. Our simulations include the sub-grid model for the ionizing photon opacity

developed by [10], which is based on high-resolution, fully coupled radiative hydrodynamics

simulations of the IGM. The model improves over previous efforts in several key ways: it

includes the effects of self-shielding and hydrodynamic response to photo-heating, keeping

11This statement presumes that at fixed ionized fraction, only the sources and sinks appreciably impact
morphology. Two other effects - redshift-space distortions [251] and spin temperature fluctuations [47] may
also impact the observed signal significantly. However, both of these work to boost large-scale power, which
would only strengthen our statement about upper limits.
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track of their dependencies on the LyC intensity, the timing of (local) reionization, and the

environmental density. Our main conclusions can be summarized as follows:

• The sinks decrease the sizes of the largest ionized bubbles during reionization. We

explored this effect in our detailed sub-grid model (Full Sinks), and in three other mod-

els representative of the ways that sinks have been implemented in previous studies:

(1) A model that assumes a pressure-smoothed IGM (Relaxed Limit); (2) A simple

clumping factor without dynamics or spatial in-homogeneity, tuned to have the same

photon budget as our fiducial model (Uniform CR); (3) An in-homogeneous clumping

model from [225] that neglects pressure smoothing, thus representing a kind of upper

limit on the effects of sinks (Maximum CR(∆)).

• For our fiducial source model, which assumes the same escape fraction and ionizing

efficiency for all sources, the Full Sinks model has up to ∼ 10 − 20% smaller mean

bubble sizes compared to the Relaxed Limit model in the first half of reionization.

These differences mostly disappear in the second half.

• By contrast, the Maximum CR(∆) model underestimates bubble sizes by ≈ 40% (com-

pared to the Full Sinks model). Ignoring the dynamical effects of pressure smoothing

and photoevaporation can over-estimate significantly the sinks’ effects on morphology.

• We were able to reproduce a very similar morphology to our Full Sinks model using

a uniform constant sub-grid clumping factor (the Uniform CR model). Hence, under

typical assumptions about reionization’s source population, with regards to morphol-

ogy, it appears that the detailed dynamics and spatial in-homogeneity of the sinks
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can be adequately modeled in an average sense with a sub-grid clumping factor. This

is a useful result for scenarios where either (1) the ionizing photon budget is fixed by

a model (as in this work) or by some empirical constraint, or (2) the budget is free to

vary, as in a parameter space study. To apply this result to a reionization simulation,

one may simply re-scale the recombination rates at Tref = 10, 000 K by a uniform

sub-grid clumping factor, CR, tuned to match the given total ionizing photon budget.

Note, however, that the Full Sinks and Uniform CR models exhibit significant differ-

ences in ΓHI (Fig. 5.1), which could render predictions for, e.g., the Lyα forest quite

different. As such, we emphasize that this conclusion should only be taken to apply

to the structure of ionized and neutral regions, and not other physical properties of

the ionized IGM, such as ΓHI or the mean free path.

• Differences in bubbles sizes between our models are manifest in the predicted power

spectrum of the red-shifted 21cm background. The Maximum CR(∆) under-estimates

the large-scale 21 cm power by 30 − 60% throughout reionization compared to our

Full Sinks model for our fiducial source prescription. The Relaxed Limit model over-

estimates power somewhat early in reionization, but becomes similar to both the Full

Sinks and Uniform CR cases in reionization’s latter half.

• The morphology of neutral islands near the end of reionization is very similar in all

of the models except the Maximum CR(∆) case, which produces smaller islands. The

islands in that model are 20% too small on average, highlighting again the importance

of including the effects of pressure smoothing.
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• The strength of the sinks’ effect on morphology is sensitive to the properties of the

sources that drove reionization. In a model where reionization was driven entirely

by bright (MUV < −17), highly biased galaxies, the sinks suppress the 21 cm power

at the 10− 15% level at a fixed ionized fraction throughout reionization, even in the

Maximum CR(∆) case. By contrast, when faint (MUV ∼ −13), low-bias galaxies

drove reionization, the large-scale 21 cm power can be suppressed by up to 80%, and

the morphology in the Full Sinks and Uniform CR models differ significantly. This

result highlights the need to study the effects of sinks and sources together instead

of separately. Moreover, the insensitivity of morphology to sinks in highly biased

source models makes such models easier targets for forthcoming 21 cm experiments

like HERA and SKA, and other probes sensitive to the presence of very large ionized

bubbles.

Our Full Sinks model can be improved on in several ways. First, in future iterations

we plan to address the caveats discussed in §5.2.3, namely the possible under-counting of

rare, massive sinks and double-counting of absorptions in self-shielded systems. These issues

can be addressed with sub-grid simulations in larger volumes and by explicitly modeling

the evolution of the residual H i fraction in self-shielded systems. A notable uncertainty

in our results is that simulations upon which our sub-grid model is based do not include

galaxy formation processes, which may affect significantly the structure and state of sinks

near massive halos.

Given the interplay between sources and sinks pointed out here, future studies

should also move beyond simplistic source parameterizations. Source models should ideally
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incorporate physically motivated prescriptions for effects such as feedback from reioniza-

tion [254, 255, 217, 256, 257, 258, 144], bursty star formation [259, 260, 261], galaxy for-

mation histories [262, 263, 264], and for fesc [265, 266, 267, 268, 269], all of which play

important roles in setting the abundance and bias of the sources.
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Chapter 6

Supplemental Unpublished

Material

6.1 Numerical solution of the 1D RT Equation in a static

density IGM

6.1.1 The RT equation

The 1D time-dependent RT equation in spherical coordinates, ignoring scattering,

has the form

1

c

∂Iν
∂t

+
1

r2
∂(r2Iν)

∂r
+ κν(r)I = jν(r) (6.1)

where Iν is the radiation intensity at frequency ν, κν(r) is the absorption coefficient of the

gas along the line of sight and jν(r) is the source function. In our case, jν(r) is a delta

function at the origin (a point source) and so we can solve Eq. 1 assuming jν = 0 and the

appropriate boundary conditions. If we further assume that the speed of light is infinite,
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the first term on the LHS drops out as well. Writing Eq. 1 as a finite difference on a spatial

grid gives

1

r2i∆ri

[
r2i Iν(ri)− r2i−1Iν(ri−1)

]
+ κν(ri)Iν(ri) = 0 (6.2)

where ∆ri ≡ ri − ri−1. The use of indices i and i − 1 in the first term on the LHS of

Eq. 2 makes this a backwards-difference approximation of Eq. 1. A forwards-difference

approximation would have had indices i+ 1 and i instead. Solving for Iν(ri) gives

Iν(ri) =

(
1

∆ri
+ κν(ri)

)−1(ri−1

ri

)2 1

∆ri
Iν(ri−1) (6.3)

Eq. 3 can be solved at all points on the grid in sequence starting from r0 ≡ R0. The

boundary condition is

Iν(R0) =
L

16π2R2
0

ϕν (6.4)

where L is the luminosity of the ionizing source at the center and ϕν is the spectrum of the

ionizing radiation, normalized so that

∫ νmax

νmin

dνϕν = 1 (6.5)

where νmin and νmax are the minimum and maximum frequencies emitted by the source.

The absorption coefficient κν is given by

κν =
∑

κiν =
∑

niσ
i
ν (6.6)

where ni is the number density of species i and σi
ν is the absorption cross-section of species

i. In the case of HI, σHI
ν ≈ σ0

(
ν
ν0

)−2.75
at ν > 13.6 eV/hp = ν0 and 0 otherwise (with

σ0 = 6.3× 10−18 cm−2). The exact form is taken from [270].
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6.1.2 Chemistry Equations

Once we have solved for Iν , we need to solve for the ionization state of the gas.

The photo-ionization rate of species i in a thin shell with thickness ∆r and intensity Iν is

Γi =

∫ νmax

νmin

dνσi
ν

cuν
hpν

(6.7)

where uν = 4π
c Iν is the spectral energy density and hp is Planck’s constant. The ionization

states of H and He are then given by the following set of differential equations:

dnHII

dt
= nHIΓHI − αHII(T )nenHII (6.8)

dnHeII

dt
= nHeIΓHeI − αHeII(T )nenHeII − nHeIIΓHeII + αHeIII(T )nenHeIII (6.9)

dnHeIII

dt
= nHeIIΓHeII − αHeIII(T )nenHeIII (6.10)

nHI = nH − nHII (6.11)

nHeI = nHe − nHeII − nHeIII (6.12)

ne = nHII + nHeII + 2nHeIII (6.13)

Eq. 8-10 are the ionization equations for HII, HeII, and HeIII, and Eq. 11-12 are the

“closing conditions” that ensure conservation of H and He, and Eq. 13 specifies the number

density of electrons. The αi terms are the temperature-dependent recombination rates of

each ionized state. We use this set of equations to solve for the ionization state in mostly

neutral gas, where the abundances of the ionized states are very small. As an example, the

backwards-difference form of Eq. 8 is

nHII(ti)− nHII(ti−1)

∆ti
= [nH − nHII(ti)]ΓHI − αHII(T )ne(ti)nHII(ti) (6.14)

where ∆t ≡ ti − ti−1. Solving Eq. 14 is in prinicple tricky, since ne(ti) depends on the

updated ionization states of HI, HeI, and HeII, which would render Eq. 8-10 a coupled set
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of quadratic equations. To get around this, we initially take ne to be it’s previous value (at

t = ti−1) initially, which makes Eq. 14 easy to solve:

nHII(ti) =

[
1

∆ti
+ ΓHI + αHII(T )ne(ti−1)

]−1(nHII(ti−1)

∆ti−1
+ nHΓHI

)
(6.15)

After solving Eq. 8-13 in this manner, we solve them again for the same time step, but

using the updated value of ne from the previous solution. Over several iterations ne will

converge to it’s “present” value and Eq. 15 will be consistent with the full backwards-

difference solution. Eq. 8-13 are appropriate when the number densities of the ionized

states are small, but when densities of neutral states are small, as in highly ionized gas, it is

more numerically sound to write the differential equations in terms of the neutral ionization

states. For example, the equation for H would become

dnHI

dt
= −nHIΓHI + αHII(T )nenHII (6.16)

and would be solved in a manner analogous to Eq. 14 and 15. In the case of He, we have

3 possible ionization states and hence must pick two to solve for in this manner. Usually

one of the three ionization states of He dominates, so we solve the other two using the

backwards difference approach and use the closing condition to get the third. Based on the

relative abundances of each ionization states, we optimally choose which set of equations

to solve at each grid point.
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6.1.3 Temperature

The equation for the temperature of an expanding IGM (ignoring evolution in the

density contrast ∆) is

dT

dt
=

2

3kBntot
(H− Λ)− 2H(z)T − T

ne

dne

dt
(6.17)

Here, H and Λ are the heating and cooling functions respectively, H(z) is the Hubble

parameter, and ntot is the total number density of the gas. The backwards different solution

of this equation is straightforward if we ignore the fact that Λ depends on temperature:

T (ti) =

[
1

∆ti
+ 2H(z) +

1

ne

dne

dt

]−1 [T (ti−1)

∆ti
+

2

3kBntot
(H− Λ)

]
(6.18)

Sufficiently far from I-fronts and over long time scales, the main sources of cooling is the

expansion of the universe, which is described by the H(z) term. The main source of heating

is photo-ionizational heating, which is given by

Hi
pi =

∫ νmax

ν0

dνσi
ν(hν − hν0)

cuν
hν

(6.19)

where ν0 is the ionization edge of species i (13.6/hp eV for HI). The cooling mechanism

over short timescales (and outside of I-fronts) is Compton cooling off the CMB:

Λcompton = C(z)ne(T − TCMB) (6.20)

where TCMB = 2.7(1 + z) K, and

C(z) = 5.6072 erg /K/ s × 10−36(1 + z)4 (6.21)

Inside ionization fronts, the dominant cooling channel is collisional ionization. The colli-

sional ionization cooling rates are given by

Λi
ci = CICi(T )neni (6.22)
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for temperatures 104 K ≤ T ≤ 109 K and 0 otherwise, where the coefficients CICi The are

given by

CICHI = 13.60 eV × 21.11 cm 3/ s × T−1.5e−λHI/2
λ−1.089
HI

(1 + (λHI/0.354)0.874)1.101
(6.23)

CICHeI = 24.59 eV × 32.38 cm 3/ s × T−1.5e−λHeI/2
λ−1.146
HeI

(1 + (λHeI/0.416)0.987)1.056
(6.24)

CICHeII = 54.42 eV × 19.95 cm 3/ s × T−1.5e−λHeII/2
λ−1.089
HeII

(1 + (λHeII/0.553)0.735)1.275
(6.25)

where λi ≡ 2Ei/kBT , and Ei is the ionization energy of species i. Here ni is the neutral state

of the respective species (e.g. HI). At high densities, recombination cooling is important.

The recombination cooling rates are given by

Λi
rc = RCi(T )neni (6.26)

where now ni refers to the ionized state of each species. The recombination cooling coeffi-

cients are given by

RCA
HII = 1.778× 10−29 erg cm 3/ s × T

λ1.965
HII

(1 + (λHII/0.541)0.502)2.697
(6.27)

RCB
HII = 3.435× 10−30 erg cm 3/ s × T

λ1.970
HII

(1 + (λHII/2.250)0.376)3.720
(6.28)

RCA
HeII = kBTα

A
HeII (6.29)

RCB
HeII = kBTα

B
HeII (6.30)

RCA
HeIII = 8RCA

HII (6.31)

RCB
HeIII = 8RCB

HII (6.32)

where the A and B superscripts refer to case A and B recombination rates.
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6.2 Recent improvements to the IGM opacity sub-grid model

6.2.1 Multi-frequency Radiative Transfer

Multi-frequency RT model

The radiative hydrodynamics simulations of [74] assumed a power law spectrum

of the form Jν ∝ ν−α, where α = 1.5, discretized into 5 frequency bins between 1 and 4

Ry. Unfortunately, because these authors did not anticipate the subsequent application to

a multi-frequency sub-grid model, they did not save the IGM opacities in each frequency

bin. However, they did save the frequency-averaged absorption coefficient, ⟨κν⟩α=1.5, where

the subscript denotes that the average is weighted by the spectrum Jν ∝ ν−1.5, and the

Lyman Continuum value, κ912, which we use to calibrate an approximate multi-frequency

treatment of the opacity as follows. First, we assume that the frequency dependence of κ

is described by a power law in the photo-ionization cross-section,

κν = κ912

(
σν
σ912

)βN−1

(6.33)

This form follows from the frequency-dependent version of equation (5) of [178],

κν =

∫
dNHI

∂2N

∂NHI∂r

(
1− e−NHIσν

)
, (6.34)

with the additional assumption of a power-law H i column density distribution, ∂2N/∂NHI∂r ∝

N−βN
HI , where NHI is the H i column, and restricting 1 < βN < 2. [178] showed that equation

(6.34) provides an excellent approximation to the full κν in the simulations of [74]. With a

power-law spectrum of the form Jν ∝ ν−α between 1 and 4 Ry, we can find βN using

⟨κν⟩α=1.5

κ912
=

α[1− 4−α−2.75(βN−1)]

[α+ 2.75(βN − 1)](1− 4−α)
, (6.35)
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where we have used the approximation that σν = σ912(ν/ν912)
−2.75. For α = 1.5, the

left hand side of equation (6.35) can be calculated for each RT cell of our reionization

simulations, since our sub-grid model keeps track of the evolution of both ⟨κν⟩α=1.5 and

κ912, yielding a solution for βN. Once βN has been estimated in this manner, κν is calculated

for each frequency bin using equation (6.33).

Multi-frequency generalization for ΓHI (Eq. 5.1)

If the I-front in cell i is infinitely sharp and travels along one axis, then ray j

intersecting cell i will travel a distance xiion∆sij (recall ∆sij is the total path length of ray

j through cell i) before reaching neutral gas. The number of photons absorbed over this

distance is

N i
abs =

Nrays∑
j=1

∑
ν

N ij
0,ν

(
1− exp

[−xiion∆sij

λi
ν

])
(6.36)

where the outer sum runs over all rays j intersecting cell i and the inner sum runs over

all frequency bins characterizing ray j. Here, N ij
0,ν is the number of photons in ray j at

frequency ν and λi
ν is the frequency-dependent mean free path in cell i. During a time step

∆t, ΓHI behind the I-front is

Γi
HI =

# of photons absorbed per time

# of HI atoms in ionized gas
=

N i
abs/∆t

nΓ
HIx

i
ionVcell

(6.37)

where xiionVcell is the ionized volume of cell i and

nΓ
HI ≡

⟨ΓHInHI⟩V
⟨ΓHI⟩V

(6.38)
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is the ΓHI-weighted HI number density (the V sub-script denotes a volume average). In

§C.3, we show that the frequency-averaged MFP in our sub-grid simulations is given by

λ
−1

=
⟨nHIΓHI⟩V

Fγ
=

1

Fγ

∫ 4νHI

νHI

dν
Iν
hν

λ−1
ν (6.39)

where Iν and Fγ are the specific intensity and ionizing photon flux at the source planes in

the sub-grid simulations, respectively. Using this result, we can write

nΓ,i
HI

Fγ
=

1

⟨ΓHI⟩V

∫ 4νHI

νHI

dν
1

Fγ

Iν
hν

λ−1
ν ≈ ⟨λ−1

ν ⟩iν
⟨ΓHI⟩V

(6.40)

where ⟨λ−1
ν ⟩iν is the opacity averaged over the spectrum incident on cell i. In our monochro-

matic treatment, which assumed the same α = 1.5 spectrum used in our sub-grid simu-

lations, Eq. 6.40 is exact. In our multi-frequency treatment, the spectral shape can vary

from cell to cell and differ from a power law. For each cell, we assume that Eq. 6.40 would

hold for a hypothetical sub-grid simulation run sharing the same spectrum incident on the

cell. This is an approximation, since we determine the frequency dependence of λν entirely

from our α = 1.5 simulations using Eq. 6.33 (see next section). Eq. 6.40 also ignores spec-

tral hardening taking place over distances smaller than the cell size. Substituting Eq. 6.36

and 6.40 to Eq. 6.38 yields

Γi
HI =

∑Nrays

j=1

∑
ν N

ij
0,ν

(
1− exp

[
−xi

ion∆sij

λi
ν

])
⟨(λ−1

ν ⟩νFγ/⟨ΓHI⟩V)xiionVcell∆t
(6.41)

The ratio Fγ/⟨ΓHI⟩V can be simplified as long as Fγ⟨σHI⟩iν ≈ ⟨ΓHI⟩V, where ⟨σHI⟩iν is the

HI cross-section averaged over the spectrum incident on cell i. Under this approximation,

Γi
HI =

⟨σHI⟩iν
∑Nrays

j=1

∑
ν N

ij
0,ν

(
1− exp

[
−xi

ion∆sij

λi
ν

])
⟨λ−1

ν ⟩iνxiionVcell∆t
(6.42)

If we define ⟨λν⟩ν ≡ ⟨λ−1
ν ⟩−1

ν , then Eq. 6.42 can be written in a form similar to Eq. 1 of [10],

Γi
HI =

⟨λν⟩iν⟨σHI⟩iν
∑Nrays

j=1

∑
ν N

ij
0,ν

(
1− exp

[
−xi

ion∆sij

λi
ν

])
xiionVcell∆t

(6.43)
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Figure 6.1: Direct test of our multi-frequency procedure described in §6.2.1. We have
run small-scale simulations with α = 1.5, 0.5, and −0.5, and used the procedure in that
section to estimate ⟨λnu⟩spec using only the α = 1.5 results. Here we show the ratio between
⟨λnu⟩spec and the true value extracted from each simulation. The extremely good agreement
in the α = 1.5 case validates our assumption that the column density distribution is well-
described by a power law. The other cases differ by at most 20% (and usually much better).

Frequency Dependence of κ & IGM Filtering

In this appendix, we explain in more detail and provide validation of our multi-

frequency RT treatment described in §6.2.1. To validate the procedure, we test it using a

set of small-volume hydro/RT simulations similar to the ones used to calibrate our sub-grid

model. We have run three simulations in 0.512 h−1Mpc boxes with N = 5123 gas/RT cells,

each with ΓHI = 3 × 10−13, zreion = 8, and with the box-scale mean density equal to the

cosmic mean. Our simulations have different power law spectra with indices α = 1.5 (the

value used in our sub-grid simulations), 0.5, and −0.5.
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Figure 6.2: Visualization of the effect of IGM filtering at z = 6 in one of our reionization
models. Left: βN estimated using Eq. 6.35. We find βN ≈ 1.7 − 1.9 in most ionized gas,
with smaller values (≈ 1.5) close to I-fronts. Middle: ratio of the IGM heating rate with the
value expected for an α = 1.5 spectrum. IGM heating rates are enhanced by as much as a
factor of 1.5 close to ionization fronts, where the effect of IGM filtering is greatest. Right:
spectral index (αeff) that would reproduce the heating rates shown in the middle panel. We
see that αeff can be as small as −0.5 close to ionization fronts.

Figure 6.1 shows the ratio of ⟨λν⟩spec for each case, computed using the α =

1.5 simulation results for each case, with the true value measured in the simulation. We

find extremely good agreement for α = 1.5, suggesting that our approximation of the

column density distribution as a power law is a good one. For α = 0.5 (−0.5), the re-

constructed ⟨λν⟩spec differs from the truth by at most 10% (20%), with the agreement

improving significantly ∆z = 1 after the gas is ionized. This disagreement likely owes

to differences in the self-shielding properties of the gas in simulations with different α,

which are are unable to correct for with our present approach. Given that ⟨λν⟩spec for the

α = 1.5 and −0.5 simulations are different by almost a factor of 3, this level of agreement

is acceptable.

In Figure 6.2, we visualize the effect of IGM filtering in our models on the properties

of the IGM at z = 6. The left panel shows a slice of βN, calculated using Eq. 6.35. We
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find βN ≈ 1.7 − 1.9 in highly ionized gas, consistent with the findings of [136] 1. We find

lower values (βN ≈ 1.5 ) in the most recently ionized gas close to I-fronts, consistent with

the results of [178]. In the middle panel, we show the enhancement in the IGM heating

rate H relative to the heating rate expected for an α = 1.5 spectrum. We see that near

ionization fronts, where the effects of IGM filtering are the greatest, H can be up to a factor

of 1.5 higher than it’s value close to bright sources where minimal heating has occurred.

The right panel shows the results of computing the spectral index in each RT cell - αeff -

that would reproduce the heating rates seen in the middle panel. We see that αeff gets very

small (≈ −0.5) near the I-fronts, where most of the radiation has traveled a couple mean

free paths through the IGM. The average αeff is ∼ 0.5, much lower than the value assumed

for the sources. These visualizations illustrate the importance of using multi-frequency RT

when modeling the Lyα forest.

6.2.2 Recombination Radiation

We have also added an approximate treatment of recombination radiation to our

sub-grid model. To do this, we assume all ionized cells are is in photo-ionizational equilib-

rium and that the effects of self-shielded gas can be ignored, such that the recombination

rate can be calculated directly from the MFP2. Assuming that a fraction f rec
esc of ionizing

recombination photons escape from the dense, ionized clumps in which they are produced,

the effective recombination coefficient is

α(T ) = f rec
escαA(T ) + (1− f rec

esc )αB(T ) (6.44)

1They found βN ≈ 1.8 for optically thin systems.
2This is definitely not true in our sub-grid model, since self-shielded neutral regions play a significant

role in setting the opacity in recently ionized gas [178]. However, this approximation is likely acceptable for
the largely qualitative aims of this work.
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Under the assumption of photo-ionizational equilibrium, and ignoring self-shielding systems,

κ ∝ α(T ). Since our sub-grid simulations assume the case B recombination coefficient, κ

must be re-scaled according to

κ = κB
α(T )

αB(T )
(6.45)

where λB is the MFP inferred from the sub-grid simulations. The production rate of ionizing

recombination photons in cell i is given by

ṅrec,i
γ = xiionf

rad
esc

Γi
HI

⟨σHI⟩ν
(
⟨κiA⟩ν − ⟨κiB⟩ν

)
(1 + χ) (6.46)

where κA is the case A (f rec
esc = 1) absorption coefficient.

The spectrum of ionizing recombination photons is likely softer than that of stellar

sources. The energy of a recombination photon is given by

Erec = 13.6 eV +
1

2
mev

2 (6.47)

wheremp is the electron mass and v is the relative velocity between the recombining electron

and proton. The average energy is given by taking 1
2mev

2 = 3
2kT , where T is the gas

temperature. For 104 K gas this extra term is 1.3 eV, yielding an average energy of 14.9

eV and an HI cross-section of 4.93× 10−18 cm2, much higher than the ⟨σHI⟩ = 2.55× 10−18

cm2 for an α = 1.5 spectrum. In our models which track multi-frequency radiation, we will

deposit all recombination photons into the lowest energy bin (14.44 eV).
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6.3 Forward-modeling the Lyα forest in RT simulations

6.3.1 Forest Model

Another key recent improvement is that we now model the 5 < z < 6 Lyα forest

using skewers traced through our simulation volume. The mean Lyα forest flux in particular

provides the most important empirical anchor for calibrating our simulations.

We have traced 4,000 skewers, each of length 50 h−1Mpc, in random directions

and starting at random locations through the hydrodynamic simulation (using periodic

boundary conditions). We compute the Lyα transmission along the skewers using the [271]

approximation to the Voigt profile. RT cells with ionized fraction xion > 0.5 are taken

to be ionized, but we find that the statistical properties of our mock Lyα forests are not

sensitive to the particular choice of xion threshold. The neutral hydrogen densities in the

ionized cells are re-scaled under assumption of photoionization equilibrium with the case-

A recombination coefficient, which is appropriate for the low-density regions that set the

forest transmission at these redshifts. The photoionization rates and temperatures for this

re-scaling are taken from the RT grid.

As described in chapters 3 and 5, the IGM temperatures on our RT grid are

computed using the model of [135], which is based in part on the model of [272]. We note that

the temperatures do not come into play for the RT itself, since the LyC opacities are obtained

from the sub-grid model mentioned in the last section. We use the temperatures only for

modeling the Lyα forest and for computing the IGM thermal history. We use the flux-

based method described in [135] to estimate I-front speeds and then compute Treion using

153



their equation (3), which assumes an incident spectral index of α = 1.5.3 The subsequent

temperature evolution in ionized gas follows equation (6) of [135], with the exception that the

equilibrium photo-heating rate is now computed using the discrete 5-bin radiation spectrum

in each cell.

We note that the resolution of our hydro simulation (Ngas = 20483) is much higher

than that of our RT grid (Nrt = 2003). One issue with the approach outlined so far is that

is misses the effects of temperature variations on scales smaller than our coarse-grained RT

cells, ∆x = 1h−1Mpc. Although a given cell should be nearly isothermal (with temperature

≈ Treion) shortly after it has been reionized, well after that the densities lower (higher) than

the local mean should have lower (higher) temperatures than the value calculated for the

RT cell. But the procedure outlined thus far would assign a single temperature to all of the

hydro cells intersecting the RT cell. This over-estimate of the temperatures in small-scale

under-densities leads to an over-estimate of the forest transmission by ≈ 10 − 15%. We

correct for this effect by evaluating the analytic solution to the IGM temperature equation

of [206] on a grid of (z, zreion, ∆) values, where ∆ is gas density in units of the cosmic mean.

For each z and zreion, we evaluate γ by fitting densities with ∆ < 1 (the regime that sets

the forest transmission) to a power law. We then assign a local value of γ to each RT cell

by interpolating in z and zreion. Finally, the temperature of each hydro cell is given by

Thydro = TRT

(
∆hydro

∆RT

)γ(z,zreion)−1

, (6.48)

where TRT and ∆RT are the temperature and density of the coarse-grained RT cell, ∆hydro is

the density along the hydro skewer through the cell, and γ(z, zreion) represents the slope of

3Because [135] found that that Treion is relatively insensitive to the spectral index for α < 1.5, we do not
take into account the effects of IGM filtering, i.e. decreases in α caused by absorptions in the intervening
gas.
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Figure 6.3: Power law index of the temperature-density relation, γ(z, zre), used to cor-
rect for scatter in the temperature-density relation when mapping our coarse-grained RT
temperatures onto the high-resolution density grid for our Lyα forest calculations. γ − 1
approaches it’s limiting value of 3/5 when z << zreion, while when z = zreion, γ− 1 = 0 (for
iso-thermal gas).

the local temperature-density relation. Appendix 6.3.2 discusses this correction in further

detail and its effect on the global temperature-density relation.

Finally, it is well known that achieving numerical convergence in large-volume

simulations of the high-z Lyα forest is difficult (see e.g.[273, 79]). For Eulerian codes, this

difficulty owes to the transmission at z > 5 being set by the most under-dense (∆ < 0.5)

voids, which become less dense, thus more transmissive, at higher spatial resolution. The

appendix of [79] describes a convergence test for the same hydrodynamic simulation used

in this work. We apply the correction factors provided in their Table 1A to correct for the

resolution effects in our Lyα forest fluxes. These corrections were successfully applied by

[79] to obtain forest measurements of ΓHI.
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6.3.2 Correcting for the IGM Temperature-Density Relation

In this section, we provide more details about how we model the temperature-

density relation in the IGM in our Lyα forest calculation (see §6.3.1). As discussed there,

mismatch between the hydro and RT cell sizes introduces unwanted scatter in the temperature-

density relation on scales smaller than the RT cell size. As explained in §6.3.1, we correct

for this by constructing a model for the temperature-density power law index γ using the

results of [206]. We have fit the [206] solution to a power law at densities ∆ ≤ 1, which is

the range of densities that sets the Lyα forest transmission at these redshifts. Each cell RT

cell is then assigned a value of γ based on the the current redshift and the redshift at which

the cell was half ionized (zreion).

Figure 6.3 shows γ vs. z vs. zreion for 5 < z, zreion < 12. Note that the upper

left corner of the plot is empty because z ≤ zreion for a cell to be considered ionized. At

z = zreion, γ = 1, consistent with the flat temperature-density relation expected in freshly

ionized gas. As we approach z << zreion, γ steadily grows towards its asymptotic value

of 5/3, expected for gas which has reached approximate thermal equilibrium. Note that

the [206] solution includes only photo-heating, cosmic expansion cooling, and Compton

cooling. At ∆ < 1 other processes, such as recombination cooling, are sub-dominant to

these, so this approximation is valid in the regime of interest here.

In Figure 6.4, we show the effect of applying this correction to our N = 20483

density field. The left panel shows the temperature-density relation for the coarse-grained

temperature and density fields from our fiducial RT simulations at z = 5.2. At the highest

densities, which ionize the earliest, the gas has had ample time to cool and relax to a tight
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Figure 6.4: The temperature-density relation in our in our Lyα forest calculation before and
after the correction described in this section. Left: the T-D relation in our coarse-grained
RT simulation for one of our models at z = 5.6. Right: T-D relation on the high-resolution
density grid using a straight mapping of the coarse-grained RT temperatures. Right: T-
D relation on the high-res density grid after applying our correction. We see that this
procedure approximately restores the T-D relation seen in the RT simulation itself, albeit
with some extra scatter.

power law. At lower densities, the cooling timescales are longer and gas is more likely to

have ionized very recently, resulting in large scatter. The middle panel shows this relation

after the RT temperatures have been mapped to the high-resolution density field used for

the forest calculation. We see that the tight power law at high densities vanishes due density

fluctuations below the scale of the RT cell. As the right panel shows, applying our correction

approximately recovers the shape seen in the left panel.
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Chapter 7

Conclusions

In this thesis, I have made significant progress towards the addressing goals out-

lined in the introduction. I have shown that the sinks can be modelled accurately with high

resolution hydro/RT simulations, and that their dynamics and effects can be accounted for

in large-scale reionization simulations. I have developed a modeling framework that includes

these effects and have used it to study several existing and forthcoming reionization observ-

ables. These studies have yielding a number of interesting and relevant conclusions. Along

the way, I have made a number of key improvements to the original modeling framework.

In the future, I plan to continue to develop this framework to include a better sub-

grid opacity model, faster radiative transfer, and a more realistic treatment of the sources

of reionization. In addition to continuing to address key open questions in the field, I

intend to develop my modeling framework into a versatile tool for use by the reionization

community. With key improvements and optimizations, my radiative transfer code will

eventually become fast enough to enable large parameter inference studies that will make
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use of a wealth of forthcoming observational data. With improved modeling of reionization’s

sources, this will lead to competitive constraints on the properties of the first galaxies.
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H. M. Christenson, E. Bañados, F. Bian, M. Bischetti, H. Chen, F. B. Davies, A.-C.
Eilers, X. Fan, P. Gaikwad, B. Greig, M. G. Haehnelt, G. Kulkarni, S. Lai, A. Pal-
lottini, Y. Qin, E. V. Ryan-Weber, F. Walter, F. Wang, and J. Yang, “Long Dark
Gaps in the Lyβ Forest at z ¡ 6: Evidence of Ultra-late Reionization from XQR-30
Spectra,” The Astrophysical Journal, vol. 932, p. 76, June 2022.

[25] L. Y. A. Yung et al., “Semi-analytic forecasts for Roman – the beginning of a new era
of deep-wide galaxy surveys,” arXiv e-prints, p. arXiv:2210.04902, Oct. 2022.

[26] The HERA Collaboration, “Improved Constraints on the 21 cm EoR Power Spectrum
and the X-Ray Heating of the IGM with HERA Phase I Observations,” arXiv e-prints,
p. arXiv:2210.04912, Oct. 2022.

[27] Z.-Y. Zheng et al., “First Results from the Lyman Alpha Galaxies in the Epoch of
Reionization (LAGER) Survey: Cosmological Reionization at z ∼ 7,” The Astrophys-
ical Journal Letters, vol. 842, p. L22, June 2017.

[28] K. N. Abazajian et al., “CMB-S4 Science Book, First Edition,” arXiv e-prints,
p. arXiv:1610.02743, Oct. 2016.

163



[29] P. Ade et al., “The Simons Observatory: science goals and forecasts,” Journal of
Cosmology and Astroparticle Physics, vol. 2019, p. 056, Feb. 2019.

[30] S. E. I. Bosman, F. B. Davies, G. D. Becker, L. C. Keating, R. L. Davies, Y. Zhu, A.-
C. Eilers, V. D’Odorico, F. Bian, M. Bischetti, S. V. Cristiani, X. Fan, E. P. Farina,
M. G. Haehnelt, G. Kulkarni, A. Mesinger, R. A. Meyer, M. Onoue, A. Pallottini,
Y. Qin, E. Ryan-Weber, J.-T. Schindler, F. Walter, F. Wang, and J. Yang, “Hydro-
gen reionisation ends by z = 5.3: Lyman-α optical depth measured by the XQR-30
sample,” arXiv e-prints, p. arXiv:2108.03699, Aug. 2021.

[31] N. Kashikawa, K. Shimasaku, M. A. Malkan, M. Doi, Y. Matsuda, M. Ouchi,
Y. Taniguchi, C. Ly, T. Nagao, M. Iye, K. Motohara, T. Murayama, K. Murozono,
K. Nariai, K. Ohta, S. Okamura, T. Sasaki, Y. Shioya, and M. Umemura, “The End
of the Reionization Epoch Probed by Lyα Emitters at z = 6.5 in the Subaru Deep
Field,” The Astrophysical Journal, vol. 648, pp. 7–22, Sept. 2006.

[32] Y. Ono, M. Ouchi, B. Mobasher, M. Dickinson, K. Penner, K. Shimasaku, B. J.
Weiner, J. S. Kartaltepe, K. Nakajima, H. Nayyeri, D. Stern, N. Kashikawa,
and H. Spinrad, “SPECTROSCOPIC CONFIRMATION OF THREEz-DROPOUT
GALAXIES ATz= 6.844-7.213: DEMOGRAPHICS OF lyα EMISSION INz∼ 7
GALAXIES,” The Astrophysical Journal, vol. 744, p. 83, dec 2011.

[33] M. A. Schenker, D. P. Stark, R. S. Ellis, B. E. Robertson, J. S. Dunlop, R. J. McLure,
J.-P. Kneib, and J. Richard, “Keck Spectroscopy of Faint 3 &lt; z &lt; 8 Lyman Break
Galaxies: Evidence for a Declining Fraction of Emission Line Sources in the Redshift
Range 6 &lt; z &lt; 8,” The Astrophysical Journal, vol. 744, p. 179, Jan. 2012.

[34] A. Mesinger, A. Aykutalp, E. Vanzella, L. Pentericci, A. Ferrara, and M. Dijkstra,
“Can the intergalactic medium cause a rapid drop in Lyα emission at z &gt; 6?,”
Monthly Notices of the Royal Astronomical Society, vol. 446, pp. 566–577, Jan 2015.

[35] M. Ouchi, Y. Harikane, T. Shibuya, K. Shimasaku, Y. Taniguchi, A. Konno,
M. Kobayashi, M. Kajisawa, T. Nagao, Y. Ono, A. K. Inoue, M. Umemura, M. Mori,
K. Hasegawa, R. Higuchi, Y. Komiyama, Y. Matsuda, K. Nakajima, T. Saito, and
S.-Y. Wang, “Systematic Identification of LAEs for Visible Exploration and Reioniza-
tion Research Using Subaru HSC (SILVERRUSH). I. Program strategy and clustering
properties of ∼2000 Lyα emitters at z = 6-7 over the 0.3-0.5 Gpc2 survey area,” Pub-
lications of the Astronomical Society of Japan, vol. 70, p. S13, Jan. 2018.

[36] X. Fan, M. A. Strauss, R. H. Becker, R. L. White, J. E. Gunn, G. R. Knapp, G. T.
Richards, D. P. Schneider, J. Brinkmann, and M. Fukugita, “Constraining the Evo-
lution of the Ionizing Background and the Epoch of Reionization with z˜6 Quasars.
II. A Sample of 19 Quasars,” Astronomical Journal, vol. 132, pp. 117–136, Jul 2006.

[37] D. J. Mortlock, S. J. Warren, B. P. Venemans, M. Patel, P. C. Hewett, R. G. McMa-
hon, C. Simpson, T. Theuns, E. A. Gonzáles-Solares, A. Adamson, S. Dye, N. C.
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Appendix A

Appendix for Chapter 2

A.1 Bias Factor Derivation

We provide here the derivation for the sinks contribution to bxi,v2 in Equation 2.16.

Assuming xri and Cr
R satisfy Equation 2.13, we can write a differential equation for δrxi

with

the simple form

δ̇rxi
+A(t)δrxi

= B(t)δrCR
(A.1)

where

A(t) ≡
˙⟨xi⟩

⟨xi⟩
+ αBne⟨CR⟩ B(t) ≡ −αBne⟨CR⟩ (A.2)

are functions only of the IGM mean values of xi and CR for which the solution to Equa-

tion 2.13 is known already. The fluctuation δrCR
is given by the average of local fluctuations

over the distribution of zre and vbc within the patch, analogous to Equation 2.14. Assuming

the right-hand-side of Equation A.1 is a function of time only and not of δrxi
(which will be

justified momentarily), the solution is

δrxi
(t) = D(t)

∫ t

t(z0)
dt′F (t′)δrCR

(t′) (A.3)

188



where

D(t) ≡ e
−

∫ t
t(z0)

dt′A(t′)
F (t) ≡ B(t′)e

∫ t
t(z0)

dt′A(t′)
(A.4)

where z0 is the redshift at which Reionization starts. Finally, we may write to first order

in δrv2 ≡ (v2bc − σ2
bc)/σ

2
bc,

δrCR
=

σ2
bc

⟨CR⟩

〈
∂CR

∂v2bc

∣∣∣
vbc=σbc

〉
δrv2 + matter terms (A.5)

where the partial derivative is averaged as in Equation 2.14. Equation A.5 is the statement

that vbc is a biased tracer of CR. Combining Equations A.3 and A.5 yields

δrxi
= brxi,v2

δrv2 (A.6)

where brxi,v2
is the scale-dependent ionized fraction bias factor. Provided r is large enough

that spatial fluctuations in Pzre(xi(t)) are unimportant, we may write the scale-independent

bias factor (Equation 2.16) as

bxi,v2(t) = lim
r→∞

brxi,v2
(t) =

σ2
bcD(t)

⟨CR⟩

∫ t

t(z0)
dt′F (t′)S(t′) (A.7)

where

S(t) ≡
∫ z(t)

z0

dzrePzre(xi(t))
∂CR

∂v2bc

∣∣∣
vbc=σbc

(zre, t) (A.8)

Note that Pvbc was absorbed in the definition of δrv2 .

A.2 Test of Initial Conditions

We tested the initial conditions prescription used in this work by comparing the

simulated matter power spectrum at very high redshifts to the expectation from linear
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Simulation zinit N L (Mpc/h) vbc (km/s)

Fiducial 1080 2563 0.256 0
Fiducial + vbc 1080 2563 0.256 30

High Res 1080 5123 0.256 0
High Res + vbc 1080 5123 0.256 30

Low z 300 2563 0.256 0

Table A.1: List of simulations run to test the accuracy of the initial conditions setup used
in this work. Here, zinit is the initialization redshift of the simulation.

theory (LT). We did this primarily to verify that vbc is implemented correctly in our simu-

lations, but also to confirm that starting from z = 1080 produces correct results. To do this,

we ran a set of hydro-only test simulations down to z = 30, which are listed in Table A.1.

These simulations were initialized at zstart, which is either 1080 (as in our production runs)

or at z = 300 (as in D20).

The matter power spectrum for the tests starting from z = 1080 are shown in

Figure A.1 at redshifts 270, 145, 68, and 45. The top (bottom) set of curves show the DM

(baryon) power spectrum. The solid blue (black) curves are the LT predictions evolved

from redshift 1080 CAMB TFs using the LT approximation from [73] and employed in their

initial conditions code CICsASS. Runs with and without vbc have indistinguishable DM

power spectra, while the baryon power spectrum is suppressed significantly in the cases

with vbc. In all cases, the simulations agree well with the LT expectation until z = 45 when

non-linear effects begin to become important. The higher resolution runs do a better job

at small scales, as expected. Importantly, the simulations with vbc reproduce the CICsASS

prediction very well at scales that are captured by the simulations. These results demon-

strate that vbc is implemented correctly in our simulations.
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We also checked how our results are affected by using different starting redshifts.

In Figure A.2, we plot the Fiducial (cyan dashed), High res (magenta dotted), Low z(red

dashed) power spectra. We compare these to the CICsASS LT expectation without vbc

(black solid curve). We see that the simulations initialized at z = 1080 (Fiducial and High

Res) agree well the LT approximation. The one started from the z = 300 CAMB TF

deviates slightly from the other two initially. However, after some time has passed, the

relative difference decreases, indicating that the slight difference in initial conditions does

not affect the results significantly at much later times. This is important for us because

it indicates that we can reasonably compare our results to the simulations in D20 (which

were initialized in the same was as the Low z run). It also demonstrates that initializing

simulations at z = 1080 does not introduce significant shot noise, as has been suggested by

many previous authors (e.g. [73]).

A.3 Effects of Resolution and Box Size

We also assessed the sensitivity of our clumping factor results to numerical res-

olution and box size. This is important because vbc impacts small-scale gas structures

appreciably but leaves the larger structures unaffected. This suggests that too-small boxes

would fail to capture the large-scale structures, producing an over-estimate of the vbc effect.

Conversely, large boxes with poor resolution would fail to resolve the structures that are
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Figure A.1: Power spectra of baryons (bottom curves) and DM (top curves) for Fiducial
(cyan dashed), Fiducial + vbc (yellow dashed), High Res (magenta dotted), High Res +
vbc (greed dotted) at redshifts 270, 145, 68, and 45 compared to the LT expectation from
CICsASS. The blue (black) solid curves are the CICsASS LT approximation with(out) vbc.
All the DM curves are indistinguishable, and the simulations with and without vbc agree
well with their respective LT predictions, especially when the resolution is increased.
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Figure A.2: Baryon and CDM power spectra showing how our results vary with different
initialization schemes. The simulations shown are Fiducial (cyan dashed), High Res (ma-
genta dotted), and Low z + CAMB (red dashed). The Low z run deviates slightly from the
others initially, but all three converge at lower redshifts. This implies that starting from
z = 1080 and 300 give very similar results especially at low redshifts.
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most affected, leading to an under-estimate. We quantified these differences by running

a set of simulations with N = 512 and L = 256 kpc, which gives 8 times the resolution

and 1/64th the volume of our fiducial runs. We ran simulations with vbc = 0, 65 km/s

and Γ−12 = 0.3, 9.2 for zre = 6. We compared these results to our full box-size run with

vbc = 65 km/s, zre = 6, and Γ−12 = 0.3. We see a maximum suppression in CR relative to

the no-vbc case with the same parameters of ∼ 25%(35%) for Γ−12 = 0.3(9.2), significantly

more than the 15% we got for the fiducial case. We ran a similar set of tests at zre = 12,

but this time varying the resolution and box size one at a time. We found that increasing

box size at fixed resolution reduces the relative vbc effect after about ∆t ∼ 5 Myr, while

increased resolution boosts the effect considerably for ∆t < 10 Myr but not much after this.

These results are consistent with the picture that small structures that are affected by vbc

dominate the recombination rate early, but after relaxation is complete the recombination

rate is set by larger structures that are not appreciably affected by vbc.

In Figure A.3, we plot the number of hydrogen recombinations per hydrogen atom

since zre for the convergence tests at zre = 6 alongside our production runs (the fiducial

case) with (zre,Γ−12) = (6, 0.3), all for vbc = 0 (65 km/s). The difference between the runs

with and without vbc increases for smaller box size/higher resolution and increasing Γ−12,

suggesting that the systems that are resolved in those simulations are more strongly im-

pacted by vbc. In addition, the number of recombinations is higher at later times in fiducial

case, suggesting that large structures not captured in the smaller simulations contribute a

large fraction of the recombinations. This result confirms our suspicion that box sizes that
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are too small to capture a representative sample of absorbing systems will over-estimate

the importance of vbc. However, it may be that some of the difference comes from the ad-

ditional resolution these boxes, in which case our fiducial runs may slightly under-estimate

vbc’s importance in patches that have been recently ionized.
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Figure A.3: Number of recombinations per hydrogen atom for our convergence runs (dot-
ted/dashed curves) and our fiducial zre = 6, Γ−12 = 0.3 run ((solid curves). The difference
due to vbc is much larger in the smaller boxes, especially the high Γ−12 case. This is likely
due to a combination of the lack of large systems and better resolution of small ones, both
of which enhance the importance of vbc.
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Appendix B

Appendix for Chapter 4

B.1 Self-Shielding Implementation

We account for self-shielding by using the results of [178] to model ΓHI(nH) at high

densities. We find that the form ΓHI
⟨ΓHI⟩ = F (nH) exp[−(nH/n0)

6] where F (nH) is given by

(as in [192, 277])

F (nH) = (1− f)

(
1 +

[
nH

n0

]β)α1

+ f

(
1 +

nH

n0

)α2

(B.1)

fits well the median ΓHI(nHI) of Ref [178] in relaxed gas for (n0/cm
−3, β, α1, α2, f) = (0.015,

2,−3,−1, 0.01) for Γ−12 = 0.3. We additionally found that their result for Γ−12 = 3.0 can

be reproduced by assuming the same parameters with n0 ∝ Γ
2/3
HI , so we adopted this scaling

to account for evolution of ΓHI. We used the same self-shielding prescription in the post-

processing MFP calculation for both the relaxed and un-relaxed simulations.
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B.2 Numerical Convergence

We tested the numerical convergence of the MFP estimation (Eq. 4.1) in our

simulations in different DM cosmologies in the relaxed and un-relaxed limits. The test

simulations were run in a box with L = 2h−1Mpc, with no DC mode. In the relaxed

limit, our fiducial ΓHI history was applied. Figure B.1 shows the MFP in the relaxed (top

row) and un-relaxed (bottom row) limits for different resolution choices, indicated in the

legend. (Note that we did not run a case with N = 20483 in the un-relaxed mX = 1 keV

scenario, so only four curves appear in that panel.) The left, middle, and right columns

show convergence tests for CDM, mX = 3 keV, and mX = 1 keV, respectively. We see

that in the relaxed limit, our choice of N = 10243 is more than sufficient for numerical

convergence for all three DM models.

In contrast, convergence is extremely difficult in the un-relaxed limit, which has

already been noted in [85] and [74]. Recall that the un-relaxed production run resolutions

for our CDM and mX = 3 keV simulations are both N = 20483, while our mX = 1 keV

simulations were run with N = 10243. The key takeaway from the bottom row of Figure

B.1 is that the degree of convergence appears to improve as mX decreases. For example, at

z = 6, the main redshift of interest for this work, the percent differences between adjacent

curves for CDM, starting at the lowest resolutions, are 37%, 32%, 27%, and 23%. For

mX = 3 keV, they are 21%, 14%, 13%, and 12%. For mX = 1 keV, they are 5%, 2%, and

1%. Hence, even with N = 10243, our production run with mX = 1 keV is likely better

converged than our CDM run (which was run with N = 20483), justifying our use of a lower

resolution for the former. This feature owes to the intrinsic lack of small-scale power in the
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WDM cosmology with mX = 1 keV. Another takeaway here is that our main results likely

underestimate the LyC opacity in the CDM model, and therefore underestimate the differ-

ences in MFP between the WDM and CDM models. Note, however, that our simulations

do not include the effect of pre-heating the IGM by the first X-ray sources. This heating

would raise the Jeans filtering mass, smoothing out the smallest structures present in the

CDM cosmology. Ref [74] found that this could lead to as much as a factor of 2 decrease

in the IGM clumping factor, which would act in the direction of diminishing differences in

the MFP between the CDM and WDM models in the un-relaxed limit.

B.3 Testing the relaxation ansatz (Eq. 4.3)

In this section we examine the accuracy of the simple relaxation ansatz given by

equation 4.3. To test this, we ran a hydrodynamic simulation in a CDM cosmology with

N = 5123 which was flash re-ionized at zre = 6.5 using our fiducial ΓHI prescription. For

comparison, we then ranN = 5123 relaxed and un-relaxed limit runs, and plugged these into

equation 4.3 for several values of trelax. The left panel in Figure B.2 shows the MFP for the

simulation with zre = 6.5 (red dashed), the relaxed and un-relaxed limits (black dashed and

black solid respectively) and the results of evaluating equation 4.3 for trelax = 50, 150, and

250 Myr (dotted curves). The right panel shows the fractional difference with the zre = 6.5

simulation for each value of trelax. We see that for our fiducial choice of trelax = 150 Myr,

the ansatz reproduces the simulation result to within at most 10% at 4.5 < z < 6.5. Higher

(lower) values of trelax produce MFPs that are distinctly too short (long) compared to the
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Figure B.1: Numerical convergence test for our simulation suite. We show the MFP in
ionized gas in the mean-density volume for each of our three DM scenarios (from left to
right, CDM, mX = 3 keV and mX = 1 keV), in the relaxed and un-relaxed limits (top
and bottom rows respectively). We tested several resolution levels, the highest in each
panel corresponding to the production resolution for that combination of DM model and
relaxation state. The top row shows that our production run resolution of N = 10243

is more than sufficient for convergence in the relaxed limit. The bottom row shows that
convergence requirements are less stringent in cosmologies with a larger free streaming scale
(lower mX). The lack of convergence in the CDM run highlights the importance of small-
scale power in setting the MFP in the un-relaxed limit. Given that our WDM runs are
better converged than our CDM runs, our main results likely underestimate differences in
the global MFP between these two cosmologies. We emphasize, however, that our runs do
not include any pre-heating by X-ray sources, which would diminish these differences as
well.
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Figure B.2: Test of the relaxation ansatz (Eq. 4.3). Left: MFP for our simulation with
zre = 6.5 (red dashed), the corresponding relaxed and un-relaxed limits (black dashed
and solid, respectively) and the result of equation 4.3 for several values of trelax (dotted
curves). Right: ratio between the MFP from the zre = 6.5 simulation and the results
of equation 4.3. We see agreement to within at least 10% between equation 4.3 and the
simulation for trelax = 150 Myr, while the other choices of trelax significantly under or over-
shoot the simulation result.

simulation. This test validates both our simple relaxation ansatz and our our fiducial choice

of trelax = 150 Myr.
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Appendix C

Appendix for Chapter 5

C.1 Numerical Convergence

Here we describe some additional parameters in our code and demonstrate con-

vergence of the ionization field in our simulations. The first parameter is Niter, the number

of times Eq. 5.1 is iterated with the equation for λ (Eq. 3.2 or 5.4) during each time step.

Our fiducial value is Niter = 5. Our initial guess for ΓHI assumes λ >> ∆xcell, where ∆xcell

is the cell size, in which limit Eq. 5.1 is independent of λ. Thus in general, convergence

takes longest when λ < ∆xcell - that is, in optically thick cells. To test convergence of

Niter, we ran simulations with Niter = 1, 3, 5, and 10 on a coarse-grained (N = 1503;

∆xcell = 2 h−1Mpc) version of our reionization volume using the Democratic Sources and

Maximum CR(∆) models. This is the most extreme combination of source and sinks sce-

narios since it has the shortest λ on average. In Fig. C.1 we show ∆21(k) vs. wavenumber

at 30% and 70% ionized for our tests, re-scaled so that the two sets of curves can be distin-

guished. At k = 0.1 hMpc−1, the Niter = 5 and 10 cases are ≈ 10% apart at 30% ionized
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and 35% apart at 70% ionized. This is considerably less than the factor of several differ-

ence between the Maximum CR(∆) and Full Sinks models the top row of Figure 5.9. We

have checked convergence for different combinations of sinks and source models and found

better convergence in all cases. Moreover, this result is conservative because the condition

λ < ∆xcell is more likely to occur for ∆xcell = 2 h−1Mpc than for our fiducial ∆xcell = 1

h−1Mpc.

Next we checked for convergence in the angular resolution of the radiation field.

This is adjustable in our code through two parameters that control how rays are merged.

The first, lhpx, is the order of the HealPix sphere onto which rays are binned when they

are merged. Our fiducial lhpx = 0 corresponds to keeping track of 12 directions. The other

parameter is Nex - the number of rays per cell that are “exempt” from being merged. Before

rays merged, they are sorted in order of their photon counts, and the top NexN
3 rays are not

considered for merging1. Using the same coarse-grained setup, we checked all combinations

of lhpx = 0 and 1 (which corresponds to tracking 48 directions) and Nex = 16 (our fiducial

choice) and 44. We found that ∆21 for these tests (not shown) to be indistinguishable for

all combinations of these parameters on scales of interest, despite the amount of noise in

the radiation field decreasing considerably for higher resolution runs.

C.2 Derivation of Eq. 5.1 (for ΓHI)

Here we will derive Eq. 5.1 for ΓHI. Consider cell i with ionized fraction xiion and

volume Vcell. If the I-front in cell i is infinitely sharp and travels along one axis, then ray j

1We found that this procedure considerably reduces noise in the radiation field, particularly around the
brightest sources.
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Figure C.1: ∆21(k) at 30% and 70% ionized (see annotations) for four values of Niter

(see legend). This test uses the Democratic Sources and Maximum CR(∆) models (the
combination with the shortest λ) in a coarse-grained version of the original simulation
volume with 2 h−1Mpc cells. Our fiducial value of Niter = 5 is within 10% or the Niter = 10
case at 30% ionized and within 35% at 70% ionized at all k. This is relatively small compared
to the differences seen in the top row of Figure 5.9. Moreover, all the other combinations
of models that we checked displayed significantly better convergence.
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intersecting cell i will travel a distance xiion∆sij (recall ∆sij is the total path length of ray

j through cell i) before reaching neutral gas. The number of photons absorbed over this

distance is

N i
abs =

Nrays∑
j=1

N ij
0

(
1− exp

[−xiion∆sij

λ
i

])
(C.1)

where N ij
0 is the number of photons in ray j entering cell i and λ is the mean free path in

cell i behind the I-front. During a time step ∆t, ΓHI behind the I-front is

Γi
HI =

# of photons absorbed per time

# of HI atoms in ionized gas
=

N i
abs/∆t

nΓ
HIx

i
ionVcell

(C.2)

where xiionVcell is the ionized volume of cell i and

nΓ
HI ≡

⟨ΓHInHI⟩V
⟨ΓHI⟩V

(C.3)

is the ΓHI-weighted HI number density (the V sub-script denotes a volume average). Eq. 5.2

relates the numerator of Eq. C.3 to our definition for λ for the small-volume simulations

(derived in the next section). Combining Eqs. 5.2, C.3, and C.1 yields

Γi
HI =

Nrays∑
j=1

N ij
0

(
1− exp

[
−xiion∆sij/λ

i
])

(λ
−1

Fγ/⟨ΓHI⟩V)xiionVcell∆t
(C.4)

where Fγ ≡ Γ0
HIσ

−1
HI is the ionizing flux at the source planes in the small-volume simulations

and Γ0
HI is the photo-ionization rate at the source planes. Because the domain size (32

h−1kpc) is much less than λ in all our small-volume simulations, Fγ usually attenuates very

little over the domain width except around self-shielded systems, which (typically) occupy

a small fraction of the volume. Thus, ⟨ΓHI⟩V ≈ Γ0
HI, which gives

Γi
HI ≈

Nrays∑
j=1

N ij
0

(
1− exp

[
−xiion∆sij/λ

i
])

(λσHI)−1xiionVcell∆t
(C.5)

which is equivalent to Eq. 5.1.
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Note that Eq. C.2 and Eq. C.5 together imply that nΓ
HI ≈ (λσHI)

−1 should be

true in our small-volume simulations. Figure C.2 tests this equality for simulations with

Γ−12 = 3.0 (blue curves), 0.3 (red) and 0.03 (black) for zre = 8 and δ/σ = 0 (mean density).

The top panel plots both quantities vs. time since ionization, while the bottom panel shows

their ratio. In the simulations with Γ−12 = 3.0 and 0.3 the equality holds to within a few

percent even during the first few Myr when self-shielding is most important. However in

the 0.03 case, they do not agree to within 10% until ≈ 10 Myr after ionization. In that

case, nΓ
HI > (λσHI)

−1, Eq. 5.1 under-estimates the number of absorptions in ionized gas

because it over-estimates ΓHI, and therefore the converged value of λ (Eq. 3.2). This works

in the direction of making the opacity too low in recently ionized gas with low ΓHI in our

reionization simulations. However, the double-counting issue described in §5.2.3 likely still

renders the total opacity in these regions an over-estimate. The test and photon budget

comparison described in that section includes the effect discussed here, so our statements

there should still hold.

C.3 Derivation of Eq. 5.2 (for λ)

In this section we derive our estimator for the frequency-averaged mean free path

in our small-volume simulations, λ (Eq. 5.2). Let Iν be the specific intensity at the source

planes. The ionizing flux along one direction of our box is,

Fγ =

∫ 4νHI

νHI

Iν
hpν

dν, (C.6)
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Figure C.2: Test of the relation nΓ
HI = (λσHI)

−1, as required by Eq. 5.1. Top: nΓ
HI (solid) and

(λσHI)
−1 (dashed) vs. time since ionization for small-volume simulations with Γ−12 = 3.0

(blue), 0.3 (red), and 0.03 (black), assuming zre = 8 and δ/σ = 0. Bottom: the ratio
between these two quantities for each case. For Γ−12 = 3.0 and 0.3 the equality holds
within a few percent at all times, but for 0.03 agreement to within 10% is not reached
until ∆t ≈ 10 Myr. This works in the direction of under-estimating the absorption rate in
recently ionized cells with low ΓHI in our reionization simulations.
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where hp is Planck’s constant and hpνHI is the ionization potential of hydrogen. Assuming

the radiation streams along the x1 direction, the photoionization rate at location x =

(x1, x2, x3) along a ray is

ΓHI(x) =

∫ 4νHI

νHI

σν
hν

Iνe
−

∫ x1
0 dx′nHI(x

′,x2,x3)σν dν, (C.7)

where nHI(x) is the proper hydrogen number density and σν is its photoionization cross

section. We can write

nHI(x) ΓHI(x) =

∫ 4νHI

νHI

dν
Iν
hν

nHI(x)σν e−
∫ x1
0 dx′nHI(x

′,x2,x3)σν =

−
∫ 4νHI

νHI

dν
Iν
hν

∂

∂x1
e−

∫ x1
0 dx′nHI(x

′,x2,x3)σν (C.8)

Integrating over the domain volume Vd = L3
d, we obtain

Vd⟨nHIΓHI⟩Vd
=

∫ 4νHI

νHI

dν
Iν
hν

∫ Ld

0
dx2dx3

(
1− e−

∫ Ld
0 dx′nHI(x

′,x2,x3)σν

)
(C.9)

where ⟨. . .⟩Vd
denotes an average over the domain volume. We define the effective optical

depth through

e−τeff ≡ ⟨e−
∫ Ld
0 dx′nHI(x

′,x2,x3)σν ⟩Ad
=

A−1
d

∫ Ld

0
dx2dx3 e−

∫ Ld
0 dx′nHI(x

′,x2,x3)σν (C.10)

where Ad = L2
d and ⟨. . .⟩Ad

denotes an average over the transverse plane. Plugging this into

equation C.9 yields

Ld⟨nHIΓHI⟩Vd
=

∫ 4νHI

νHI

dν
Iν
hν

(1− e−τeff ). (C.11)
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The mean free path is defined to be λ = Ld/τeff . Assuming that λ ≫ Ld (recall that

Ld = 32h−1 kpc), we can expand the exponential in equation C.11 to first order, yielding

λ
−1 ≡ ⟨λ−1⟩ν =

⟨nHIΓHI⟩Vd

Fγ
, (C.12)

where we have used that ⟨λ−1⟩ν = (1/Fγ)
∫ 4νHI

νHI
dν Iν

hνλ
−1. The RHS of Eq. C.12 is the

volume-averaged absorption rate divided by the incident flux, and is equivalent to the

volume averaged absorption coefficient. Note that Eq. C.12 counts all absorptions within

ionized regions, not just those balanced by recombinations.

C.4 Test of Eq. 3 (to account for evolving ΓHI)

In this section we will show how Eq. 3.2 accounts for the sensitivity of λ to the

history of ΓHI in our RT cells. Figure C.3 shows λ for several tests of Eq. 3.2 in small-

volume simulations with evolving ΓHI. In the top panel, we show the mean free path for

a fiducial box size/resolution simulation with Γ−12(z) = 0.3 + (3.0 − 0.3)8−z
3 (dashed blue

curve) alongside two approximations based on constant-ΓHI simulations. The solid green

curve is a direct power law interpolation between Γ−12 = 3.0 (red dashed curve) and 0.3

(black dashed curve) simulations. The magenta dotted curve is the result of evaluating

Eq. 3.2 with ξ = 0.6 and trelax = 100 Myr (close to our fiducial values for these parameters).

We see that the direct interpolation over-estimates λ by 10-15%, while Eq. 3.2 agrees with

the evolving ΓHI simulation to within a few percent.

We also ran several tests (in smaller boxes) in which we increased ΓHI impulsively

by 1 − 2 orders of magnitude midway through the simulation. These tests represent a
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Figure C.3: Tests of Eq. 3.2 using small-volume simulations with evolving ΓHI. Top:
Test with ΓHI(z) = 0.3 + (3.0 − 0.3)8−z

3 (blue dot-dashed) alongside a direct interpolation
between simulations with constant ΓHI (green solid) and the result of evaluating Eq. 3.2
with ξ = 0.6 and trelax = 100 Myr (magenta dotted). The interpolation over-estimates λ
by 10-15% while Eq. 3.2 produces agreement to within a few percent. Bottom: Tests in
smaller (0.256 h−1Mpc) volumes in which we impulsively increased ΓHI by 1 − 2 orders of
magnitude at z = 7. The dashed curves are the simulation results and the dotted curves
are Eq. 3.2. The model agrees reasonably well even in these extreme cases, although the
values of ξ and trelax vary between fits (and from our fiducial values).

Starting Γ−12 Ending Γ−12 ξ trelax [Myr]

0.03 0.3 0.8 700
0.3 3.0 0.33 100
0.03 3.0 0.67 300

Table C.1: Best-fit parameters for our “impulsive-ΓHI” tests of Eq. 3.2, shown in Figure C.3.
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“maximum stress test” of Eq. 3.2, since in reality ΓHI will evolve more gradually. The bottom

panel of Fig. C.3 shows the result of three tests, with ΓHI impulsively jumping between the

values quoted in the legend at z = 7. The dashed lines show the simulation results and

the dotted lines the result of Eq. 3.2 (evaluated using a suite of similar simulations with

constant Γ−12). Though the values of ξ and trelax that gave these fits, given in Table C.1,

are somewhat different from each other (and our fiducial model), the goodness of the fits

demonstrates the ability of Eq. 3.2 to capture λ in a variety of environments accurately.

The variation may be due in part to the smaller box sizes of these tests and the fact that ξ

and trelax are partially degenerate, but we also do expect that ξ and trelax should in general

depend on ΓHI (and, in principle, over-density and zreion). Future work will be required to

address the environmental dependence of ξ and trelax in more detail.

211




