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-8] Å). For each permeant, we take the negative values of the cosine similarity
scores of the lower leaflet and histogram them with the cosine similarity scores
of the corresponding ranges of the upper leaflet. . . . . . . . . . . . . . . . . 53

3.7 In addition to electrostatic interactions of the charged guanidine region of the
solute with the negative phosphate moieties of POPC, GBIC may be further
stabilized by dispersion interactions of its chlorine atom with the hydrocarbon
tails of the lipid bilayer. The left panel shows a representative snapshot of
GBIC in the membrane in the region z = 8-20 Å. GBIC (circled in orange
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and impromptu breaks with Sukanya Sasmal. I enjoyed the company of the Mobsters as a
whole on numerous dinner events, outdoor trips, museum ventures, and long days in the lab.

While it is less common for PhD students to partake in research outside of their lab, I
had the valuable experience to spend a summer in Stockholm, Sweden, with Erik Lindahl’s
group. There, I dove into a new project outside my main area of expertise, and successfully
developed a workflow to automate cryo-EM model fitting with molecular dynamics. Efforts
to publish this work are currently underway. On this, I value the time and guidance of Erik
Lindahl, Christian Blau, Reba Howard, Urška Rovšnik, Yuxuan Zhang, and Joe Jordan.
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Computer simulation methods have the power to greatly optimize drug design, reducing the

time and cost that it takes to bring a new drug from lab to market. Two factors of concern

in rational drug design are the binding affinity of some small molecule to a biomolecular

target and the molecule’s ability to permeate the cellular membrane to reach said target. In

the first half of this work, I describe my efforts analyzing the protein-ligand binding affinity

and membrane permeability of inhibitors of the Hv1 proton channel. Hv1 is a voltage-gated

proton channel with clinical relevance, being highly expressed in highly metastatic cancer

cell lines. The inhibition of Hv1 has been found to slow the growth of cancer cells. My

research on Hv1 channel inhibitors lays the groundwork for future studies on adapting these

inhibitors for more effective channel blocking.

In the second half of this work, I examine the tools that are foundational to molecular

simulations—force fields—as well as explore the conventional wisdom behind proton as-

signment in carboxylic acids. Biomolecular simulation represents a valuable computational

microscope for drug discovery efforts; however, it is only through correct setup protocols and

well-calibrated tools that we can obtain the most accurate and meaningful results.
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Chapter 1

Introduction

Proteins are one of the fundamental macromolecules of life. Extraordinarily diverse in struc-

ture and function, these tiny molecular machines are critical to nearly every cellular pro-

cess in our bodies. Given their integral involvement at the most basic level in our ability

to function, the modulation of proteins by small molecules may modify a disease process,

such as aspirin which inhibits the enzyme (cyclooxygenase) that produces pain-signaling

prostaglandin molecules, [304] or loratadine (Claritin) which treats allergies by blocking the

histamine receptor. [17] This principle of protein modulation for therapeutic intervention

is often difficult to achieve in practice, however, as drug discovery and development have

been reported to exceed $2 billion per new drug over an average time span of at least ten

years. [70, 13] The majority of costs may be attributed to failures that happen along the

drug discovery pipeline. [69] More efficient methods for drug design and evaluation, such as

computer-aided drug design techniques, [173, 282, 148, 220, 187, 55] can lead to identifica-

tion of more promising candidates as well as quicker decisions to terminate drugs that will

eventually fail. Specifically, we can use computational techniques to validate experimental

results and, from there, apply atomistic insights to guide future experiments.[127]
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In the first part of this dissertation, I focus on the Hv1 protein, a proton channel whose

primary function is to release proton buildup from within the cell. Hv1 is coded by the

HVCN1 gene [243, 262] which is evolutionarily conservatively in a variety of species (e.g.,

humans, [172] dinoflagellates, [281] and insects [39]) and cell types (e.g., lung epithelia,[84]

brain microglia [334], lymphocytes [265, 33]). In humans, Hv1 contributes to the respiratory

burst of white blood cells, [244, 62, 339] the capacitation of sperm, [288, 181, 339, 240, 179]

and limiting the release of neutrophil granules. [219] Inhibitors of Hv1 may provide treatment

for several diseases, as Hv1 has been found to enhance brain damage in ischemic stroke [334]

and is also overexpressed in highly metastatic human breast tumor tissues and cell lines.

[323] Effective inhibition of Hv1 can be achieved by ligands that bind the extracellular side

of the channel, including Zn2+, [262, 243, 42] small peptide toxins such as Hanatoxin, C6, and

AGAP/W38F, [4, 339, 290] or by ligands that bind the cytoplasmic side, such as guanidine

derivatives. [128, 248] My research involves examining the channel binding and membrane

permeability properties of the Hv1-blocking guanidine derivatives using the computational

technique of molecular dynamics.

Classical molecular dynamics (MD) implements basic principles of classical mechanics to

analyze the physical movements and interactions of a molecular system over time. MD can

be applied to study a myriad of aspects related to drug discovery including pharmacophore

modeling, drug binding, and ADME (absorption, distribution, metabolism, and excretion)

properties. [61, 279, 28] In atomistic molecular dynamics, the molecular system (e.g., a

protein-ligand complex in water) is represented as a collection of atoms that interact with

each other through bonded and non-bonded forces described by a potential energy function.

MD simulations propagate the system forward in time by solving Newton’s equations of

motion. With the assumption of ergodicity, that is, assuming that the full relevant phase

space is sampled over long time scales, thermodynamic quantities of interest can be obtained

from time-averaged quantities of the pertinent variables of coordinates and velocities. [168]

2



Part of my work on Hv1 involved investigating the characteristics and energetics of a small

molecule inhibitor binding to the channel. Specifically, I computed relative binding free

energies of a prototypical guanidine derivative, 2-guanidinobenzimidazole (2GBI), to Hv1

and a series of mutants. In the context of drug discovery, relative binding free energies may

be applied to a congeneric series of ligands to evaluate particular chemical changes of the

ligand that may strengthen protein-ligand binding, for example. In application, this requires

a reliable structure of the protein model. Since the discovery of the proton channel gene

(HVCN1) in 2006, [262, 243] a crystal structure of human Hv1 has been elusive in large part

due to the overall difficulty of crystallizing membrane proteins. [35, 229, 210] Lack of a hu-

man protein model notwithstanding, the Tobias group at UC Irvine developed an atomistic

homology model of human Hv1 in an open channel state using a closed state chimeric struc-

ture of mouse Hv1. [94, 289] While this model has been supported by experimental data on

gating charge, salt-bridge interactions, and proximity of specific residues, we reasoned that

further investigation of the open state model with respect to small molecule inhibitor binding

would contribute to its validation as well as pave the way to designing more effective channel

blockers. With reference data from electrophysiological measurements following site-directed

mutagenesis of Hv1, [128] I computed relative binding free energies of 2GBI to the wild type

and six mutants of Hv1.

While straightforward, “vanilla” molecular dynamics simulations can be used to generate

equilibrated structures which can themselves be studied, more complicated processes require

the use of extended techniques such as enhanced sampling methods [336] or specialized

free energy techniques. [156] The computation of binding free energies falls into the latter

category as direct simulation of binding and unbinding processes would involve timescales

many times the residence time of the complex (e.g., microseconds to milliseconds [291, 25,

293]) which quickly becomes computationally intractable. [226, 227] In lieu of simulating

direct binding and unbinding events, alchemical free energy perturbation represents one of

the primary approaches used today for computing binding free energies via simulations, being
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both computationally feasible and theoretically rigorous. [206, 46]

Alchemical free energy perturbation (FEP) entails a non-physical transformation between

an initial reference state (e.g., bound ligand in wild type protein) and a final target state

(e.g., bound ligand in mutant protein). FEP is a work-based method [156, 333] based on

equilibrium sampling in which the transformation occurs instantaneously. [238, 5] From

some reference state A to some target state B, the difference in free energy between the two

states can be calculated from the work involved in perturbing state A to state B according

to Jarzynski’s equality [140, 139] as:

exp(−β∆G) =
〈

exp(−β WA→B)
〉
. (1.1)

In the limit that the transformation is performed instantaneously as in FEP, Jarzynski’s

equality reduces to the Zwanzig equation [342, 44]:

exp(−β∆G) =
〈

exp(−β∆U
〉
A
. (1.2)

In other words, the free energy difference between A and B is computed from an ensemble

average relying on the Boltzmann weighted potential energy difference between those states

as in the equation:

∆GA,B = −kBT ln
〈
e−β(UB(x)−UA(x))

〉
A
. (1.3)

Given that free energy is a state function and is path-independent, the same free energy

difference would be obtained, in theory, if the reference and target states were reversed:

∆GB,A = +kBT ln
〈
e−β(UA(x)−UB(x))

〉
B
. (1.4)

In practice, the perturbation introduced in the reference state to yield the target state will
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Figure 1.1: Schematic of two states, A and B, of which to compute the free energy difference.
Individual simulation of A and B alone would sample separate areas of phase space, leading
to a poor estimate of the work involved in perturbing between the two states. The addition
of intermediate alchemical states can provide a way to bridge the phase space between these
two states.

in many cases be significant enough that the important low-energy configurations are not

the same for states A and B. [274, 185] Directly computing equation 1.3 would not yield

reliable estimates of the free energy difference as there would be little to no overlap in

the phase space that they sample. [44, 156] However, we can effectively build a bridge in

configurational space by introducing states, or “windows,” which are intermediate to A and

B (Figure 1.1). These states do not need to be physically meaningful, in accordance with the

path-independent formalism of free energy perturbation. The full transformation between

the initial/reference and final/target states then entails a series of reversible steps comprising

several intermediate alchemical structures.
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Alchemical transformations can be achieved using a dual topology paradigm, in which both

the reference and target states are present in the simulation for all windows. [89, 233]

In the case of computational mutagenesis, such as the mutation from an aspartate to a

glutamate residue in a protein, a hybrid residue is constructed to contain both aspartate

(Asp) and glutamate (Glu). All atoms in both residues are present at the same time in

the system. In the alchemical states between the Asp system and the Glu system, the

non-bonded interactions of the disappearing atoms (Asp) are gradually decreased to zero.

Concurrently, the non-bonded interactions of the appearing atoms (Glu) are slowly increased

from zero to full. In this way, all intermediate windows have both end states present, but

to varying degrees based on where the window is throughout the transformation. In this

example, the initial window would have aspartate fully interacting with the system while

glutamate is a “ghost” residue, and the final window would have glutamate fully interacting

with the rest of the system while aspartate is present only as a non-interacting ghost residue.

Using the alchemical free energy perturbation technique with atomistic molecular dynamics,

I quantitatively and qualitatively characterized the protein-ligand binding of 2GBI to the

Hv1 proton channel. This research is presented in Chapter 2.

In addition to probing the channel binding of 2GBI to Hv1, I explored differences in the

thermodynamic properties underlying membrane permeability between 2GBI and another

Hv1 inhibitor, 5-chloro-2-guanidinobenzimidazole (ClGBI). Generally speaking, many orally

administered drugs must pass through several cellular membranes to reach their targets, [167]

and, accordingly, membrane permeability is a major determinant of drug bioavailability

and in vivo efficacy. [6, 12, 302] The guanidine derivatives 2GBI and ClGBI are both

intracellular open channel blockers of Hv1 which share the same molecular identity except

for the replacement of one hydrogen atom by a chlorine atom. Unlike 2GBI, however, ClGBI

has been found to be able to access the protein binding site when present in the extracellular

medium. [295] It is hypothesized that ClGBI is able to permeate the cellular membrane to
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act as a channel blocker to Hv1. I investigated this hypothesis by computing the potentials

of mean force characterizing the lipid membrane permeation of 2GBI and ClGBI based on

the principles of the inhomogeneous solubility-diffusion model.

The passive transport of solutes through an inhomogeneous environment such as that of a

lipid membrane can be described with the inhomogeneous solubility-diffusion model. [190, 66]

Derived from the steady-state flux which defines the number of molecules passing through

the membrane per unit area per unit time, this model relates the experimentally accessible

permeability coefficient Pm to the position-dependent potential of mean force W (z) and the

local diffusion coefficient D(z) as:

1

Pm
=

∫ L/2

−L/2

expW (z)/kBT

D(z)
dz , (1.5)

In this equation, kB is the Boltzmann constant, T is the temperature, and z is the rela-

tive position of the solute along the transmembrane axis. In general terms, the membrane

permeability of some solute can be modeled by a thermodynamic-kinetic relationship which

depends exponentially on the thermodynamic component W (z) and linearly on the kinetic

component D(z). My focus was on calculating the potentials of mean force for 2GBI and

ClGBI to evaluate the thermodynamic contributions that differentiate their relative mem-

brane permeabilities.

Similarly with obtaining binding free energies using MD simulations, computing a potential

of mean force for membrane permeability requires specialized sampling techniques, as brute

force sampling only works well for small, rigid neutral solutes, for instance oxygen or water.

[308] We can apply potential of mean force (PMF) methods to determine free energy differ-

ences, as was the goal of alchemical free energy perturbation introduced earlier. In contrast,

the PMF allows one to assess the free energy change along some collective variable, or physi-

cally meaningful reaction coordinate, such as the measure of a dihedral angle or the distance
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between two atoms. The collective variable must be defined prior to performing the PMF

simulation(s) and must be chosen carefully to adequately and efficiently construct the free

energy profile for the process in question. [83, 40, 72] In the case of membrane permeation,

the typical one-dimensional collective variable employed is the relative position of the center

of mass of the solute along the membrane normal. Higher dimensional collective variables

may also be employed, such as to account for the orientational degrees of freedom of the

solute in the membrane, [287, 52] internal conformational changes of the solute, [138, 34] or

the coordination numbers between the solute and the surrounding lipid or water molecules.

[272, 96] This increased detail in the reaction coordinate may allow a more thorough explo-

ration of the primary factors underlying membrane permeation but often comes as a trade-off

due to the increased computational expense.

One method to compute the potential of mean force using molecular dynamics simulations is

known as adaptive biasing force. A general challenge of MD simulations is to achieve efficient

sampling of the relevant areas of phase space, given that biomolecular processes often involve

considerable free energy barriers on a rugged energy landscape. Adaptive biasing force (ABF)

seeks to transform this complex potential surface to one that is effectively flat in the long-

time limit, allowing uniform sampling throughout the space. [58, 122] In contrast to many

other enhanced sampling methods which use a biasing potential (e.g., harmonic potentials in

umbrella sampling or Gaussian potentials in metadynamics), ABF applies a biasing force on

the specified collective variable. These two quantities are directly related as the force is the

negative gradient of the potential. However, there is an important nuance between them in

terms of applying a bias to the system: the potential is a global property whereas the force

(i.e., the gradient) is a local property. That is to say, appropriately biasing the potential

requires knowledge of the potential beyond the currently occupied state, whereas a biasing

force can be applied from just the knowledge of the local state. Therefore, it is in principle

more efficient to enhance simulation sampling using adaptively biased forces compared to

adaptively biased potentials. [50]
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To achieve an essentially flat potential surface in the long-time limit, ABF applies a force,

changing over time and value of the reaction coordinate, which effectively cancels out the

estimate of the average force. As a short mathematical digression, the standard dynamics

become altered with the introduction of the mean force A′(z), which is the ensemble average

of the instantaneous force Fξ:

A′(z) = −
∫
Fξ(x) exp [−βV(x)] δξ(x)−z(dx)∫

exp [−βV(x)] δξ(x)−z(dx)
. (1.6)

In this equation, x is the position, ξ is the position-dependent expression for the collective

variable, z is the value for the collective variable ξ, and V is the (unbiased) potential of the

system. The classic expression for the instantaneous force is the following:

Fξ = −∇V · ∂x

∂ξ
+ β−1

∂ln|J|
∂ξ

, (1.7)

where the second term involves the Jacobian matrix arising from the transformation from

Cartesian coordinates to generalized coordinates involving ξ. In other words, the mean

force along the collective variable is canceled out by an equal and opposite force; this force is

introduced into the system to facilitate traversal of the energy landscape fraught with barriers

and valleys. Technically, it would be difficult to employ equation 1.7 in its given form for a

complex coordinate definition of the collective variable as the equation involves cumbersome

second derivatives, but mathematical approaches can be implemented to circumvent this

issue as discussed by the original authors of ABF.[58] In the end, the potential of mean force

can, in the simple case of a one-dimensional collective variable, be obtained from integration

of the estimated mean force. The ABF method has been widely used to study a variety

of biomolecular processes including protein-ligand dissociation [217], peptide folding, [294]

membrane permeability. [171]

With the adaptive biasing force algorithm, I simulated the dynamics of 2GBI and ClGBI,
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two inhibitors of Hv1, permeating a lipid bilayer. I computed the potentials of mean force

to examine the thermodynamic effects of their passive membrane permeation. This research

is presented in Chapter 3.

Thus far I have discussed my work on the application of molecular simulations to gain

understanding and insight on the therapeutically relevant inhibition of Hv1. In the last two

chapters of this dissertation, I focus on evaluating the tools and setup methodology that

contribute to the models upon which the simulations are conducted.

An important tool of classical molecular dynamics is the force field. The time evolution of

molecular systems in MD simulations relies on evaluating the forces acting on each atom

at each time step. These forces are derived from potentials which describe the energy of

various components of the system, typically including bonds, valence angles, dihedral angles,

improper dihedral angles, electrostatic interactions, and van der Waals interactions. In the

simple case of a bond, its functional form is represented by a harmonic potential:

Ubond = k(rij − r0)2 , (1.8)

which involves two preset parameters, the spring constant k and the equilibrium distance

r0. The force field of molecular modeling refers to the complete set of functional forms and

parameters from which the time-dependent forces are calculated.

A force field contains hundreds to thousands of parameters depending on the range of chem-

istry covered. Considering bond terms again, the values of the two parameters will differ

depending on the bond type; for example, the carbon-carbon bond in ethyne will necessarily

have a higher spring constant and lower equilibrium distance than the carbon-carbon bond in

ethane. These parameters, along with the parameters corresponding to the other force field

terms, can be obtained from reference data from experiments or quantum mechanics. The

process of, and inputs for, parameterization vary based on force field. Ultimately, molecular
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mechanics force fields are inherently approximations. Given the wide applicability of MD

simulations, having accurate force fields–that is, suitable functional forms with appropriate

parameters based on the chemistry modeled–is crucial to achieve meaningful results.

Force fields are developed to model particular biomolecules, including proteins, [134, 183, 109]

nucleic acids, [85, 159] and lipids. [153, 68] There are also several force fields to model a

general class of small molecules, for example, to represent drugs in binding sites. Small

molecule force fields must be able to handle arguably greater complexity than force fields

for biopolymers which have narrower ranges of available chemistries (e.g., a finite library

of amino acids). Despite this increased complexity, there has traditionally not been much

attention or concerted effort towards the development of small molecule force fields, which are

sometimes born from the generalization of biomolecular force fields to cover more chemical

space. [202, 319, 318] As a result, different small molecule force fields will likely differ in how

well they represent chemistry.

Understanding the strengths and weaknesses of various small molecule force fields is impor-

tant to catalyze the development of new force fields, as the Open Force Field Initiative aims

to do. [202] In Chapter 4, I present my work on benchmarking a set of small molecule force

fields with respect to reference quantum mechanical data. I analyzed force field-optimized

geometries and conformer energies from six small molecule force fields on a set of over 20,000

molecular structures. The insights gained from this research may be useful to future force

field development efforts.

Shifting gears from assessing the critical tools of molecular simulations, I examine a default

setup protocol regarding accurate hydrogen placement in carboxylic acid systems. This

work was motivated by a discussion with Christopher Bayly from OpenEye Scientific Soft-

ware, who strongly believed that carboxylic acids would generally only be found in their

syn conformation and that the anti conformation would be sparsely, if at all, populated.

Classical molecular modeling packages typically protonate neutral carboxylic acids into a
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syn conformation. The directionality of a hydrogen bond determines the interactions that

it will form, such as hydrogen bonding between a drug and its receptor. These interactions

may contribute 1-5 kcal/mol of energetic stability [271, 98] and may also confer specificity

of ligand binding. [41, 315] In Chapter 5, I question the prevailing wisdom of syn- and

anti -conformation proton assignment, quantifying the considerable energetic barrier for in-

terconversion between the two states as well as approximating the energy distributions of

the populations of both states.

To you, dear reader, this conclusory paragraph is only the end of the beginning. For me, it

is the end of the end. In this introductory chapter, I have summarized the broader concepts

of what motivates this work, to optimize the process of drug design using computer simu-

lation methods. I discussed a few of those methods, namely classical molecular dynamics,

alchemical free energy perturbation, and adaptive biasing force. I introduced two examples

of my efforts in computer-aided drug design in Chapters 2 and 3, where I investigated

the channel binding and membrane permeability of Hv1 channel blockers. Finally, while

biomolecular simulation represents a valuable computational microscope to probe targets

and processes with potential therapeutic applications, a microscope with a flawed lens will

distort the observations. In Chapters 4 and 5 of this work, I examined various parts of the

microscope itself, specifically force fields and the default hydrogen placement of carboxylic

acids. As I conclude this section, I hearken back to the final words of the personal statement

I wrote upon starting my PhD, hopeful that this work “advances knowledge and leaves a

positive impact in the scientific community and the world around us.”
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Chapter 2

Insights on small molecule binding to

the Hv1 proton channel from free

energy calculations with molecular

dynamics simulations

Hv1 is a voltage-gated proton channel whose main function is to facilitate extrusion of

protons from the cell. The development of effective channel blockers for Hv1 can lead to

new therapeutics for the treatment of maladies related to Hv1 dysfunction. Although the

mechanism of proton permeation in Hv1 remains to be elucidated, a series of small molecules

have been discovered to inhibit Hv1. Here, we computed relative binding free energies of a

prototypical Hv1 blocker on a model of human Hv1 in an open state. We used alchemical

free energy perturbation techniques based on atomistic molecular dynamics simulations. The

results support our proposed open state model and shed light on the preferred tautomeric

state of the channel blocker. This work lays the groundwork for future studies on adapting

the blocker molecule for more effective inhibition of Hv1.
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2.1 Introduction

The flux of ions across the cell membrane is regulated by a variety of ion channels. Hv1 is a

voltage-dependent ion channel whose main function is to conduct protons through the cell

membrane. Like voltage-dependent metal ion channels, the activation of Hv1 is regulated

by voltage-sensing domains (VSDs), which are transmembrane modular units that detect

changes in the membrane potential. However, in contrast to voltage-dependent metal ion

channels, Hv1 lacks a separate pore domain as the VSD is sufficient for proton permeation

in addition to mediating channel gating.[262, 243, 242] The action of Hv1 contributes to

physiological processes such as the production of reactive oxygen species, the bioluminescence

of dinoflagellates, and the maturation of human sperm.[77, 258, 180] Hv1 was found to

be specifically and highly expressed in highly metastatic human breast tumor tissues, and

inhibition of Hv1 was shown to reduce cancer metastasis and tumor.[322, 323] More generally,

the development of inhibitors to block the Hv1 channel may also lead to therapeutic benefit

for other Hv1-related maladies, including allergies[270, 341] or exacerbated brain damage in

ischemic stroke.[334]

The structure of human Hv1 has not yet been experimentally determined. Human Hv1 is

a homodimer, but each monomer has its own pore and can function independently.[295,

155] We recently developed an atomistic model of the human Hv1 VSD open state using

molecular dynamics (MD) simulations on the microsecond timescale in a hydrated lipid

bilayer under an applied membrane potential.[94] As discussed in the work by Geragotelis et

al., there exist other proposed structures for the human Hv1 open state;[332, 161, 38, 97, 245]

however, these were either modeled from crystallographic structures of voltage-gated ion

channels which do not contain a native permeation pathway through the VSD,[332, 161,

38, 245] or they have alternative VSD conformations from artificial restraints during MD

simulations.[97] Our structure was modeled starting from the crystal structure of a chimeric

construct based on mouse Hv1 in a putative closed state[289] from which we generated closed
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and open state configurations exclusively of the applied membrane potential. The elicited

conformational changes were consistent with the mechanism of activation proposed for metal

ion channel VSDs.[145, 129, 241] The resulting structural models are supported by available

experimental data.[94] Further investigation of our open state model with respect to small

molecule inhibitor binding would contribute to its validation and refinement and pave the

way to designing more effective channel blockers.

Effective inhibition of Hv1 can be achieved by ligands that bind the extracellular side of

the channel, including Zn2+;[42, 243, 262] small peptide toxins such as Hanatoxin, C6, and

AGAP/W38F;[4, 339, 290] or by ligands that bind the cytoplasmic side, such as guani-

dine derivatives.[128, 248] We focus on a representative guanidine derivative, 2-guanidino-

benzimidazole (2GBI), to understand how it binds to the channel. Compounds targeting

the VSD often have multiple targets.[108, 36] However, the open state VSD in Hv1 is more

hydrated compared to non-conducting VSDs and offers enough space for 2GBI to bind at

a location that, in other VSDs, is occupied by S4 arginines. We propose that this feature

could be exploited for the development of Hv1-specific drugs. 2GBI and related compounds

can produce maximal inhibition of human Hv1 of > 90% and can block Hv1 both at the

plasma membrane and in intracellular compartments. The binding of 2GBI to Hv1 is de-

scribed as a “foot in the door” mechanism of block, by which binding of the ligand prevents

channel closure and slows down channel deactivation.[129] There is currently no known ex-

perimental structure of 2GBI in complex with Hv1, and the details of 2GBI binding are not

completely known; however, mutagenesis experiments[128] suggest several key residues that

play a role, including the selectivity filter D112[212] as well as F150 and R211 lining the

central constriction region.[332]

The structure of 2GBI (Figure 2.1, top) was rationalized by the fact that Hv1 is inhibited by

the guanidinium ion[295] which is structurally similar to the voltage-sensing arginine residues

in the S4 helix.[100] 2GBI is a more effective inhibitor for Hv1 than guanidinium with the
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addition of its benzimidazole moiety. Despite that fact, replacement of one nitrogen atom

on the five-membered ring by an oxygen atom resulted in less effective inhibition than even

guanidinium.[129] Details of the binding site aside, this raises the question of the structure

and charge distribution of 2GBI in relation to its tautomeric forms.[124]

+

+

NH

N
NH

NH2

H2N

NH

NH
NH

NH2

HN

Figure 2.1: Two tautomers of 2GBI are investigated in Hv1 binding: “gbi1” (top) and “gbi2”
(bottom). Blue regions have higher positive charge density. Yellow circles mark atoms of
the dihedral angle selected for the dihedral scan in this work.

In this work, we studied the binding of 2GBI to our open state human Hv1 model[94]

using alchemical free energy perturbation with atomistic molecular dynamics simulations.

We considered a series of six protein mutations previously shown to alter 2GBI apparent

binding affinity, and we computed relative binding free energies of these mutations compared

to wild type Hv1 for two tautomeric forms of the inhibitor. This work reveals structural

characteristics of 2GBI binding, emphasizes the prevalence of gbi2 in binding Hv1, and may

inform future efforts to optimize small molecule blockers of Hv1.
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2.2 Methods

2.2.1 Ligand parameterization with CGenFF

Our study examines two tautomers of the positively charged 2GBI, depicted in Figure 2.1.

Both of these structures contain a guanidine-like moiety but have different centers of excess

charge, located in either the guanidine region (“gbi1”) or in the central imidazole moi-

ety (“gbi2”). The force field for each tautomer was developed using the CHARMM Gen-

eral Force Field (CGenFF).[305, 306, 94] We generated reference structures from gas phase

quantum mechanical (QM) geometry optimizations using the Psi4 software package.[230] We

employed the MP2/6-31G* method[120, 326, 87, 88, 246] to stay consistent with CGenFF

development.[305, 306] The generated gbi2 force field was modified to achieve better agree-

ment regarding the geometry-optimized structures between the force field and QM results.

The force field modification details and final parameters for both ligands can be found in

the supporting information (“Ligand parameterization for 2GBI”).

2.2.2 Docking calculations and pose refinement with molecular

dynamics simulations

We docked each tautomer of 2GBI into Hv1 with AutoDock Vina version 1.1.2.[297] Twenty

protein configurations were selected from a ~10 microsecond simulation,[94] and we removed

the membrane and all water molecules during docking. While the presence or absence of wa-

ter molecules may influence results from docking,[330, 255] specific water molecules involved

in binding 2GBI are as of yet unknown. Thus, our aim in docking was just to generate an

initial set of binding poses to be further refined in MD simulations, which allow waters to

rearrange as they prefer. The ligand dihedral angle, defined by the four atoms marked in

Figure 2.1 (bottom), was held fixed in a planar conformation to prevent high-energy initial
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structures resulting from strained non-planar conformations (see supporting information,

Figures A.2 and A.4).

The resulting poses were filtered by a “reverse clustering” technique. We used the Clustering

plugin[103] in VMD[135] to cluster all poses by root mean square deviation (RMSD) with

a 3.0 Å cutoff. We retained poses that were distinct from each other by more than this

threshold. This process yielded a diverse set of starting poses ensuring good coverage of the

multiple possible binding modes in the binding site, allowing minor differences between sim-

ilar poses to be explored by our subsequent MD simulations. Each binding pose was placed

back into its hydrated protein-membrane configuration, and we removed water molecules

overlapping within 2 Å of the ligand, otherwise retaining original hydration of the pore.

We then ran short (5 nanosecond [ns]) MD simulations for all distinct poses of each 2GBI

tautomer using the NAMD software package, version 2.11.[235] Prior to dynamics, 5000

minimization steps were performed using the conjugate gradient algorithm. Backbone alpha

carbon atoms were fixed during minimization using harmonic position restraints with a force

constant of 1 kcal/mol/Å2. The restraints were gradually turned off over 400 picoseconds

(ps). Dynamics were then run with a 2 femtosecond (fs) time step in the isothermal-isobaric

ensemble at a temperature of 300 K and a pressure of 1 bar. The Langevin thermostat was

applied with a damping constant of 5 ps−1, and the Langevin piston method was applied with

an oscillation period of 200 fs and a damping time of 100 fs. Periodic boundary conditions

were applied in all dimensions, with the z -axis normal to the membrane bilayer. The SHAKE

algorithm was used to restrain all bonds involving hydrogen atoms to their equilibrium

values. Long-range electrostatic interactions were applied with the Particle Mesh Ewald

(PME) algorithm; short-range Lennard-Jones and Coulombic interactions were calculated

using a cutoff of 12 Å and a switching function applied beyond 10 Å. Bonded interactions

and short-range forces were calculated every 2 fs, and long-range forces were calculated every

4 fs. An electric field was applied using a field vector of 0.14 kcal/(mol Å e) in the z direction,
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corresponding to a depolarizing membrane potential of +150 mV.

The final poses selected for free energy calculations were chosen based on the stability of

the ligand in the binding position as well as evaluation of the hypothesized placement of

2GBI from experimental double-mutant cycle analyses.[128] Our evaluation criteria for pose

analysis is outlined in the supporting information (“Pose selection and refinement with MD”).

The poses were equilibrated for at least 20 ns before initiating free energy calculations. We

verified that the pore retained hydration in each of the docked configurations during the

equilibration simulations (see supporting information: Figure A.6).

Configurations from our MD simulations for pose refinement and subsequent free energy

calculations were all rendered using VMD version 1.9.3.[135]

2.2.3 Alchemical free energy calculations

We applied the thermodynamic cycle approach as depicted in Figure 2.2 to calculate the

change in the binding free energy of 2GBI from wild type Hv1 to the following protein

mutations: D112E, V178A, S181A, V109A, R208K, and R211S. The first and last single letter

codes denote the starting and final amino acids, respectively. The relative binding free energy

in this cycle is calculated as the difference in the free energies of mutation from the holo state

to the apo state, i.e., ∆∆G = (∆G4−∆G3). The computed values were evaluated alongside

the relative binding energies from experimental mutagenesis studies,[128] which correspond

to processes ∆G1 and ∆G2 of the thermodynamic cycle; i.e., ∆∆G = (∆G2 −∆G1).

Processes ∆G3 and ∆G4 of the thermodynamic cycle represent the alchemical transforma-

tions conducted computationally. The initial and final states for each of ∆G3 and ∆G4 are

connected through a series of non-physical intermediate states (“λ windows”) that comprise

the alchemical transformation. This transformation is controlled by a parameter λ, starting
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ΔG1

ΔG2

ΔG3 ΔG4

+
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Figure 2.2: Thermodynamic cycle used to compute relative binding free energies. The initial
side chain from wild type Hv1 is shown in purple vdW spheres, and the final side chain after
alchemical mutation of Hv1 is shown in green vdW spheres. The 2GBI ligand is drawn in
yellow licorice. The membrane and water molecules are not shown for clarity. The relative
binding free energy from experiment is calculated from ∆∆G = (∆G2 − ∆G1), which is
thermodynamically equivalent to the alchemically computed relative binding free energy of
∆∆G = (∆G4 −∆G3).

from a value of zero at the initial state (i.e., wild-type protein residue) and reaching a value

of one at the final state (i.e., mutant protein residue).

The alchemical transformation is subdivided into 40 equivalently spaced λ windows, such

that the first window ranges from λ = 0 to λ = 0.025 and the final window ranges from

λ = 0.975 to λ = 1. With simple linear modification of interactions, “end point catastrophes”

may result when (λ→ 0) or (λ→ 1), during which incoming atoms may appear where other

particles already exist.[27] We avoid this by applying a soft-core potential on perturbed atoms

to gradually scale their short-range nonbonded interactions with the rest of the system.[337]
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Each alchemical transformation was conducted in both the forward and reverse directions

(e.g., aspartate mutated to glutamate as well as glutamate mutated to aspartate) to facilitate

convergence and sampling of overlapping phase space of the end states. While the free

energy difference between two states can be determined by the Zwanzig relationship,[342]

this method is often slow to converge and results in poor phase space overlap.[274, 185]

The Bennett acceptance ratio (BAR)[23] minimizes the statistical variance between two

ensembles with overlapping configurational space and yields the optimal averaging of the

forward and reverse simulations. We used BAR to combine the data from both directions to

estimate the final free energies for each of ∆G3 and ∆G4. The reported uncertainties of the

relative binding free energies are the root sum square values of the ∆G3 and ∆G4 standard

errors from BAR.

A dual-topology paradigm was applied throughout the alchemical transformation in which

both the initial and final states were simultaneously present but non-interacting. Only

nonbonded interactions for perturbed (incoming or outgoing) atoms contributed to the cu-

mulative free energy. Van der Waals interactions were scaled as a function of λ across the

full range from zero to one. Electrostatic interactions of the annihilating atoms were lin-

early decoupled over the first half of the transformation (λ = 0 to λ = 0.5), after which

electrostatic interactions were linearly coupled for the incoming atoms.

We computed the relative binding free energies using alchemical free energy perturbation

with atomistic molecular dynamics simulations in NAMD.[235] Each window started from the

same initial hybrid structure and comprised 1000 minimization steps, 1 ns of equilibration,

and 4 ns of production. The MD simulation settings were maintained as described earlier.

For each protein mutation, we simulated a total of 400 ns, consisting of 5 ns in each of

the 40 λ windows for the forward and reverse directions. The data from each λ window

was subsampled to extract uncorrelated, effectively independent samples using the pyMBAR

Python package.[273] For all tautomeric states and mutations represented in this study,
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including mutation S211R (see Results and Discussion), the total simulation time is 5.6

microseconds.

We modified our standard setup for free energy calculations for mutations R208K and R211S.

In these two cases, we additionally applied flat-bottom distance restraints to prevent hy-

permobility of the arginine and lysine residues. During normal MD simulations, these posi-

tively charged side chains are involved in salt bridge interactions with nearby acidic residues.

Residue 208 is in proximity to D119, D123, and E192, and residue 211 is in proximity to D112

and D185. However, these salt bridges are not able to be maintained during the alchemical

transformations because of the decoupled nonbonded interactions in the dual-topology hy-

brid molecule. In other words, considering the case of R208K when arginine is mutated to

lysine, arginine is fully interacting and present at the start, when λ = 0. In the final λ stage

when λ = 1, arginine is now non-interacting with the system and therefore does not form

its usual contacts. The non-interacting, flexible side chains end up sampling an artificially

broadened area of phase space. This improperly skews the phase space overlap between the

forward and reverse calculations and adversely affects the free energy estimate (see Results

and Discussion). To avoid this issue and improve convergence of the calculations, we added

additional distance restraints on the flexible mutating residues for R208K and R211S. The

flat-bottom restraints were applied from the terminal nitrogen atom in arginine or the termi-

nal carbon of lysine to surrounding protein residues that were not involved in the alchemical

transformation. The reference distances were chosen to be large enough such that the re-

straint energies were zero when applied to the initial or final structure yet restrictive enough

to prevent excessive side chain mobility during the free energy calculations (see supporting

information: “Flat-bottom restraints for mutations involving Arg or Lys residues”). The

force constants on the restraint walls were set to 10 kcal/mol/Å.

Because some of our free energy calculations involved changes in formal charge, it was neces-

sary to take particular care in these cases. Specifically, following the free energy simulations,
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we accounted for the energetic contribution arising from the change in net charge in the

R211S mutation. To do this, we applied analytical corrections for the electrostatic finite-size

effects as described by Rocklin et al.[257] That being said, these corrections were found to

have almost no impact on the final relative binding free energies as we show in the Results

and Discussion.

2.3 Results and Discussion

Figure 2.3: Configuration snapshot of 2GBI (gbi1) bound to Hv1, rendered in VMD.[135]
The four alpha helical segments of Hv1 are colored as follows: S1 in blue, S2 in orange, S3
in green, and S4 in purple. 2GBI is shown in yellow with the VDW representation. Waters
are drawn in slabs of light blue, and lipids are depicted as gray sticks with their carbonyl
carbons shown as vdW spheres. The extracellular region is on top.
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We employed docking calculations, atomistic molecular dynamics simulations, and alchemical

free energy calculations to examine the binding of 2GBI to human Hv1 (Figure 2.3). We

computed relative binding free energies for a series of six protein mutations compared to wild

type Hv1. Each set of binding free energy calculations was conducted for two tautomers of

2GBI, gbi1 and gbi2, which vary in their centers of excess charge (Figure 2.1). Our results

show general qualitative agreement with experimental mutagenesis data and suggests that

one tautomer may be more relevant than the other in the protein-bound configuration. We

also discuss some limitations when carrying out alchemical transformations of flexible protein

side chains.

2.3.1 Positioning of 2GBI tautomers within the Hv1 open state

From the docking calculations, we employed a “reverse clustering” approach to identify 2GBI

binding poses (see Methods). That is to say, because the binding mode is unknown and

given that docking does not predict definitive binding modes, we aimed to sample a variety

of potential poses of 2GBI within the expected binding region in order to find the most

reasonable binding mode. The resulting poses from docking calculations were assessed using

the predicted interactions between 2GBI and Hv1 from experimental mutagenesis data.[128]

Hong et al. proposed a model of binding involving residues D112, F150, S181, and R211. For

both gbi1 and gbi2, we selected binding poses where 2GBI was in close enough proximity

to interact with these residues. Based on these poses, we note likely contacts with two

additional residues, D185 and F182.

Following refinement in MD simulations, we selected a binding pose (Figure 2.4) with the

following features: interactions of the guanidine region with the charged residues D112 and

R211; hydrogen bond donation from one of the imidazole NH groups to acidic residue D185;

and proximity of the hydrophobic residues F150, I154, and F182 to the benzimidazole moiety.
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While D112 and R211 are believed to interact in the open state conformation of Hv1,[24]

the presence of 2GBI as a channel blocker in the proposed binding site necessarily interrupts

this salt bridge formation. We chose the same binding pose for gbi1 and gbi2.

A
B

R211

D112 D185

F150

D112

R211 D185

F182

F150

I154

S181

V178

Figure 2.4: 2GBI docked into the open state model of human Hv1, rendered in VMD.[135]
The binding pose is consistent with experimental mutagenesis data. Segments are colored
in the same manner as in Figure 2.3. The ligand is colored cyan for gbi1 and yellow for
gbi2. (A) Top-down view from the extracellular end of the channel of bound 2GBI. Loops
are hidden for viewing clarity. (B) Lateral view of Hv1 (extracellular side on top) with S2
hidden for clarity. The two residues F150 and I154 are part of S2.

Our pose is distinct from that proposed in recent work by Gianti et al.[97] who performed

induced fit docking of 2GBI (our gbi1 structure). They obtained a binding pose in which

2GBI is roughly in the same region of Hv1 but angled differently such that the benzo moiety

of 2GBI is closer to S1 than to S3. The location of the guanidine group in our pose pointing

to R211 is more consistent with experimental work.[128] Differences in binding configuration

may be in part due to differences in our open state models.[94]

Chamberlin et al. also described a binding site for 2GBI, using the ligand model we refer to

as gbi1, docked into a model of Ciona intestinalis Hv1, which itself was based on the crystal

structure for the open state chimeric channel Kv1.2-2.1.[38, 182] Their ligand position is

similar to our results in that the 2GBI benzo moiety is adjacent to F150; however, their

binding pose has the guanidine moiety of 2GBI pointing towards the intracellular end of
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the channel in contact with E153, D174, and E171. While the salt bridge patterns are

similar between both protein models, the Chamberlin et al. protein structure has S2 in

a relatively higher position (towards extracellular side) than the other segments. Protein

models notwithstanding, this intracellular-pointing ligand orientation would preclude any

interactions with S181 or R211 as proposed by Hong et al.[128] (see supporting information:

Figure A.7). Neither of Gianti’s or Chamberlin’s studies considered alternate tautomers or

binding free energy calculations.

2.3.2 Calculation of relative binding free energies

We calculated the relative binding free energies for two tautomers of 2GBI binding to wild

type and mutant Hv1 using our open state model. The relative binding free energies were

computed using molecular dynamics simulations with alchemical free energy perturbation.

We considered six Hv1 mutations, previously reported by Hong et al. using electrophysiolog-

ical and site-directed mutagenesis experiments.[128] Compared to 2GBI binding to wild type

Hv1, these mutations comprise the effects of unfavorable binding (D112E, S181A), favorable

binding (V178A, V109A), and relatively no change in the binding free energy (within ~0.1

kcal/mol: R208K, R211S). These values are plotted in Figure 2.5 and listed in Table 2.1.

Overall, with the exception of R211S, the calculated values are in good qualitative agreement

with the experimental mutagenesis data which contributes to the validity of our open state

Hv1 model. Between the two 2GBI tautomers, the results for gbi2 are more consistent with

experiment. The mean absolute error (MAE) for gbi2 is 2.1 kcal/mol, compared to gbi1

with an MAE of 3.2 kcal/mol, which suggests that gbi2 may be the more prevalent species.

Without consideration of R211S (discussed later), the MAE improves to 1.1 kcal/mol for

gbi2 and 2.5 kcal/mol for gbi1.

Protein mutations which involve charged side chains (D112E, R208K, and R211S) are more
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Figure 2.5: Relative binding free energies for the two 2GBI tautomers and six protein mu-
tations considered. The error bars represent the root sum square values of standard errors
from the Bennett acceptance ratio for the apo and holo states. The shaded region represents
±1.4 kcal/mol from the experimental value, representing a 10-fold change in the equilibrium
constant. Alternate tautomers use different symbols. The markers for V178A (orange) and
S181A (green) overlap for gbi1 and gbi2. Computed relative binding free energies are in
qualitative agreement with experimental data, especially for gbi2.
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challenging for which to compute binding free energies compared to mutations having neutral

residue end states. D112E involves charge movement by the addition of a methylene group,

R208K changes the charge density of the cationic region,[10] and R211S changes the charge

of the system from neutral to -1 e. There are greater disparities in the relative binding

free energies of gbi1 and gbi2 for these three mutations, with gbi2 values generally closer to

experiment.

Compared to WT, the reported experimental value for the D112E mutation leads to a change

in binding free energy of +1.01 ± 0.05 kcal/mol. In our simulations, this mutation induced

a shift in the gbi1 ligand orientation after ~5 ns as gbi1 rotates to prevent crowding of

the glutamate residue and to maximize interactions of its guanidine moiety (Figure 2.6).

Lengthening of the side chain of residue 112 appears to encroach on the binding site and

affect the native hydrogen bonding interactions between the positively-charged 2GBI and the

nearby acidic side chains of residues 112 and 185 (see supporting information: Figure A.8).

This crowding may explain the unfavorable binding represented by the relative binding free

energy.

Of the mutations considered here, the V178A mutation is most favorable for binding 2GBI,

with an experimental relative binding free energy of -0.56 ± 0.05 kcal/mol compared to wild

type. In contrast, our predicted value was between 0.7 and 0.8 kcal/mol for both tautomers,

mutation expt gbi1 gbi2

D112E 1.01 ± 0.05 4.9 ± 0.7 2.3 ± 0.7
V178A -0.56 ± 0.05 0.8 ± 0.3 0.8 ± 0.3
S181A 0.24 ± 0.05 1.1 ± 0.3 1.1 ± 0.3
V109A -0.26 ± 0.06 0.0 ± 0.3 -0.4 ± 0.3
R208K -0.01 ± 0.05 6.8 ± 0.8 1.7 ± 0.8
R211S 0.11 ± 0.05 -6.3 ± 0.7 -7.1 ± 0.7

Table 2.1: Binding free energies of 2GBI (gbi1 and gbi2) to Hv1, for mutant Hv1 compared
to wild type Hv1. The uncertainties represent the root sum square values of standard errors
from the Bennett acceptance ratio for the apo and holo states. The data presented here is
also plotted in Figure 2.5.
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E112
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D185 D185

Figure 2.6: 2GBI bound to the human Hv1 D112E mutant in the (A) gbi2 and (B) gbi1
systems, rendered in VMD.[135] The ligand and surrounding residues are displayed in licorice
representation, and the oxygen atoms of waters within 3 Å of the ligand are shown as light
blue spheres. Concerning hydrogen bonding interactions between 2GBI and the neighboring
acidic residues E112 and D185, the tautomer gbi1 does not contain a protonated imidazole
region as in gbi2 (see Figure 2.1). It seems for this reason that gbi2 maintains its original
binding pose after mutation, while gbi1 reorients in order to maximize the interactions of its
more positively charged guanidine moiety with both E112 and D185.

indicating binding becomes less favorable. We wondered if the experimental value reflected

additional protein rearrangements not captured in the timescale of our MD simulations.

To explore this further, we focused on a nearby aromatic residue, F182, in proximity to

both V178 and the benzo moiety of 2GBI. This residue has been found to play a role in

2GBI binding via π-stacking interactions.[338] We hypothesized that F182 may reorient

itself, occupying some of the space from the mutation of valine to alanine, in order to better

interact with the bound ligand. We evaluated the energetic contribution of this putative

conformational change by computing the potential of mean force for rotating the F182 χ1

dihedral angle. Our results did not support this theory but rather suggested an energetic

cost of around 8 kcal/mol for the F182 aromatic ring being in a parallel configuration with

the 2GBI aromatic moiety (see supporting information: “Potential of mean force calculation

for F182 rotation after V178A mutation”).
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2.3.3 Hysteresis in free energy calculations involving

“floppy” residues

A

B

E

H

C D

G

E192

E192

E119

E119

R208

R208

F

no side chain restraints

with side chain restraints

Figure 2.7: Correlation of the mutating arginine χ1 dihedral angle to the work overlap in the
R208K transformation. Without side chain restraints, χ1 takes unexpected values, causing
the side chain to point outside the Hv1 channel and leading to poor overlap of forward and
reverse work values. (A) Arginine χ1 dihedral angle drawn in red. (B) Histogram in polar
coordinates of dihedral angle values belonging to R208 χ1 during a normal, fully-interacting
MD simulation. (C) View of the channel from the extracellular side. The incoming K208
residue is not shown for clarity. (D) Polar histogram of dihedral angle values belonging to
R208 χ1 during alchemical free energy calculation of R208K. The angle values are plotted
from the λ = [0.400, 0.425] window. (E) Overlap of forward (blue) and reverse (red) work
values for the λ = [0.400, 0.425] window in the R208K mutation of the apo protein. Both
R208 and K208 partially interact with the system as per the alchemical potential. (F, G, H)
Analogous to C, D, E, respectively, but with the addition of flat-bottom distance restraints.

One way that we evaluate convergence in our free energy calculations is by analyzing the his-

togram overlap of work values from the forward and reverse processes.[238] We observe that

mutations involving flexible and charged side chains, such as arginine and lysine, are more

prone to have poor overlap, signifying inadequate sampling of overlapping regions of phase

space during the alchemical transformations. This presumably arises from the scaling of non-

bonded interactions. Towards the start of the transformation (λ close to 0), the incoming
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atoms are mostly decoupled from, or not interacting with, the rest of the system. Similarly,

at states where λ is close to 1 near the end of the alchemical transformation, the outgoing

atoms are decoupled from the rest of the system. The decoupled nonbonded interactions

may “free” the flexible, charged side chains to adopt various nonphysical conformations.

We illustrate this hysteresis in context of the R208K Hv1 mutation, focusing on the arginine

residue. In wild type Hv1, the measure of the R208 χ1 dihedral angle (Figure 2.7A) averaged

around 154◦ in equilibrium simulations (histogrammed in Figure 2.7B), and R208 is in close

proximity to the acidic side chains E119 and E192. However, during free energy calculations

with the scaled nonbonded interactions, the side chain pivots such that R208 is artifactually

outside the channel (Figure 2.7C), and the χ1 dihedral angle values are inconsistent with

the range expected from wild type Hv1 simulations (Figure 2.7D). The lack of fully coupled

van der Waals and electrostatic interactions of the floppy, charged residue with the rest

of the system interrupts native ionic interactions and leads to unnatural wandering of the

side chain in simulations of these artificial intermediate states. The sampled unphysical

configurations were directly correlated with poor overlap between the forward and reverse

transformations, evidenced here by bimodal histograms of the work values from the forward

and reverse transformations (Figure 2.7E). Similar observations were made for the lysine χ1

dihedral angle.

We reduced this hysteresis by imposing a series of flat-bottom distance restraints with nearby

interacting acidic residues (see Methods and supporting information: “Flat-bottom restraints

for mutations involving Arg or Lys residues”). This yielded fewer abnormal side chain config-

urations (Figure 2.7F-G) and better overlap of the forward and reverse work (Figure 2.7H).
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B

Figure 2.8: Calculated relative binding free energies for the mutation of residue 211 between
the arginine and serine end states reveal discrepancies based on the starting structure. (A)
Computed relative binding free energies, analogous to Figure 2.5, with the addition of the
S211R mutation. The pink markers show the negative of the S211R values to compare on
the same scale as R211S. The R211S relative binding free energies ideally should be the same
as those for −1× S211R. The error bars represent the root sum square values of standard
errors from the Bennett acceptance ratio for the apo and holo states. (B) Bar plot showing
the change in the computed ∆G3 (apo protein) or ∆G4 (holo protein) of individual processes
of the thermodynamic cycle (Figure 2.2) for the R211S/S211R mutation. The apo protein
value represents ∆G3, R211S − (−1×∆G3, S211R), and the analogous expression is applied to
the ∆G4 values of gbi1 and gbi2. This value should be zero since free energy is a state
function which is independent of the path taken.
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2.3.4 Further exploration on R211S

The computed binding free energies of R211S are least consistent with experimental results.

Our results were predicted to be overly favorable by -6.3 kcal/mol for gbi1 and -7.1 kcal/mol

for gbi2 (the experimental reference value is 0.1 kcal/mol). We considered whether a poten-

tial contribution may have been the change in total charge of the system. The mutation from

a positively charged arginine to a neutral serine changes the system’s net charge from neutral

to -1 e. Our simulations employed the particle-mesh Ewald (PME) method for treatment

of long-range electrostatics in the periodic system. However, PME enforces neutrality by

introducing a uniform neutralizing background charge. Therefore, with the non-neutral end

state, the calculated free energy not only has the expected contribution of turning off the

arginine charge but also undesired contribution for turning on the neutralizing background

charge. We corrected for the electrostatic finite-size effects by applying an analytical correc-

tion based on the Poisson-Boltzmann continuum electrostatics model in CHARMM (version

c40b1).[257, 30] The corrections to the binding free energy were not trivial when considered

individually (apo = -3.1042 kcal/mol, gbi1 = -3.1030 kcal/mol, gbi2 = -3.1019 kcal/mol).

However, they become negligible when considering relative binding free energies. As a result,

we believe that the change in net charge is not the primary reason for poor agreement of the

experimental and computed R211S relative binding free energies.

We investigated the possibility of unconverged conformational sampling as a cause for the

R211S outlying behavior. We performed the same transformation in the opposite direction,

i.e., preparing the system with S211 and perturbing to R211. The S211 structures for

the apo, gbi1-bound, and gbi2-bound states came from the end of the respective R211S

transformations. Each configuration was equilibrated for 5 ns before the S211R free energy

calculations. We maintained the same λ schedule and simulation parameters as described

earlier.
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A B

R211R211

D112 D112

D185 D185

Figure 2.9: View from the extracellular side of the apo channel showing representative
interaction networks around R211 (A) before and (B) after simulating a null transformation
of R211 to S and back to R. Oxygen atoms of waters within 2 Å of the R211, D112, and
D185 are colored as light blue spheres. The interaction differences between (A) and (B)
reveal potential sampling barriers in what ought to be equivalent systems. Figure rendered
using VMD.[135]

We consider the negative value of S211R in order to adequately compare the free energy

change in the same direction, and we subsequently refer to this mutation as −1 × S211R.

The free energies for R211S and −1× S211R should be the same ideally, as free energy is a

state function which is independent of the path or direction taken between two states. The

computed −1 × S211R binding free energies for gbi1 and gbi2 are −5.9 kcal/mol and −1.3

kcal/mol respectively (Figure 2.8A, brown vs. pink). In this plot, gbi1 seems to be more

consistent between R211S and −1×S211R. However, the plotted values are relative binding

free energies where the apo value is subtracted from each of the gbi1 and gbi2 values (see

the thermodynamic cycle in Figure 2.2). Here, the ∆G3 of apo and the ∆G4 of gbi1 increase

by about 4 kcal/mol between R211S and −1 × S211R, but the ∆G4 for gbi2 only changes

by about 1 kcal/mol between R211S and −1× S211R (Figure 2.8B).

We posit that this discrepancy may arise from differences in R211 interactions with other

protein residues as well as differences in hydration patterns in the local region. In simulations

of wild type Hv1, R211 is a hydrogen bond donor to two aspartate residues, D112 and D185

(Figure 2.9A). These interactions are disrupted when the arginine is mutated to serine,
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and there is a slight influx of waters to the mutation site to stabilize D185. The S211R

mutation reintroduces arginine, but R211 does not reform native contacts with D185, now

surrounded by the water molecules (Figure 2.9B). This may occur if the system is slower

to dispel waters from the pore than it is to allow waters inside, especially near the buried

region of the mutated residue (Figure 2.10). Hence the underlying end states of R211 are not

the same for the R211S and S211R mutations, potentially due to insufficient rearrangement

of the surrounding solvent network. In other words, non-overlapping ensembles are being

sampled in the R211S and S211R transformations, precluding reasonable comparison of these

calculations with experimental mutagenesis results. Thus, our results for this transformation

are reported here, but the apparent agreement between ∆∆Gcalc and ∆∆Gexpt for gbi2 and

the −1× S211R mutation (Figure 2.8A) cannot be used meaningfully to assess the validity

of our structural model due to the difficulties with this particular calculation.

Figure 2.10: Average number of water molecules within 3 Å of the mutating residue (Arg or
Ser 211), D112, and D185. The error bars represent standard deviations. Hydration patterns
are not always consistent in the vicinity of R211 during the R211S and S211R mutations. For
example, in the apo state, the number of water molecules near D185 increases (left subplot,
right group, blue → orange bars). When mutating the system with S211 back to R211, the
number of water molecules decrease near D112 instead of near D185 (left subplot, middle
group, orange → green bars). It might be expected that the blue bars (wild type protein
with R211) and the green bars (twice mutated protein also with R211) should be the same
in all three systems. Between the two R211 states of before and after mutation, both the apo
and gbi1 systems differ by 1-2 water molecules in the specified vicinity of D112 and D185,
whereas gbi2 is more consistent in hydration around the two acidic residues.

35



2.4 Conclusions

In this study, we employed free energy calculations with atomistic molecular dynamics sim-

ulations to characterize the binding of 2GBI to Hv1 as a foundational step to optimize small

molecule blockers of Hv1. Our molecular insights of the binding mechanism of 2GBI to Hv1

agree with double-mutant cycle experiments, helping to validate our structural model for

the channel and the bound state.

The mutations that were most computationally challenging were those involving charged side

chains: D112E, R208K, and R211S. The R211S calculation might be further examined using

enhanced sampling methods such as REST2,[141, 142, 320] with the inclusion of protein side

chains and water molecules in the vicinity of R211.

Results from alchemical free energy calculations show that both the gbi1 and gbi2 tautomers

are comparable in most relative binding free energies calculated. The gbi1 structure is

limited in its extent of forming protein-ligand contacts without the protonated imidazole

region. We reason that gbi2, the tautomer with excess charge in the imidazole region, is

likely the primary state to bind Hv1. We hope to investigate the extent to which free energy

calculations may be used to design new compounds based on the 2GBI scaffold, particularly

with an imidazole-based pharmacophore with substitutions at the 2 -position that stabilize

ring protonation, for more effective binding to Hv1 for potential therapeutic benefit.
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Chapter 3

Potential of mean force calculations

for the membrane permeation of Hv1

channel blockers

The voltage-gated proton channel Hv1 mediates efflux of protons from the cell. Hv1 in-

tegrally contributes to various physiological processes including pH homeostasis and the

respiratory burst of phagocytes. Inhibition of Hv1 may provide therapeutic avenues for

the treatment of inflammatory diseases, breast cancer, and ischemic brain damage. In this

work, we investigate two prototypical Hv1 blockers, 2-guanidinobenzimidazole (2GBI) and

5-chloro-2-guanidinobenzimidazole (ClGBI), from an experimentally screened class of guani-

dine derivatives. Of these two compounds, 2GBI demonstrates inhibitory effect only on

intracellular application, whereas ClGBI is thought to permeate the cellular membrane to

access the intracellular side of the channel. We compute the potential of mean force for

each compound to partition into the membrane using atomistic molecular dynamics simula-

tions with the adaptive biasing force method. Our results rationalize the putative distinction

between these two blockers with respect to their abilities to permeate the cellular membrane.
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3.1 Introduction

Hv1 is a voltage-gated proton channel whose primary function is the release of excess protons

from the cell. Human Hv1 is a homodimer, and each monomer is composed of four trans-

membrane alpha helices forming the voltage-sensing domain (VSD) which also serves as the

proton conduction pathway.[262, 243, 242] Hv1 integrally contributes to various physiological

processes including pH homeostasis and the respiratory burst of phagocytes.[77] Inhibition

of Hv1 may provide therapeutic avenues for the treatment of inflammatory diseases,[270]

breast cancer,[322, 323] and ischemic brain damage during stroke.[334]

Guanidine derivatives have been found to block Hv1 in the VSD in its open state.[309, 129]

Two molecules in this class are 2-guanidinobenzimidazole (2GBI) and 5-chloro-2-guanidino-

benzimidazole (ClGBI). In order to be useful as therapeutics, these small molecule inhibitors

should be able to permeate the cellular membrane as research suggests that binding occurs

from the intracellular side of the channel.[129, 128] ClGBI differs from 2GBI by the replace-

ment of a hydrogen atom with a chlorine atom on the benzene moiety. This structural mod-

ification may affect the ligand’s pharmacokinetic properties. 2GBI demonstrates inhibitory

effect only on intracellular application, whereas ClGBI can inhibit Hv1 when present in the

extracellular medium. It is hypothesized that ClGBI permeates the cellular membrane in

order to access the intracellular side of the channel.[129, 128]

Membrane permeability rates have not been experimentally determined for 2GBI or ClGBI,

but the permeation process can be examined using molecular simulations. These simula-

tions typically have an advantage over experimental techniques in that they can provide

spatially resolved information with atomistic resolution. Molecular dynamics (MD) simu-

lations enable investigation of transport processes at the molecular level to describe and

explain important steps including membrane partitioning and molecular flip-flop across the

hydrophobic membrane core.[67]
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The inhomogeneous solubility-diffusion model[66, 190] describes the permeation process de-

rived from the steady-state flux of solute molecules through the membrane.[228] The perme-

ability Pm of some solute to cross a membrane of thickness L is expressed as:

1

Pm
=

∫ L/2

−L/2

expW (z)/kBT

D(z)
dz, (3.1)

where W (z) is the potential of mean force (PMF), D(z) is the local diffusion constant,

kB is the Boltzmann constant, T is the temperature, and z is a collective variable which

describes the position of the solute along the transmembrane axis. Our focus in this work

is on calculating the potentials of mean force for various Hv1 channel blockers, given the

exponential dependence of the permeability coefficient on the PMFs, to gain understanding

of their relative permeabilities from a thermodynamic standpoint.

We aimed to investigate the propensity of ClGBI to permeate the lipid bilayer, shedding

light on why it may uniquely be able to block Hv1 from the extracellular compartment. We

employed atomistic molecular dynamics simulations to compute the potentials of mean force

for 2GBI and ClGBI to partition into the membrane using the adaptive biasing force (ABF)

enhanced sampling method,[58, 122] which applies a continually updated biasing force to

effectively yield a flat free energy surface in the long time limit. ABF has been demonstrated

to reproduce experimental membrane permeability trends.[171, 298] Our results rationalize

the putative distinction between these two blockers on their abilities to permeate the cellular

membrane to inhibit Hv1.

3.2 Methods

In this work, we compute and examine the one-dimensional potentials of mean force for 2-

guanidinobenzimidazole (2GBI) and 5-chloro-2-guanidinobenzimidazole (ClGBI) to perme-
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Figure 3.1: Chemical structures of molecules in this study. GBI1 and GBI2 refer to
distinct tautomeric states of the positively charged molecule, 2-guanidinobenzimidazole.
The shaded blue regions have higher positive charge density. GBIC refers to 5-chloro-2-
guanidinobenzimidazole.

ate through a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) bilayer. Chemical

structures of the molecules that we study in this work are depicted in Figure 3.1. For 2GBI,

we consider two tautomers, which we refer to as GBI1 and GBI2. Both GBI1 and GBI2

are positively charged but differ in the placement of one hydrogen atom, leading to different

regions of partial charge concentration (denoted by the shaded blue regions in Figure 3.1).

Both of these tautomers were previously investigated in the computation of relative binding

free energies to Hv1,[177] and GBI2 was predicted to be to be the primary tautomeric state

that binds to Hv1.

We obtained an initial configuration of a 72-lipid POPC bilayer from the end of a 35 nanosec-

ond (ns) simulation at 303 K and 1 atm. This configuration was generated by the group

of Jeff Klauda and is available at https://terpconnect.umd.edu/~jbklauda/memb.html.

The membrane spanned the xy plane with the z-axis normal to the membrane plane. Us-

ing the CHARMM36 force field[153] for the lipid molecules with the modified TIP3P water

mode,[143, 189] we further equilibrated the membrane for 849.6 ns using Desmond 2.4.[29]

Short-range real-space interactions were cut off at 12 Å by using a force-based switching

function between 8 Å and 12 Å. An r-RESPA algorithm[299] was employed to integrate the

equations of motion with a time step of 4 fs for the long-range non-bonded forces, 2 fs for

short-range non-bonded, and 1 fs for bonded forces. The particle mesh Ewald method[57, 78]
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was used to treat long-range electrostatics. All bond lengths involving hydrogen atoms were

constrained using SHAKE.[259] The simulations were performed at constant temperature

(303 K) and pressure (1 atm), using Nose-Hoover chains[192] and the Martyna-Tobias-Klein

barostat.[193]

Given that permeation events may affect membrane structure and to diminish the possibility

of boundary effects, we extended the size of the membrane by duplicating it to form a 2x2

patch to yield a final system size of 288 POPC molecules (144 per leaflet) and 16,444 water

molecules. The cell dimensions were 100 × 100 × 90 Å3. Atomistic molecular dynamics

simulations were then performed using the NAMD 2.13 software package.[235] The system

was equilibrated for an additional 20 ns. The temperature was maintained at 295 K using the

stochastic velocity rescaling (canonical sampling through velocity rescaling)[31] thermostat

with a rescale period of 1 picosecond (ps) and 20 time steps between rescaling. The pressure

was maintained at 1 atm using the Langevin piston method[82] with an oscillation period of

200 fs and a damping time scale of 100 fs. The O-H bond lengths in water were constrained

using the SETTLE algorithm,[200] and all other covalent bonds involving hydrogen atoms

were constrained using the RATTLE algorithm.[7] Long-range electrostatic interactions were

evaluated using the particle mesh Ewald method[57, 78] with a grid spacing of 1.0 Å. Short-

range van der Waals and electrostatic interactions were calculated using a cutoff of 9 Å with

a switching function applied beyond 8 Å. Multiple time step integration was applied with

timesteps of 6 fs for long-range electrostatic forces, 2 fs for short-range nonbonded forces,

and 2 fs for bonded forces using the r-RESPA method.[299]

We used the same configuration of the equilibrated bilayer to prepare the three separate

systems for GBI1, GBI2, and GBIC. We used the force fields for GBI1 and GBI2 from

our previous relative binding free energies study.[177] The CGenFF parameters for GBIN,

GBIC, and GBIN were obtained from the ParamChem server, https://cgenff.umaryland.

edu/.[305, 306] We compared the energy minimized structure from the force field with that

42

https://cgenff.umaryland.edu/
https://cgenff.umaryland.edu/


of a gas phase MP2/6-31G* geometry optimization to ensure that we had comparable min-

imum energy structures. We also assessed the torsional energy profiles and refined dihedral

parameters to yield more consistent results with quantum mechanical data (refined param-

eters in supplementary information). Each solute was added into the hydrated region, and

we equilibrated the system for an additional 10 ns, maintaining the same MD simulation

parameters.

We then performed MD simulations with the adaptive biasing force (ABF) method[58, 122]

in NAMD. Using the colvars[83] module in NAMD, we defined a one-dimensional collective

variable (denoted as z) to describe the relative position of the solute along the transmembrane

axis, specified as the center of mass position of the solute relative to the center of mass

position of the carbonyl carbon atoms of the POPC molecules. The collective variable was

stratified into eleven overlapping windows whose distance boundaries are listed in Table 3.1

and depicted at the bottom of Figure 3.2. The window boundaries were maintained using

upper and lower wall force constants of 10 kcal/mol/Å2. The forces applied by ABF were

collected with a bin width of 0.1 Å. A total of 1000 samples were collected per bin prior to

application of ABF to avoid nonequilibrium effects in system dynamics. Each window was

sampled separately for each permeant, at a minimum of 40 ns per window per permeant.

The windows comprising the collective variable in bulk water (01, 11) were initiated from

equilibrated MD simulations, and each subsequent window approaching the center of the

bilayer was initiated from the previous overlapping window. Window 06 was sampled in

duplicate, bidirectionally initiated from window 05 and window 07. Convergence was reached

more quickly for windows in which the solute was only in bulk water (|z| = 30 to 40 Å).

Convergence took longer in both inhomogeneous environments (e.g., membrane headgroups)

as well as in the hydrophobic interior of the membrane. The minimum, total amount of

simulation time for each solute was at least one microsecond. For all molecules in aggregate,

we simulated a total of 6.7 microseconds.
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Figure 3.2: Number density profile of the hydrated POPC bilayer used in this work. The
one-dimensional collective variable for adaptive biasing force simulations is defined as the
distance between the z coordinate of the center of mass of the solute to the z coordinate of
the center of mass of the carbonyl carbons of the POPC lipids. Waters are drawn in slabs
of light blue, and lipids are in licorice representation with their carbonyl carbons shown
as green vdW spheres. The collective variable is stratified into eleven overlapping windows
whose distance boundaries are denoted in the red and blue rectangles and listed in Table 3.1.
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Window
CV: lower
bound (Å)

CV: upper
bound (Å)

01 30 44
02 22 24
03 16 26
04 08 20
05 02 12
06 -06 06
07 -12 -02
08 -20 -08
09 -26 -16
10 -34 -22
11 -40 -30

Table 3.1: Separation of the collective variable (CV) into windows. The collective variable
is defined by the difference of the z coordinate of the permeant center of mass and the z
coordinate of the carbonyl carbon atoms of the POPC bilayer.

One of the key events of membrane permeation is solute “flip-flop” across the hydrophobic

membrane core.[67] This flip-flop may occur over long timescales,[14] preventing adequate

sampling of the interior hydrophobic region of the membrane (also see example in supple-

mentary information). For this reason, we employed a bidirectional approach following the

protocol of Li et al.[175] to compute membrane permeation, with the solute approaching the

membrane center from both the upper and lower leaflets of the bilayer. For each leaflet of

the membrane, we combined the gradients obtained from ABF simulations over successive

windows by averaging the overlapping gradients between neighboring windows. The com-

bined gradient data for each leaflet was integrated to yield the PMF corresponding to each

half of the membrane. The PMFs were shifted such that the average value in bulk water

(|z| = 35 to 40 Å) is equal to zero kcal/mol. The upper and lower leaflet PMFs were then

combined by the following equation:

W (z) = −kBT ln{e−Wupper(z)/kBT + e−Wlower(z)/kBT} . (3.2)

Noting the symmetry of the bilayer, we symmetrized the resulting PMF by averaging about
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the bilayer center. Error bars were calculated as the difference between the unsymmetrized

and symmetrized PMFs.

Finally, from the potential of mean force W (z), we computed the free energy difference for

the small molecule to partition into the membrane from bulk water using the equation[63,

188, 311]:

∆G(wat→ mem) = −kBT ln

{
1

z2 − z1

∫ z2

z1

e
−W (z)−W (z1)

kBT dz

}
, (3.3)

where z1 and z2 represent points in bulk water on opposite sides of the membrane. In general

terms, the transfer free energy of a solute from one solvent to another is proportional to the

log of the partition coefficient (∆G(z) = −kBT lnK(z)). The partition coefficient, K(z),

is a form of equilibrium constant describing the ratio of the concentrations of the solute in

each solvent[310, 133, 16]—the two solvents here are the aqueous phase regions on opposite

sides of the membrane. We don’t simulate these concentrations directly but determine

this equilibrium constant from integrating the exponential of the Boltzmann-weighted free

energy along this coordinate (the potential of mean force). Error bars were estimated by

propagating[169] the uncertainty values of the PMFs.

3.3 Results and Discussion

In this work, we used atomistic molecular dynamics simulations with adaptive biasing force

to compute the free energy profiles for various Hv1 inhibitors to permeate a lipid bilayer

(Figure 3.2). We rationalize the apparent increased ability of ClGBI to permeate the mem-

brane, in contrast to 2GBI, primarily based on its energetically favorable state in the lipid

headgroups.

The potentials of mean force (PMFs) for membrane permeation of GBI1, GBI2, and GBIC
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Figure 3.3: Potentials of mean force of some Hv1 channel blockers to permeate the membrane.
Error bars signify deviation from symmetry.

are presented in Figure 3.3. Comparing the bilayer center (z = 0 Å) to bulk water (z = 30

Å), the two tautomers of 2GBI have highly similar PMFs, with GBI2 having a slightly higher

barrier than GBI1. The profile for GBIC, in contrast, reveals more favorable energetics to

membrane permeation. Comparing the barrier height energy differences of the PMFs (from

the minimum to the maximum of the potentials), the results are (9.3 ± 0.4 kcal/mol) GBI1,

(10.9 ± 0.5 kcal/mol) GBI2, and (6.8 ± 0.7 kcal/mol) GBIC. The PMFs show that the most

energetically favorable position for the solute in the bilayer is generally in the range of |z|

= 15-20 Å. This corresponds to the regions of POPC headgroups, including the negatively

charged phosphate groups (Figure 3.2).

We also computed the water-membrane partitioning free energies by integrating the Boltz-

mann-weighted PMFs (equation 3.3). These values, shown in Table 3.2, suggest a greater

likelihood for GBIC to permeate the membrane compared to GBI1 and GBI2. Molecular

dynamics simulations based on the inhomogeneous solubility-diffusion model have previously

been found to overestimate permeability by several orders of magnitude relative to experi-
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Permeant
∆G(wat −→ mem)

(kcal/mol)
GBI1 −1.79± 0.02
GBI2 −2.13± 0.02
GBIC −5.49± 0.04

Table 3.2: Partitioning free energies estimated from the potentials of mean force. Error bars
obtained by propagation of uncertainties.

mental values, so we do not propose our results to be quantitative estimates of membrane

permeation. Complicating factors include membrane composition, subdiffusive behavior, in-

sufficient sampling, and force field quality.[171, 53, 254, 186, 308, 298, 43] We take these

results more qualitatively of ClGBI’s apparent increased propensity to permeate the mem-

brane bilayer compared to 2GBI.

Due to interactions with the membrane, a translocating molecule may influence the structure

of its local environment in the lipid bilayer, potentially leading to membrane deformation.[92,

14, 272, 51, 308, 266] To obtain a general sense of how the solute affects the bilayer from

permeation, we calculated the two-dimensional electrostatic potential[3] of the POPC bi-

layer averaged over simulation snapshots in which the molecule was located at the center

of the membrane (|z| ≤ 1 Å). The potential is shifted relative to the bulk water. In these

electrostatic potential plots, shown in Figure 3.4, the computed electrostatic potential spans

a range of 800 mV. Panels A-C show a considerable amount of membrane distortion effects

to a similar degree among GBI1, GBI2, and GBIC. Panel D shows a reference electrostatic

potential plot of the membrane with the solute in bulk water without influence on the mem-

brane structure. Panel E depicts a representative snapshot from MD simulations in which

the solute remains coordinated with the membrane and solvated by water molecules as it per-

meates to the hydrophobic bilayer interior. These molecules are positively charged and are

able to interact with the negatively charged phosphate groups of the POPC lipid molecules.

These electrostatic interactions appear to be the driving force of membrane deformation,

although it has been previously noted that even a permeating water molecule can cause
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distortion of the bilayer.[51]

To gain a more specific understanding of solute interactions as it translocates across the

bilayer, we computed hydrogen bond counts averaged as a function of distance from the

membrane center (Figure 3.5). Error bars denote standard deviations. These results reveal

that, at the bilayer center, GBI2, and to a lesser extent GBI1, forms a greater number

of hydrogen bonding interactions with water compared to GBIC (compare the volumetric

maps representing the solvation shell structures in the bottom of Figure 3.5). Concurrent

with inducing membrane deformation, a charged solute in the bilayer will also tend to be

coordinated by water molecules.[63, 312, 73, 86, 266] GBI2’s higher average hydrogen bond

count towards the center of the bilayer compared to GBIC may be correlated with the

somewhat sharper membrane deformation of GBI2 as evidenced in the electrostatic potential

plots.

Also notable in Figure 3.5 is that GBIC has the highest average number of hydrogen bonding

interactions with POPC phosphate groups within 20 Å of the bilayer center (see also solvation

shell structure of GBIC). Both GBI1 and GBIC have a more concentrated charge region in

the peripheral guanidine moiety (Figure 3.1), which likely interacts more with the negatively

charged phosphate groups. However, GBI1 does not have the same level of interactions

to the phosphate groups as GBIC. We theorized that GBIC’s increased interactions with

phosphate may be influenced by the dispersion interactions of its chlorine atom with the

POPC hydrocarbon tails, leading to a stronger directional preference of the solute relative

to the bilayer. We next turn our focus to directional preferences of each solute in the bilayer.

We evaluated the effect of position, normal to the bilayer, on each solute’s orientational

preferences. We defined a molecule vector whose origin is one of the two distal carbon atoms

on the benzene moiety and whose endpoint is the nitrogen atom that bridges the imidazole

and guanidine moieties. We computed the cosine similarity between this vector and the axis

normal to the membrane to assess the orientation of the molecule as a function of position
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Figure 3.4: Contour plots representing the averaged electrostatic potentials of the membrane
responding to molecular permeation for the solute at position |z| ≤ 1.0 Å. Panels A, B, and C
show the system with GBI1, GBI2, and GBIC, respectively. Panel D shows a representative
plot of the average electrostatic potential when the solute is in bulk water (here, GBI2 at
z = 35 Å). Membrane permeation leads to considerable distortion for all molecules. Panel
E shows a typical configuration snapshot of the membrane system corresponding to GBI2
located at z = 0 Å. Waters are drawn in slabs of light blue, and lipids are in licorice
representation with their carbonyl carbons shown as green vdW spheres. GBI2 is shown in
vdW representation, with carbon atoms in yellow. Water molecules within 8 Å of GBI2 are
shown in red (oxygen) and white (hydrogen) vdW spheres.
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Figure 3.5: Top: Average number of hydrogen bonds formed by the solutes with water
molecules (blue) and phosphate groups (orange) as a function of the solute center of mass
position. Bottom: Evaluation of the local environment of the solute being in the interior of
the membrane (|z| ≤ 1.0 Å). We show the solvation shell structures of GBI1, GBI2, and GBIC
for the surrounding water molecules, POPC phosphate groups, and POPC hydrocarbon
chains. The solvation shells were computed using the oxygen atom of water molecules,
oxygen atoms of the phosphate groups, and carbon atoms of the hydrocarbon chains. The
surfaces represent equal number density for each group: water (blue, 0.013 Å−3), phosphate
(red, 0.008 Å−3), and hydrocarbon (cyan, 0.0023 Å−3).
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along the membrane normal. The cosine similarity measures were evaluated in each of the

simulation windows and histogrammed in Figure 3.6. Each row of the figure represents a

predefined range of the collective variable sampled by the solute. Symmetry of the bilayer

leads to antisymmetric orientation results for the solute, so we combined the upper and lower

leaflet data by taking the negative of the cosine similarity measures of the lower leaflet.

We interpret the orientation plots from the direction of the molecule being in bulk water

approaching the center of the lipid bilayer. The top row of Figure 3.6 shows uniform distri-

butions from -1 (guanidine pointing towards bilayer center) to +1 (guanidine pointing away

from bilayer center), indicating that molecules in bulk water have no orientational preference

as they are in an isotropic medium. As the solute approaches the bilayer (row 2 of Figure 3.6),

there are marginally higher counts towards the -1 direction. This is in the region in which

the solute begins to approach the lipid headgroups (Figure 3.2) and will likely orient such

that the guanidine interacts with the headgroups upon initially partitioning. This seems to

be emphasized in the |z| = 16-26 Å region. At some point, the molecule reorients, flipping

around such that as it permeates to the interior of the membrane beyond the headgroups,

its positively charged regions can interact with the negatively charged phosphates, while the

more hydrophobic benzene moiety is solvated by the lipid hydrocarbon chains (rows 4-6 of

Figure 3.6). The orientational preference is present but least strong for GBI2, possibly due to

greater solvation by surrounding water molecules towards the membrane center (Figure 3.5).

On the other hand, GBI1 or GBIC with a more positively charged guanidine tail (as opposed

to a more positively charged imidazole center) may be more likely to exhibit orientational

partiality such that the guanidine region points out away from the bilayer center and the

benzene moiety is solvated by the hydrophobic lipid tails. Between GBI1 and GBIC which

are nearly identical save for the chlorine atom of GBIC, GBIC has a much stronger orienta-

tion bias with its guanidine moiety pointing towards bulk water away from the hydrophobic

interior.
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Figure 3.6: Histograms of molecule orientation distinguished by location along the lipid
bilayer. The cosine similarity score represents the directionality of the solute, where a value
of 1 is defined such that the guanidine moiety is pointing towards +z, and a value of -1 means
that the guanidine moiety is pointing towards −z. A cosine similarity of 0 represents the
solute being at 90◦ relative to the z axis. In this figure, each column shows the histograms
for a separate solute, and each row represents a particular range along the collective variable.
Each histogram is normalized such that the total area is unity. The symmetry of the upper
and lower leaflets of the bilayer results in antisymmetric cosine similarities between the two
leaflets (e.g., range [8, 20] Å would be antisymmetric to range [-20, -8] Å). For each permeant,
we take the negative values of the cosine similarity scores of the lower leaflet and histogram
them with the cosine similarity scores of the corresponding ranges of the upper leaflet.
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To explain this stronger orientation preference of GBIC, we take a look at the specific

environment around GBIC as distinguished from GBI1. It appears that the molecular size

and composition of GBIC is such that the solute can both interact with the negatively charged

POPC phosphate groups with its guanidine moiety while also forming dispersion interactions

with the hydrocarbon chains with its chlorobenzene moiety (Figure 3.7). Between two atoms,

dispersion forces generally increase as the number of electrons increase, and a chlorine atom

would therefore have significantly more dispersion contributions compared to a hydrogen

atom. This atomic substitution seems to explain the strong orientational preference of GBIC

in the membrane headgroups, as it can be energetically stabilized by dispersion interactions

of the chlorobenzene moiety with the hydrophobic lipid tails in addition to the Coulombic

interactions of its guanidine moiety with the lipid phosphate groups.

Finally, it is possible that 2GBI and ClGBI do not remain in their protonated forms from bulk

water to the varied environments along the transmembrane direction. To estimate whether

the molecules will remain protonated as they permeate the bilayer, we computed the pKa shift

profile using the method of Li et al.[175] for 2GBI to analyze the effect of the inhomogeneous

environment on the molecule’s pKa (see details in supplementary information). The pKa

of neutral 2GBI has been experimentally determined to be 7.09.[2] The pKa of positively

charged 2GBI, whether GBI1 or GBI2, is necessarily greater than 7.09. Based on the pKa

shift profile, the pKa is expected to change by up to +2 pK units. This means that the effect

of the membrane will lead to a change in pKa of positively charged 2GBI to be at least 9.

This means that GBI1/GBI2 is predicted to exhibit more basic character as it permeates

the membrane, particularly in the glycerol-phosphate region, and therefore we do not expect

deprotonation during membrane permeation. As a point of reference, even a positively

charged arginine residue is predicted to remain 70-99% protonated while partitioning into a

dipalmitoylphosphatidylcholine (DPPC) lipid bilayer at neutral pH.[175]
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Figure 3.7: In addition to electrostatic interactions of the charged guanidine region of the
solute with the negative phosphate moieties of POPC, GBIC may be further stabilized by
dispersion interactions of its chlorine atom with the hydrocarbon tails of the lipid bilayer.
The left panel shows a representative snapshot of GBIC in the membrane in the region
z = 8-20 Å. GBIC (circled in orange for ease of identification) is drawn as vdW spheres,
with carbon atoms in yellow, nitrogen atoms in blue, hydrogen atoms in white, and the
chlorine atom in green. The right panel shows a close up view of the local environment
around GBIC. Water molecules within 3 Å of the solute are depicted in CPK representation,
with farther water and lipid molecules hidden for viewing clarity.
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3.4 Conclusions

In this work, we compared the potentials of mean force to estimate the relative energetic

contributions for two Hv1 channel blockers to permeate the membrane. Experimental

evidence suggests that ClGBI can permeate the membrane and block the channel when

present in the extracellular medium.[128] We draw general qualitative conclusions from

our results to show that there is increased energetic favorability for ClGBI to permeate

compared to 2GBI, and rationalize that a major driving factor may be considerable sta-

bilization in the membrane headgroups by both electrostatic and dispersion interactions.

A survey of existing literature of both experimental and computational results demon-

strates that halogen atoms tend to increase the membrane permeability between similar

chemical compounds.[252, 317, 93, 95, 102] We do not purport our results to be quan-

titatively accurate given the limitations of predicting permeability rates from molecular

simulations,[171, 53, 254, 186, 308, 298, 43]. Further exploration of permeability from a

different angle that takes into account kinetic properties to compute transition rates, such

as in milestoning[327, 314] or the weighted ensemble[343, 47] methods, may yield further

insight into the properties of cell-absorption by these Hv1 blockers.
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3.6 Supplementary Information

Results and analysis of the pKa shift profile, as well as a discussion on long timescales for

solute flip flop, are presented in the supplementary information of Appendix B.
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Chapter 4

Benchmark assessment of molecular

geometries and energies from small

molecule force fields

Force fields are used in a wide variety of contexts for classical molecular simulation, including

studies on protein-ligand binding, membrane permeation, and thermophysical property pre-

diction. The quality of these studies relies on the quality of the force fields used to represent

the systems. Focusing on small molecules of fewer than 50 heavy atoms, our aim in this work

is to compare six force fields: GAFF, GAFF2, MMFF94, MMFF94S, SMIRNOFF99Frosst,

and the Open Force Field version 1.0 (Parsley) force field. On a dataset comprising over

20,000 molecular structures, we analyzed their force field-optimized geometries and con-

former energies compared to reference quantum mechanical (QM) data. We show that most

of these force fields are comparable in accuracy at reproducing gas-phase QM geometries and

energetics, but that GAFF/GAFF2/Parsley do slightly better in reproducing QM energies

and that MMFF94/MMFF94S perform slightly better in geometries. Parsley shows con-

siderable improvement over its predecessor SMIRNOFF99Frosst, and we identify particular
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outlying chemical groups for further force field improvement.

4.1 Introduction

The study of chemical and biological systems relies on an accurate assessment of the energet-

ics and geometries of the systems. Many computational methods serve to help investigate

these systems, ranging from more accurate, higher cost quantum mechanical techniques

to more approximate methods which compromise accuracy in favor of increased efficiency.

Classical mechanics-based calculations fall into the latter group, and have an advantage over

more theoretically rigorous calculations of being able to model larger systems over longer

time timescales.[101, 49, 163, 164]

The modeling and simulation of molecular systems in classical mechanical calculations typ-

ically requires the use of a force field, a set of energy functions and associated parameters

comprising the potential energy function. This potential energy function defines interactions

between components in the system based on the coordinates of its particles.[253, 239]

Force fields have a long history of development. Strategies for force field development vary

in terms of the chemical space covered, the types of data used for training, and the approach

to optimize parameters given a set of input data.[216, 208] The training data used to develop

a force field typically includes input data from both experimental and reference QM calcula-

tions. This finite amount of input data is carefully chosen to be representative of the systems

for which the force field is designed. The limit of accuracy for some force field is measured by

its ability to reproduce experimental observables, such as hydration free energies. When such

experimental evidence is unavailable, the force field can be assessed with respect to quantum

mechanical data, such its ability to reproduce QM geometries and relative energies. Given

the complexity of force field development, including multidimensional input data, various
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functional forms, and approaches to chemical perception[202], force fields vary in how ac-

curately they can compute properties of interest. Indeed, many examples serve to highlight

the limitations of force fields.[32, 91, 130, 157, 199]

Our focus in this work is on force fields for small molecules, which are instrumental for

evaluating binding free energies and modeling ligand binding poses. Relatively few literature

studies evaluate force field accuracy on general small drug-like molecules, in contrast to

force fields for proteins,[109, 191, 123, 48, 178, 132, 275, 256, 194] nucleic acids,[251, 247,

81] carbohydrates,[195, 234, 11, 286] and other specific chemical systems.[321, 218, 198,

236, 79, 277, 237, 232, 20, 211, 158, 110, 278] On small molecules, this work comprises

predictions of solvation free energies,[307, 205] strain energies,[269] experimental osmotic

coefficients,[340] partition coefficients,[146, 80] conformer energies,[250, 149, 147, 328, 116]

conformer geometries,[328, 131] and robustness of parameterization[131]. Most of these

studies assess four or fewer force fields on limited molecule sets. We aim to present a

broader assessment of general small molecule force fields on a large, diverse library of drug-

like compounds to provide a general evaluation of how accurately these force fields perform.

We use QM data as a valuable source of information for force field assessment to explore

chemical space relatively quickly and easily.

In this work, we benchmarked small molecule force fields with respect to quantum mechanical

results. We assessed six force fields: the General Amber Force Field, first and second gener-

ations (GAFF[319] and GAFF2[37]); the Merck Molecular Force Field, initial and “static”

versions (MMFF94[111, 112, 113, 117, 114] and MMFF4S[115, 116]); and the SMIRKS-based

force fields from the Open Force Field Initiative (OpenFF 1.0 “Parsley”[316] and its prede-

cessor SMIRNOFF99Frosst[203]). On a dataset of over 25,000 small molecules, we evaluated

optimized geometries and energies from molecular mechanics (MM) energy minimizations

using force fields and compared them with reference to quantum mechanical data. We also

identified particular chemical groups that represent systematic outliers in the force field
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geometries and energies. This work provides a general understanding of the strengths of

different small molecule force fields and identifies areas of improvement for future force field

development.

4.2 Methods

4.2.1 We acquired reference geometries and energies of molecules

from QCArchive and grouped them by connectivity

We obtained the molecule set in this work from QCArchive[280] from the dataset labeled

OpenFF Full Optimization Benchmark 1, which was created for the purpose of bench-

marking OpenFF 1.0.[221] The benchmark set was chosen to include a broad range of drug-

like compounds.[201] This QCArchive dataset contains QM geometry-optimized structures

and energies from the B3LYP-D3BJ/DZVP method.[22, 170, 313, 285, 99] This method and

basis set were chosen by the Open Force Field initiative to provide reasonably accurate con-

formational energies and geometries at moderate computational cost.[250, 149] The database

was accessed on November 11, 2019, at which point it contained 26,313 completed geometry

optimization results (i.e., the total number of conformers for all molecules), 420 structures

with error, and 3 calculations incomplete. We took only the completed results.

In our dataset, we organized molecular structures such that conformers of the same molecule

were grouped together if they have the same absolute (non-isomeric) graph. Importantly, we

do not use the SMILES string listed in the QCArchive DataFrame to represent the molecule

itself, because the identity of the molecule may change during QM geometry optimization

due to changes in bonding/changes in tautomer; see, for example, Figure 4.1. Molecules with

different tautomerization states, which have different chemical connectivity, are treated as

distinct molecules in our study. While two molecular structures may start QM optimizations
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from the same molecule (same connectivity), we only use their final geometries to identify

and distinguish molecules based on their connectivity. We grouped together all structures

in the dataset whose final geometries yielded the same canonical isomeric SMILES string, as

evaluated by OEMolToSmiles from the OpenEye OEChem Python toolkit. The structures

were then organized into conformer sets as perceived by OEChem’s OEAbsCanonicalConfTest.

This dataset organization procedure takes into account any molecular identity changes during

QM optimization, such as if two same molecules no longer had the same tautomerization state

after QM optimization or if two different molecules ended up in the same tautomerization

state. We ensured that what we identified as a molecule, and all of its given conformers,

contained the same chemical connectivity.

Figure 4.1: Molecules may change connectivity during QM optimization leading to different
tautomers. On the left hand side, we show the Lewis structure and three associated conform-
ers of an example molecule from the QCArchive OpenFF Full Optimization Benchmark 1

dataset. Yellow circles highlight the regions of potential tautomerization changes. The
QCArchive SMILES labels are colored in red. The right hand side shows the structures
after QM optimization. The canonical isomeric SMILES labels representing the optimized
molecules are colored in blue. Only the middle structure retains the original tautomeric
identity. In our dataset, the geometries on the right hand side would be analyzed as distinct
molecules.
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The resulting QM geometries were used as input structures for gas phase energy minimiza-

tions using the following small molecule force fields: GAFF,[319] GAFF2,[37] MMFF94,[111,

112, 113, 117] MMFF4S,[115, 116] Parsley[316], and SMIRNOFF99Frosst[203]. Parsley refers

to the Open Force Field (OpenFF) Parsley Force Field (v1.0.0), specifically

openff_unconstrained-1.0.0-RC2.offxml. SMIRNOFF99Frosst is a SMIRKS Native Open

Force Field (SMIRNOFF) and descends from AMBER’s parm99 force field as well as Merck-

Frosst’s parm@frosst. The SMIRNOFF99Frosst version used here is SMIRNOFF99Frosst-1.1.0.offxml.

SMIRNOFF99Frosst is the predecessor of Parsley.

4.2.2 We assigned FF parameters then energy minimized all molecules

Each structure was assigned AM1 Mulliken-type partial charges with bond-charge correc-

tions (AM1-BCC charges)[136, 137] from the electrostatically least-interacting functional

group technique. The partial charges were generated using the openmoltools wrapper[21] to

OpenEye’s oequacpac charging engine[222] calling OEAM1BCCELF10Charges().

To assign force field parameters to each molecule, we used antechamber and tleap[37] via

openmoltools[21] for the GAFF(2) force fields, and we used the Open Force Field toolkit for

Parsley and SMIRNOFF99Frosst, in all cases using pre-assigned charges applied as described

above. Parameter assignment as well as energy minimization for the MMFF94(S) force fields

were handled using OpenEye oeszybki.[222] All other energy minimizations were completed

in OpenMM[74] using the L-BFGS algorithm with an energy tolerance of 5.0e-9 kJ/mol and

1500 maximum number of iterations.

We removed any molecular structure that was not successfully parameterized with all force

fields. This set consisted of 721 structures that were unable to be parameterized by GAFF

or GAFF2, and an additional 522 structures that raised an error during OpenMM setup
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through the Open Force Field toolkit. Our pruned set contained 25,070 structures.

4.2.3 We evaluated relative energies and geometric agreement with

optimized QM geometries

We compared the energy-minimized geometries and energies for each force field with respect

to the QM reference data by computing the following metrics: relative energy differences

(ddE), root-mean-square deviation of atomic positions (RMSD), and Torsion Fingerprint

Deviation (TFD)[268, 76]. The relative energy difference (ddE) between the FF and QM

energy for the ith conformer of some molecule was computed using the following expression:

ddEi = dEFF, i − dEQM, i (4.1)

= [FF energy(i)− FF energy(0)]− [QM energy(i)−QM energy(0)] , (4.2)

where the 0th conformer is defined as the conformer with the lowest QM energy for the given

molecule.

Molecular structures may change conformation after energy minimizations which may lead

to lower agreement between FF and QM energies for a particular conformer. To address this

potential issue, we performed a conformer matching process for each FF structure which

considered the final optimized geometries and energy differences. We ensured that every

MM conformer was within 1.0 Å of a QM reference structure. The QM reference conformer

was removed from analysis if there were no FF conformers that matched it within 1.0 Å

RMSD. Furthermore, if a molecule ends up with two of the “same” FF-minimized conformers

compared to a QM reference structure, we only keep the FF conformer with the lowest RMSD

score while any redundant conformers are removed from analysis. For this reason, the number
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of total molecular structures for each force field will likely differ after conformer matching

as the intricate conformational energy landscapes are represented differently by various QM

methods and force fields. Then, the mean signed deviation (MSD) was computed over the N

conformers of each molecule with equation 4.3, iterating over the relative energy dE of each

conformer i. The reference conformer with dE = 0 was removed from the MSD calculation.

The molecule MSDs were then aggregated to compare among all force fields.

MSD =
1

N

N∑
i=1

dEFF, i − dEQM, i (4.3)

To compare FF geometries with QM geometries, we used RMSD and TFD scores. The RMSD

values, calculated with OpenEye OERMSD, took into account hydrogen atoms, symmetry-

related transformations, and overlaid structures to yield the lowest possible RMSD. TFDs

were computed using the RDKit Python library. We evaluated each of these three metrics

individually and looked for potential correlations between energies and structures in terms

of agreement with reference QM data.

The complete Python code used for the setup, FF minimizations, and analysis of this work is

available on Github at https://github.com/MobleyLab/benchmarkff. The Github repos-

itory also contains SDF files of the starting molecular dataset (QM energies and geometries;

full opt benchmark1.sdf) and the structures removed due to parameterization or setup

errors (in the benchmarkff/molecules/issues directory).
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4.3 Results and Discussion

Here, we present and discuss our results comparing several general small molecule force fields

against reference quantum mechanical data. We are interested in two major categories of

comparison: Energetic agreement and geometric agreement. Particularly, an ideal force field

will yield the same energy minima or optimized geometries as the QM energy landscape, with

no additional minima, and the relative energies of those minima will agree between QM and

MM. Thus, to assess performance in these two categories, we computed relative conformer

energies and compared these between MM and QM, as well as assessing geometric agreement

of MM optimized geometries with those from QM. We also identified specific parameters for

improvement for future versions of the Open Force Field small molecule force field.

Our study relies on the assumption that force field accuracy can be evaluated using gas

phase energies and geometries. One of the greater goals of force field science, such as that of

the Open Force Field Initiative, is building force fields that will work well in the condensed

phase (e.g., small molecules in solution or binding to biomolecules). That being said, we

make our assumption based on two key observations. First, force fields—especially those in

the AMBER family—are usually fitted to reproduce gas phase conformational energies and

geometries.[319] This means that we are testing these force fields on properties they are fitted

to reproduce. Second, bonded parameters are not expected to change significantly on transfer

to the condensed phase. Rather, non-bonded interactions are particularly important in

condensed phase simulations. Of the non-bonded interactions, electrostatics models are often

polarized beyond what would be expected in the gas phase in order to reproduce condensed-

phase properties, and Lennard-Jones parameters can be tuned to reproduce condensed phase

properties (as has been a particular focus of the OPLS force fields[144, 71]). Even when these

are done, force fields retain bonded terms parameterized to reproduce QM geometries and

energetics, further emphasizing the importance of testing in such a context. We therefore

believe our assumption is reasonable and that this work warrants investigation.
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We start our force field benchmark analysis by comparing FF energies to QM energies.

Here, since our choice of reference energy for MM is arbitrary, we choose to compare relative

conformer energies. For any given molecule, an ideal force field would have relative energies

for different conformers in MM that agree with those for the same conformers in QM. For the

differences in relative conformer energies that we computed—that is, the difference between

the MM relative conformer energies and the QM relative conformer energies—a FF with

greater agreement to QM should have more values around or at 0 kcal/mol, and a FF

with lower agreement with QM would exhibit a more spread out distribution away from 0

kcal/mol.

The computed energy differences for over 20,000 molecular structures with the six force fields

were generally within ±50 kcal/mol (Table 4.1). However, GAFF had outlying energies

which were several orders of magnitude beyond this range (row 1 of Table 4.1). These

energies were traced back to six molecules (62 conformers thereof) shown in Figure 4.2.

These molecules all contain a polar hydrogen atom which, after geometry optimization,

overlaps with its parent atom. The spurious overlap of these hydrogen atoms, and associated

energy extremes, results from a missing van der Waals parameter in GAFF. In GAFF2 (and

SMIRNOFF99Frosst and subsequent OpenFF force fields[316, 203, 202]) hydroxyl hydrogens

no longer have zero Lennard-Jones parameters, which seems to eliminate the problem for

these molecules. Similar collapse of hydroxyl groups in close proximity has been observed

previously in force fields with zero LJ parameters for hydroxyl hydrogens.[202]

After excluding the 62 GAFF outliers, the ddE energies are histogrammed in Figure 4.3.

The relative conformer energy differences exhibit very similar distributions for all force fields.

All distributions appear asymmetric, with a skew towards more negative ddE values than

positive ones. Force fields of the same family tend to be more consistent with each other

(GAFF and GAFF2, MMFF94 and MMFF94S). Concentration around ddE = 0 kcal/mol

is greatest in the GAFF(2) family. From these results, the qualitative ordering of force
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Force field min ddE max ddE
GAFF -5549.7 35002325.4
GAFFa -14.8 44.1
GAFF2 -15.6 43.7
MMFF94 -29.8 52.1
MMFF94S -25.1 49.5
Parsley -19.3 38.4
SMIRNOFF99Frosst -18.8 42.8

a With outliers removed.

Table 4.1: Minimum and maximum ddE values as computed in equation 4.2 for all structures
of each force field. Energy units are in kcal/mol.

fields from lowest to highest agreement with QM energies goes as SMIRNOFF99Frosst <

MMFF94 ∼ MMFF94S < GAFF ∼ GAFF2 ∼ Parsley. In other words, GAFF, GAFF2,

and Parsley seem to exhibit roughly similar performance by this metric, with the other force

fields performing somewhat worse.

Given that two conformers starting from the same geometry may optimize to two distinct

conformers after FF minimization, we took another approach to analyzing energy distri-

butions, only considering the FF conformers that correspond to a QM counterpart. A FF

conformer is deemed to have a “match” with a QM conformer if their RMSD is less than or

equal to 1 Å (see more details in Methods). Out of 24,535 structures (excluding those for

which no force field had a match), the number of matched conformers for each force field are:

22995 (GAFF), 22965 (GAFF2), 22822 (MMFF94), 22826 (MMFF94S), 21038 (Parsley), and

19714 (SMIRNOFF99Frosst). The mean signed deviation of the matched conformer energies

are shown as violin plots in Figure 4.4. The violin plots are scaled such that each violin has

the same area. This figure shows that the mean signed deviation of relative conformer ener-

gies is also fairly consistent between different force fields as seen in Figure 4.3. Upon closer

inspection, the violins for GAFF, GAFF2, and Parsley are slightly wider around 0 kcal/mol

(and those narrower elsewhere), signifying marginally higher agreement with QM energies.

Note that this conformer filtering step was only used for analyzing the energies in the violin

plots, and other results throughout this work do not rely on matched conformers.
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Figure 4.2: Molecules with extreme relative conformer energies for GAFF. The right hand
side depicts the QM and FF geometries for phosphoenolpyruvic acid. The GAFF structure
shows a representative overlap of a polar hydrogen atom with its connected parent atom due
to a missing van der Waals parameter. On the left hand side, the overlapping hydrogen for
the six molecules are denoted by cyan asterisks.

We next examine agreement between FF-optimized geometries and those from QM, as cal-

culated by each molecule’s root-mean-square deviation of atomic positions (RMSD) and

Torsion Fingerprint Deviation (TFD) scores with reference to the parent QM-optimized ge-

ometries. While RMSD is the more common metric, it may depend on the molecule size,

complicating interpretation of geometric agreement.[249, 261] In contrast, TFD was de-

signed to be more independent of molecule size in order to compare molecular conformations

more meaningfully.[268] This can help offset issues with RMSD where larger, more flexible

molecules can contribute the most to RMSD. The TFD score between two molecular struc-

tures is evaluated by computing, normalizing, and Gaussian weighting the (pseudo-)torsion

deviation for each bond and ring system. While TFD is normalized from 0 to 1, RMSD is

unbounded. Both RMSD and TFD are similar in that a higher value signifies lower agree-
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Figure 4.3: Histograms of the relative conformer energy differences as computed in equa-
tion 4.2 for each force field relative to QM. Each molecular structure, including different
conformers of the same molecule, is counted separately. A force field having higher agree-
ment with QM would have a higher bin centered at ddE = 0 kcal/mol. Parsley (purple)
overlaps with GAFF (blue) in the central bin.

70



Figure 4.4: Violin plots of the mean signed deviation of conformer energies as computed in
equation 4.3. The energy MSDs only take into account structures matched within 1 Å of the
QM reference structure, so there are minor differences in the amount of data used to plot
each violin (see text). The vertical axis is shown on a logarithmic scale. An overlay of the
violin plots on the right panel better shows the subtle distinctions between the force fields
in the most populated region, near zero error.

ment between the geometries of two molecules. A FF which yields optimized geometries

closer to those of QM would have generally smaller RMSD/TFD values.

We calculated RMSD and TFD scores for the 24,958 structures with all force fields with

respect to QM geometries. We plotted this data in histograms, applying a kernel density

estimate (KDE), in Figure 4.5. While the smoothened distributions allow for easier visual

distinction among the force fields, RMSD and TFD scores can never be lower than zero, so

the KDE results in slight plotting artifacts. The raw histograms without smoothing can be

found in the supplementary information.

In terms of geometry agreement, we observed similar results between the RMSD and TFD

plots. For example, we note a higher deviation of geometries in Open Force Field’s SMIRNOFF99Frosst

and Parsley relative to other force fields, as seen in the elongated distributions towards higher

RMSD/TFD scores. This effect is more pronounced for SMIRNOFF99Frosst. The larger
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subset of molecules in Parsley and SMIRNOFF99Frosst, relative to the other force fields

in this study, which have poorer agreement with QM geometries also explains why these

two force fields have a lower number of conformer-matched structures as described earlier

regarding Figure 4.4. Otherwise, force fields of the same family tend to have more consistent

results with each other using the TFD measure. In the TFD distributions, the MMFF94(S)

force fields seem to best reproduce QM reference structures for the molecules in our dataset,

followed by GAFF(2), then the force fields from the Open Force Field Initiative.

We then sought to determine if there was a dependence between the relative energies and

geometries. Scatter plots of ddE versus RMSD/TFD are shown for the Parsley force field in

Figure 4.6. Each structure in our dataset is plotted as a single point. The ddE values are

plotted on a logarithmic scale. We include in the supplementary information analogous plots

for the other force fields, as well as all plots with ddE represented on a linear scale. Given

tens of thousands of points on each plot leading to many overlapping points, we applied a

color gradient from red to blue to represent regions from low to high density, respectively.

Similar to the data represented as one-dimensional histograms (Figures 4.3 and 4.5), a higher

density of points at the origin indicates results in better agreement with the reference QM

data. There seems to be no general correlation between the energies and geometries for

Parsley (Figure 4.6) or for other force fields (see supplementary information). However,

using this visualization we identified particular chemical moieties that represent outlying

energies or geometries (vide infra).

In this diverse set of molecules, we point out three particular moieties, those containing an

N-N single bond (4221 structures), those containing an azetidine ring (639 structures), and

a highly substituted octahydrotetracene (50 structures). These subsets are highlighted for

Parsley in Figure 4.7 (see supplementary information for other force field results). Molecules

containing an N-N single bond have a wide spread of energies with several ddE outliers

between -10 to -20 kcal/mol. Structures with azetidine revealed both energy and geometry
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(a)

(b)

Figure 4.5: Kernel density estimates of the RMSD and TFD values between force field
structures as compared to QM structures. Values closer to zero indicate higher geometric
similarity for both RMSD and TFD. The minimum value possible for either measure is
zero; however, the smoothing generates curves that extend below zero. We include the
smoothing to more easily distinguish between different force fields, but we also include the
non-smoothened histograms in the supplementary information.

73



Figure 4.6: Scatter plots of relative conformer energies versus TFD scores. The points are
colored by the interpolated density of points in a certain area. Blue indicates region of
high density, that is, high compactness of points in that area. A force field having better
agreement in both relative energies and geometries with the QM reference would have more
points around the origin (ddE = 0, TFD = 0), though it is presumably possible for a force
field to improve along one axis without improving along the other. The vertical axis is
represented on logarithmic scale; the same plots with linear scaling can be found in the
supplementary information.
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Figure 4.7: Scatter plot of the Parsley force field of relative conformer energies versus TFD
scores. Colors highlight particular chemical groups that appear to be systematic outliers in
energies or geometries. On the right hand side, we show a figure with high TFD and low ddE
as circled in the scatter plot. The QM structure is in purple, and the force field structure is
colored in silver.

outliers in the Amber and OpenFF force field families. Lastly, the substituted octahydrote-

tracene scaffold was found to be challenging to all force fields in reproducing QM energies

(an example is presented in the supplementary information). These moieties represent sys-

tematic outliers that can be used in future studies investigating particular shortcomings of

force fields or improving future versions of force fields.

4.4 Conclusions

In this work, we presented a large-scale analysis of six small molecule force fields in terms

of their conformational energies and geometries compared to reputable QM data. The force

fields, GAFF, GAFF2, MMFF94, MMFF94S, SMIRNOFF99Frosst, and Parsley, perform
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similarly in terms of reproducing QM conformer energies, with slightly higher accuracy in

GAFF, GAFF2, and Parsley. The MMFF94 and MMFF94S tend to capture QM geometries

better than the other force fields, especially when using a more size-independent geometry

measure. Finally, we identified particular chemical moieties that were systematic outliers in

terms of relative energies or geometries. These N-N, azetidine, and octahydrotetracene-like

compounds represent potential areas for improvement in future force field development.

We share our Python code comprising the setup, minimization, and analysis of this research

on Github, available at: https://github.com/MobleyLab/benchmarkff.

Beyond these specific conclusions, we believe the general strategies employed here for bench-

marking force field performance will be useful far more broadly than this specific study.

Particularly, comparing performance by both geometric and energetic measures is particu-

larly important, as the analysis we have done demonstrates. Additionally, the availability

of a large amount of public data in QCArchive facilitates straightforward large scale bench-

marking in a way it has not been done previously.
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4.6 Supplementary Information

The supplementary information in Appendix C contains (1) histograms without kernel den-

sity smoothing for RMSD and TFD relative to QM reference data for all force fields investi-

gated in this work, (2) plots similar to those in Figure 4.6 with linear scaling of the vertical

axis, and (3) plots in the same manner of Figure 4.7 for all force fields in this work. We also

present an example of one of the octahydrotetracene-based structures having high deviation

in ddE.
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Chapter 5

Assessing the Conformational

Equilibrium of Carboxylic Acid via

QM and MD Studies on Acetic Acid

Accurate hydrogen placement in molecular modeling is crucial for studying the interactions

and dynamics of biomolecular systems. The carboxyl functional group is a prototypical ex-

ample of a functional group that requires protonation during structure preparation. To our

knowledge, when in their neutral form, carboxylic acids are typically protonated in the syn

conformation by default in classical molecular modeling packages, with no consideration of

alternative conformations, though we are not aware of any careful examination of this topic.

Here, we investigate the general belief that carboxylic acids should always be protonated in

the syn conformation. We calculate and compare the relative energetic stabilities of syn and

anti acetic acid using ab initio quantum mechanical calculations and atomistic molecular

dynamics simulations. We focus on the carboxyl torsional potential and configurations of

microhydrated acetic acid from molecular dynamics simulations, probing the effects of sol-

vent, force field (GAFF vs. GAFF2), and partial charge assignment of acetic acid. We show
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that while the syn conformation is the preferred state, the anti state may in some cases also

be present under normal NPT conditions in solution.

5.1 Introduction

The carboxyl functional group, –COOH, is widespread in nature and highly biochemi-

cally relevant. It is present in amino acids that compose proteins, fatty acids of cell

membranes, and naturally occurring organic compounds (e.g., niacin, citric acid, biotin).

This group is very common in medicinal compounds, found in over 450 marketed drugs

including nonsteroidal anti-inflammatory drugs (e.g., aspirin, ibuprofen), antibiotics (e.g.,

penicillin) and cholesterol-lowering statins (e.g., atorvastatin (Lipitor)).[15, 184] The pres-

ence of the hydrophilic carboxyl moiety on organic compounds can confer high solubility in

water,[60, 196, 65] which can be important to consider when designing new chemical reactions

or developing new medicinal compounds. This group can also have important implications

for pharmaceutical drugs; for example, drugs with a carboxyl functional group can be more

metabolically unstable[165] or have more difficulty diffusively crossing membranes.[165, 15]

Given the carboxyl group’s ubiquitous presence in nature and its importance as a functional

group, understanding its conformational preferences in various settings is fundamental for

the design, modification, and property prediction of new and existing molecules.

The preferred orientation of hydroxyl in the carboxyl functional group in solution is a matter

of some debate, even for acetic acid, an archetypal carboxylic acid. Given a typical pKa of less

than 5, the carboxyl group will usually be in the unprotonated, anionic form at neutral pH

when exposed to the environment. However, the pKa may be significantly shifted as part of a

ligand in a protein binding pocket or on protein side chains involved in reaction mechanisms.

The two equilibrium conformations of the protonated carboxyl group are denoted syn (Figure

5.1(a)), where the O=C–O–H dihedral angle is defined here to be 0◦, and anti (Figure
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Figure 5.1: Lewis structure of acetic acid in (a) syn and (b) anti conformation.

5.1(b)), where the O=C–O–H dihedral angle is defined here as 180◦. It is widely believed

that the preferred conformation of carboxyl is the syn arrangement, from which there is

a large energetic penalty to reach the anti arrangement. The reasoning behind this idea

lies in the perceived extra stability of intramolecular hydrogen bonding that occurs in the

syn structure. This belief is supported by a number of experimental and theoretical studies

done in gas phase, and there is no doubt that this is the preferred conformation in the gas

phase.[213, 215, 263, 329, 64]

The orientational preference of COOH is considerably more complex outside of gas phase.

While some workers remain convinced that syn will be more stable, a variety of evidence

indicates that this may not always be the case. A recent review article[214] discusses the

competition between intramolecular and intermolecular hydrogen bonds in solution, stating

that an intramolecular hydrogen bond may be disrupted in protic solution, such as water,

when the increase in internal energy is offset by two or more solute-solvent intermolecular

hydrogen bonds. Another study found that the carboxyl group has no strong preference,

kinetically and thermodynamically, for the syn (or anti) conformation in proton transfer

catalysis.[209] The anti state may also be important to consider when calculating solva-

tion free energies.[154] In addition, the anti conformation is not insignificantly represented

in structures from the Cambridge Structural Database,[59] supported by related crystallo-

graphic and theoretical charge density studies.[225, 197] The carboxyl group may also be
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strongly influenced by its surroundings, such as that within a protein binding site, to pre-

fer either the syn or anti state. In general, the local environment plays a large role in

the conformational state of the carboxyl group, and the preferred orientation is not always

obvious.

Past work investigating acetic acid in solvent predominantly considers the syn state, such

as in studies characterizing hydrogen-bonding interactions of acetic acid microhydrates us-

ing DFT-B3LYP calculations,[90] or assessing the dimer form in various stages of hydration

theoretically[231, 45] and experimentally.[224] One recent work examining solvent stabiliza-

tion using DFT-ωB97X-D calculations[160] indicates that water may modulate the conforma-

tional preferences of acetic acid; however, to our knowledge there has not been a systematic

investigation of the preferred conformational state of the carboxyl group in solution. We

believe that this collection of evidence on the orientational preference of COOH in solvent

lacks a clear, definitive answer on whether both conformational states of the carboxyl group

may reasonably be populated in normal aqueous solution when this group is in its neutral

protonation state.

In this work, we aim to understand the relative conformational stability and energetic barrier

for carboxyl functional group interconversion in both gas and aqueous phases. We present

our investigation on monomeric acetic acid using both ab initio quantum mechanical (QM)

calculations and atomistic molecular dynamics (MD) simulations.

5.2 Methods

Past gas phase QM studies clearly indicate a preference for the syn structure of the COOH

group such as in acetic acid. However, classical all-atom MD simulations show that both are

equally favorable in solution, at least with the energy model (“force field”) employed.[154]
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This could be a real effect of water on the conformational preferences, or a limitation of the

force field employed. Therefore, we need to examine a more intermediate region between

gas phase QM and solution phase atomistic MD to settle the issue more definitively. Specif-

ically, we look at QM in implicit solvent as well as QM data of snapshots pulled from MD

simulations; on the MD end, we consider the effects of force field as well as solvation state.

We present an overview of our approach then discuss the methods in further detail. A torsion

drive was conducted on acetic acid over the aforementioned dihedral angle. We conduct

restrained geometry optimizations using two different QM methods, each with and without

the presence of implicit solvent. Then, we carry out a set of geometry optimizations on

pentahydrated acetic acid with varied water configurations obtained from MD simulations.

We compared these energies for both syn and anti structures.

On the MD side, we compute a series of free energy landscapes, also known as potentials

of mean force (PMFs), from driving the relevant torsion in acetic acid. We evaluated the

sensitivity of these one-dimensional free energy surfaces to the force field (GAFF or GAFF2),

partial charge assignment, and solvation state. We consider the force field because this factor

is likely to vary among users running MD simulations. The partial charge set assigned to a

solute depends on the initial conformation and is typically fixed throughout MD simulations,

so we investigate potential implications of choosing one set or another. Finally, we compare

the results of gaseous and aqueous phases to shed light on how reasonably the syn and anti

states may be occupied in either scenario.

5.2.1 Ab initio torsion drive of acetic acid

Acetic acid configurations of the carboxyl O=C–O–H dihedral angle were generated and

used as input for both QM torsion drives and MD umbrella sampling simulations. The

dihedral angle was rotated using VMD[135] in 15◦ increments from 0◦ to 360◦, yielding 24
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total conformations.

The QM torsion drives were run using Turbomole version 7.1[300] with two different levels of

theory: HF/6-31G* and TPSSh-D3BJ/def2-TZVP. The former method, using Hartree-Fock

reference[119] with the Pople 6-31G* basis set,[121, 118] was chosen for consistency with the

methods often employed in parameterization of force fields used for molecular simulation.[54]

This low level method also provides historical perspective contributing to the strong bias

favoring the syn conformation of the carboxyl group. Taking a more rigorous approach, we

employed the TPSSh hybrid functional[284] with Grimme’s D3 dispersion correction[105]

and Becke-Johnson damping,[106] in combination with the Karlsruhe triple-zeta basis set

def2-TZVP.[325] We chose the TPSSh functional because prior work indicates it is a suitable

approach for treating the molecular dipole moments and polarizabilities of these hydrogen-

bonding systems.[166, 126] We also run calculations in implicit solvent with each of the

aforementioned methods using the conductor-like screening model (COSMO) with outlying

charge corrections.[152, 151, 75, 276]

5.2.2 Ab initio geometry optimizations from molecular dynamics

configurations

We sample various configurations of water molecules around acetic acid by running separate

MD simulations of the syn and anti conformations in a box of TIP3P water molecules. The

structures were solvated using Antechamber[318] within a cubic box with TIP3P waters[143]

such that the minimum distance between the solute and the edge of the periodic box was 12 Å.

Dynamics were run using GROMACS version 5.0.4 with the leap-frog stochastic dynamics

integrator and a 2 fs time step. We use a Langevin thermostat for the temperature at

298.15 K with a frictional constant of 2.0 ps-1. The pressure was maintained at 1 atm

using the Parrinello-Rahman pressure coupling scheme with a time constant of 10 ps-1 and
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an isothermal compressibility of 4.5×10-5 bar-1. All bonds involving hydrogen atoms were

constrained using the LINCS algorithm.[125] The systems were simulated with 2500 steps of

steepest descent minimization, 50 ps constant volume and temperature (NVT) equilibration,

5 ns of constant pressure and temperature (NPT) equilibration, and then 5 ns of NPT

production. Trajectory snapshots were extracted of the most similar configurations for acetic

acid and its five closest waters using a root-mean-square deviation clustering of geometries

with a 2 Å cutoff. This yielded 14 snapshots for the penta-hydrated syn conformation and 17

snapshots for the penta-hydrated anti conformation. Each snapshot was MM-optimized via

OpenEye’s OEChem Python Toolkit[222] using the MMFF94S force field,[112, 113, 114, 115,

116, 117] then subsequently QM-optimized using Turbomole version 7.1[300] with COSMO-

TPSSh-D3BJ/def2-TZVP.[152, 151, 75, 276, 284, 105, 106, 325]

5.2.3 MD simulations with umbrella sampling along carboxyl di-

hedral angle

We used umbrella sampling[296] molecular dynamics to compute a potential of mean force

(PMF) to analyze the free energy landscape projected onto this one-dimensional coordinate.

We compared MD results with the GAFF[319] and GAFF2[37] classical all-atom force fields,

with partial charges assigned by the AM1-BCC[136, 137] approach. We consider effects of

the solute partial charges in the MD simulations by carrying out MD simulations with AM1-

BCC charges assigned from the syn configuration as well as charges assigned from the anti

configuration. Energetics were examined in gas phase, then in solvent using explicit TIP3P

water molecules.[143]

These simulations were run using GROMACS version 5.0.4.[1] Each acetic acid configuration

generated in VMD was set with partial charges from the AM1-BCC charge model[136, 137] on

the syn (0◦) conformation as implemented in OpenEye’s Python toolkits.[222] The partial
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charges of the solute depend on initial configuration, so we also consider the anti (180◦)

conformation for computing partial charges. The O=C–O–H dihedral angle was restrained

in both gas phase and aqueous MD simulations, using a harmonic force constant of 300

kJ/mol/(rad2) (approximately 0.022 kcal/mol/(deg2)).

For the gas phase simulations, the reference temperature of 298.15 K was maintained using

Langevin dynamics with a frictional constant of 1.0 ps-1. Maintaining the GROMACS pa-

rameters described earlier, the systems underwent steepest descent minimization over 2500

steps, NVT equilibration for 50 ps, and NVT production for 1 ns.

For the explicit solvent simulations, the solvation parameters and other MD simulation set-

tings were maintained as described earlier in the section, “Ab initio geometry optimizations

from molecular dynamics configurations.” These systems were simulated with 2500 steps of

steepest descent minimization, 50 ps NVT equilibration, 50 ps NPT equilibration, and 5 ns

NPT production. The configurations with dihedral angle around 270◦ seemed not converged,

so six conformations were extended 5 ns for a total of 10 ns each: 65◦, 90◦, 105◦, 255◦, 270◦,

285◦. However, there was little to no change in the resulting PMFs.

Analysis of all umbrella sampling simulations was completed with the MBAR algorithm[273]

to produce the potentials of mean force (PMFs) for rotation of the carboxyl dihedral angle.

5.3 Results and Discussion

Results from both QM and MD approaches support former work and the general under-

standing that syn is favored in gas phase. They also indicate that the anti conformation

may also be populated to a significant extent in water. We address our QM results first and

then discuss MD results.
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Figure 5.2: QM torsion drive of acetic acid carboxyl dihedral angle for HF and TPSSh
methods. In each case, implicit solvation with COSMO reduces the energy barrier and the
relative minima energy to 5-7 kcal/mol and 2-3 kcal/mol respectively.

5.3.1 Ab initio torsion drive of acetic acid

Our QM calculations in gas phase and implicit solvent show that syn is highly favored

in the gas phase but the difference becomes less significant in solvent. From the torsion

drive obtained via ab initio QM calculations, the syn-anti energy difference is 7.14 kcal/mol

with the basic HF/6-31G* method and decreases to 5.24 kcal/mol with the higher level of

theory using the TPSSh functional (Figure 5.2). With COSMO, a similar trend is seen

in which the higher level of theory yields a smaller energy difference between the syn and

anti structures. With either level of theory, adding implicit solvent significantly lowers the

relative energy difference between syn and anti from 5-7 kcal/mol to 2-3 kcal/mol. A 5-

7 kcal/mol difference is large enough that such configurations would occur only extremely

rarely, whereas 2-3 kcal/mol is enough that such conformations will occur sporadically in

solution (3-7% of the time) and could potentially easily be stabilized by interactions with a
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nearby receptor or other biomolecule with a strain energy no larger than that reported in

many binding interactions,[204, 260] making it potentially relevant functionally.

We now turn our focus to the energy barrier from the syn state to the anti state. This

feature is not particularly critical in molecular simulation, as in most cases systems will be

at equilibrium given sufficient relaxation time and sampling. That being said, the energy

barrier has implications for interconversion between the two states. One conformation may

be more structurally relevant than the other in certain scenarios, and a modeler may wish

to achieve an accurate representation of the populations of both conformations. The barrier

associated with the rotation of the carboxyl dihedral angle determines how easy it is to

interconvert between and sample different conformations. From our QM results, we see a

large energetic cost or barrier of 13-14 kcal/mol separating the syn form from the anti form

in gas phase. Solvation with COSMO reduces this barrier height to around 11 kcal/mol.

Overall, the relative energy difference between the syn and anti conformations of acetic acid

appears not very large, especially in the aqueous conditions relevant to biochemistry. The

relative energy comparisons from the QM torsion drives are summarized in the top four lines

of Table 5.1. Note that, from our QM results, these are relative energies rather than relative

free energies; with MD in the following section; we obtain relative free energies.

5.3.2 Ab initio geometry optimizations from molecular dynamics

configurations

To rule out the possibility that stabilization of the anti form in the torsion drive is due

to implicit solvent model alone, and to determine whether explicit water might provide

additional stabilization, we examined acetic acid with explicit water molecules. We first

examined trihydrated syn and anti acetic acid (details in supporting information). How-

ever, recent work on the microhydration of acetic acid suggests that the particular arrange-
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ment of water molecules may be important when comparing energetic stabilities of acetic

acid conformations.[160] Given that we are interested in solution-phase behavior, the actual

solution-phase geometry of water molecules around acetic acid then becomes very important.

In order to reduce any artificial effects of water placement, we sample various conformations

of water molecules around acetic acid by running molecular dynamics simulations for each of

the syn and anti forms. Both simulations were run using the syn charges for context as these

are predominantly used in present-day molecular simulations. Configurations of acetic acid

with its five nearest waters were clustered by root-mean-square deviation of geometries. The

most common arrangements were extracted for QM optimization in implicit solvent using

the method COSMO-TPSSh-D3BJ/def2-TZVP.

The violin plots in Figure 5.3 display the distributions for the relative energies of the syn

(left side) and anti (right side) pentahydrated configurations of acetic acid. Here, we see

that the distribution for the syn configurations skews toward lower energies compared to the

anti configurations. However, the energy values of the extrema are quite similar, and the

population of the anti form at low energies is nonnegligible.

5.3.3 MD simulations with umbrella sampling along carboxyl di-

hedral angle

Our above QM calculations study only conformational energies, not free energies, so we

computed the one-dimensional free energy landscape (the potential of mean force, or PMF) of

rotating the acetic acid dihedral angle with classical molecular dynamics. The MD results in

gas phase and in explicit solvent are in qualitative agreement with our QM data and indicate

that water substantially increases the stability of the anti conformation. We considered

various force fields, partial charge sets, and solvation states for a total of eight PMFs. Atomic

partial charges are held fixed within our simulations, as is typical in MD, but these charges are
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Figure 5.3: Violin plots for relative energy distributions of pentahydrated syn and anti
conformations of acetic acid. The data represent COSMO-TPSSh-D3BJ/def2-TZVP energies
of configurations taken from MD simulations of the syn form (14 snapshots) and the anti
form (17 snapshots).

sensitive to the molecular conformation when assigning charges, so we assigned charges using

both conformations. Hereafter we use the notation SC for acetic acid partial charges obtained

from the syn conformation and AC for charges obtained from the anti conformation. Error

bars on the PMFs are obtained from the MBAR estimator.[273] We present a comprehensive

comparison in Figure 5.4 and in Table 5.1 and discuss each of these three factors (force field,

charge set, and solvation state) separately.

Considering the GAFF and GAFF2 force fields, the PMFs are in good agreement with each

other in both gas and aqueous phases as well as with either SC or AC (Figures 5.4, 5.5). We

observe consistent relative free energies between the syn and anti minima. In gas phase, for

the SC solute, the syn structure is favored in free energy by 6.2±0.2 kcal/mol with GAFF and

5.9±0.2 kcal/mol with GAFF2 (Figure 5.5). In aqueous phase, the anti structure is favored

in free energy by -0.7±0.1 kcal/mol with GAFF and -1.4±0.1 kcal/mol with GAFF2 (Figure

5.4, teal vs. brown). These qualitative conclusions are the same when considering the AC

solute. Thus, GAFF and GAFF2 give very similar results for the conformational equilibrium
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Figure 5.4: PMFs of rotating the acetic acid carboxyl dihedral angle. We consider variations
on the force field (GAFF, GAFF2), solute AM1-BCC partial charges (starting from syn or
anti), and solvation state (gas phase, explicit TIP3P waters).
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Figure 5.5: Comparison of GAFF and GAFF2 force fields in PMFs of rotating the acetic acid
carboxyl dihedral angle. Both are in strong agreement with each other. The PMFs displayed
in this figure came from gas phase simulations with syn charges. Similar conclusions were
drawn for PMFs from aqueous simulations and from using anti charges (Figure 5.4).
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Method Solvation minimaa barrier
HF/6-31G* gas 7.1 13.7
HF/6-31G* COSMO 2.8 11.2
TPSSh/def2-TZVPb gas 5.2 13.2
TPSSh/def2-TZVP COSMO 1.6 11.2
vac SC GAFF gas 6.2±0.2 12.7±0.3
vac SC GAFF2 gas 5.9±0.2 11.7±0.3
vac AC GAFF gas 3.4±0.2 11.0±0.3
vac AC GAFF2 gas 3.3±0.2 10.1±0.3
sol SC GAFF TIP3P -0.8±0.1 7.0±0.2
sol SC GAFF2 TIP3P -0.7±0.1 6.4±0.2
sol AC GAFF TIP3P -1.3±0.1 6.7±0.2
sol AC GAFF2 TIP3P -1.4±0.1 6.1±0.2

a All relative energy differences are taken with respect to acetic acid’s syn conformation.
b Dispersion corrections added with all TPSSh calculations in this work. See details in text.

Table 5.1: Summary of relative energy differences between syn and anti conformations
of acetic acid as well as free energy barriers of interconversion. The first four lines are
results from QM torsion drives, and the last eight from umbrella sampling are from atomistic
molecular dynamics simulations. Energies are listed in units of kcal/mol.

of acetic acid which holds true regardless of the partial charge set. Overall these results, at

least within the classical framework, indicate that explicit solvent provides approximately

5-8 kcal/mol of stabilization of the anti conformation relative to the syn conformation. This

trend is in the same direction as that provided by COSMO implicit solvent, but provides

further stabilization.

We also compare the two force fields in terms of the conformational transition barriers.

We note that the GAFF barrier height is higher than the GAFF2 barrier in each pairwise

combination of the two force fields with various solvent and charge models. The barrier

height differences are 0.9±0.4 kcal/mol in gas phase (compare barrier heights in Figure 5.4

for red vs. blue and for green vs. purple). The rotational barriers differ by 0.6±0.2 kcal/mol

in aqueous phase (compare barrier heights in Figure 5.4 for teal vs. brown and for pink vs.

gray). For both gaseous and aqueous states, the effects of the partial charges on the PMFs

are stronger than those of the force field. For example, in Figure 5.4, the red and green

curves are more distinct from each other, while the red and blue curves are more similar.
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Figure 5.6: AM1-BCC charges generated for (a) syn and (b) anti configurations of acetic
acid.

Since the partial charges of the solute may affect the PMFs more so than the force field, as

shown here, one should carefully consider other likely conformations when assigning partial

charges. Next we further investigate the solute partial charge sets.

There is a pronounced difference in the PMFs depending on the conformation used to charge

acetic acid (Figure 5.6). Charges are typically fixed throughout a molecular dynamics simu-

lation, meaning that initial charge assignment is important for capturing correct energetics

throughout a simulation. The free energy difference between the syn and anti structures is

notably larger in gas phase than in water. When we use the syn form to obtain AM1-BCC

charges (SC), the gas phase PMFs are higher in energy for both the barrier height and the

two minima (Figure 5.7(a)) compared to using the anti form to obtain AM1-BCC charges

(AC). Qualitatively, the SC set is slightly stronger in magnitude than the AC set, meaning

a slightly stronger polarization along the bonds of the carboxyl group; this is consistent

with the intramolecular hydrogen bonding aspect of the syn conformation. The stronger SC

partial charges contribute to increased stabilization of the lower-energy syn structure in gas

phase, which results in a greater free energy difference and barrier height compared to AC. On

the other hand, in water, (Figure 5.7(b)), syn and anti are closer in relative free energy for

SC than for AC. In this setting, syn is higher in energy than anti. Once again, the stronger SC

partial charges contribute to increased stabilization of syn, in this case via more stabilizing
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Figure 5.7: Comparison of syn and anti solute charges in PMFs of rotating the acetic acid
carboxyl dihedral angle. In each situation with anti charges (A) and syn charges (B), the
AC set more strongly stabilizes the anti conformation than the SC set.
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interactions with the solvent. Here, the two minima are closer in free energy. Therefore we

see again that the relative free energies at the minima are governed more strongly by solute

charges than by force field.

We take a final look at the MD PMFs in the lens of gaseous versus aqueous phases. These

results are in harmony with earlier work on ibuprofen (a carboxylic acid) which found that the

syn conformation was favorable in vacuum but the anti conformation was slightly preferred in

water.[154] The major takeaway from the aqueous phase PMFs is that the anti conformation

of acetic acid is the lower free energy state in solution due to an increased ability to form

stabilizing interactions with the solvent. This conclusion qualitatively parallels the result

obtained with COSMO-QM calculations on microhydrated acetic acid which showed that

the anti conformation is lower in energy than the syn conformation by about 1.6 kcal/mol,

at least for certain arrangements of water molecules.

Overall, the MD results are qualitatively consistent with QM calculations in determination

of relative energy differences of the minima and energy barriers for conformational intercon-

version. The SC charge set seems better than the AC set in reproducing the relative energy

differences obtained with QM DFT in gas phase and in implicit solvent, consistent with our

previous practice of considering this conformation more important when assigning charges.

To summarize our PMF results, we considered the effects of force field, charge set, and

solvation state on the relative minima free energies as well as on the transition barriers

between the two minima. The force fields GAFF and GAFF2 yielded generally similar

results to each other. The PMFs in both gas phase and aqueous phase revealed strong

dependence on solute charges, especially at the minima. More specifically, the set of partial

charges assigned to acetic acid is sensitive to the orientation of O–H in the carboxyl group,

leading to variations of up to several kcal/mol in the free energy difference between the

syn and anti structures. Lastly, the dihedral rotation free energy barriers between the syn-

anti conformations are more dependent on the charge set than the force field in gas phase
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simulations, while they are more influenced by the force field in aqueous phase simulations.

All eight PMFs, obtained from permutation of the force field, solute charges, and solvation

state are summarized in Figure 5.4 and Table 5.1.

5.4 Conclusions

Our results call into question the conventional wisdom that carboxylic acids will almost

always be in the “more stable” syn conformation in biomolecular systems. Typically, the

increased stability of the syn form is understood to be from the stabilizing intramolecular

interaction between the hydrogen atom in the hydroxyl group and the carbonyl oxygen.

This idea is in tune with gas phase results we present in this work. However, in aqueous

phase, we conclude that the anti state may nearly be as populated as the syn state due to

stabilizing interactions from the solvent. Thus, for MD studies that involve a carboxylic acid

or other functional group with possible intramolecular hydrogen bonds, it may be necessary

to ensure sufficient sampling of all potentially relevant conformations in solution. This can

be challenging given the particularly large barrier associated with rotation of the carboxylic

acid torsion.

Our findings also have implications for partial charge calculations for parameter assignment

for MD simulations. Carboxylic acids are a case in which neither partial charge set ade-

quately represents the electrostatics of the solute as it samples various conformations. When

generating an empirical force field, such as for a small molecule ligand, charges are typically

computed for a particular given conformation. These fixed charges are then used for scenar-

ios involving conformational change. In this work, we observe that different solute charges

may lead to deviations in relative free energies to as large as 3 kcal/mol. Interconversion

is not expected to be frequent, given that the torsional barrier is at least 6 kcal/mol. For

that reason, one may wish to treat syn and anti conformation charges individually, though
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this could present difficulties in cases that interconversion is needed for convergence (e.g.,

a carboxylic acid in a binding site where one conformation forms better contacts than the

other). As an alternative approach, the use of polarizable charges may provide a more holistic

picture of the carboxyl group’s variable nature.

The carboxyl conformational equilibrium has implications for several other types of stud-

ies. Hydration free energy calculations may lead to results which depend substantially on

the starting conformation. For example, kinetic trapping into one particular conformation

can lead to computed hydration free energies which are sensitive to starting conformation

and vary by more than 2 kcal/mol because of large torsional barriers.[154] This work also

informs efforts to accurately calculate pKa values for ionizable side chains in proteins, i.e.,

aspartate and glutamate.[303, 174, 18, 26, 150, 335, 292, 283, 324, 9, 8] An accurate insight

into the preferred aqueous phase structure of the carboxyl group is important for catalysis,

with impacts in atmospheric science and industrial processes.[162] Further impact may be

in crystal engineering and drug co-crystallization, in which the carboxyl group is often used

to promote aqueous solubility.[65] Theoretical studies on proton transfer such as on solvated

acetic acid[107] or on green fluorescent protein[264, 176] typically employ the syn confor-

mation due to its expected energetic preference; however, it is worth investigating possible

adaptations of carboxyl groups to their local environments. Being aware of the carboxyl moi-

ety’s nuanced conformational preferences in different environments may thus lead to better

insight for calculated properties, reactivity, and molecular design.
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A.1 Ligand parameterization for 2GBI

Figure A.1: A molecule overlay of 2GBI (gbi2) compares the geometry-optimized structures
from quantum mechanics (MP2/6-31G*) (colored in mauve) and the unmodified CGenFF
force field (colored in blue and yellow). Poor assignment of initial atom types in the force
field led to a pyramidal geometry of the -NH2 group in the guanidine region.

The CHARMM force field parameters for gbi1 were developed using CGenFF.[94, 331, 305,

306] The force field for gbi2 was generated from the CGenFF webserver, https://cgenff.

umaryland.edu/, which performs atom typing and parameter/charge assignment by analogy.

The resulting force field was modified with comparison to a reference structure from an ab

initio QM MP2/6-31G*[120, 326, 87, 88, 246] geometry optimization. We compared the

geometry-optimized structures from QM and the force field, then we conduct torsion scans

around the dihedral angle labeled by the four highlighted atoms in Figure 2.1.

The original initial force field had a poor choice of assigned atom types for the nitrogen and

hydrogen atoms of the terminal -NH2 group in the guanidine region, leading to a minimized

structure that is non-planar as shown in blue and yellow in Figure A.1. The mauve structure

shows the QM-optimized structure for reference. Changes were made to the CGenFF force
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field to redefine those two atom types going from a methylamine-like moiety to an imine-like

moiety. We also lightly adjusted standard and dihedral angle parameters to improve the

consistency of the MM geometry to the QM geometry.

Figure A.2: Overlay of dihedral scan energy profiles from the CGenFF force field (blue) and
reference quantum mechanical data (red) for gbi2.

Secondly, we computed energy profiles for torsion scans of the dihedral angle labeled in

Figure 2.1. The QM result is plotted in red in Figure A.2, and the MM result is shown as

the blue markers. There is reasonable agreement between QM and the force field except

for the regions around the minima (0◦, 180◦) and maxima (90◦, 270◦). The deviation at

the maxima is expected to have negligible influence on our protein-bound simulations as the

torsion scans are similar up to 8 kcal/mol, and the likelihood for conformational states to be

occupied decreases dramatically at very high energy levels. Further investigation at the 180◦

region (Figure A.3) showed that the small plateau of QM energy (blue curve) reflects a steric

interaction between two atoms of the guanidine region (red curve) which is not captured in

classical MD simulations. For that reason, we did not attempt to further modify the dihedral

parameters.
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2.23 Å

2.31 Å

Dihedral 180°

Dihedral 183°

H5H18

Figure A.3: Focused dihedral scan around the 180◦ region of gbi2. We applied the QM
method B3LYP-D3MBJ/def2-TZVP[22, 170, 313, 285, 325] for a more rigorous examination
compared to the traditional MP2/6-31G* reference. The increase in relative dihedral energy
is directly correlated to the H18-H5 distance, suggesting the influence of steric interactions.

A.2 Fixed dihedral angles in docking

The placement and orientation of 2GBI bound to Hv1 was explored using molecular docking

with AutoDock Vina.[297] We impose planarity of 2GBI, rationalized by a planar optimized

geometry and a higher energy barrier to rotate the dihedral angle (Figure 2.1) away from

planar 180◦ (Figure A.2 and Figure A.4).

When we did not enforce a planar ligand during docking, this led to a variety of geometries

for possible configurations of 2GBI in Hv1, including that shown in Figure A.5. Docking

tends to ignore internal strain energies in molecules so it is not necessarily unusual for it to

generate highly strained candidate binding modes. Depending on the timescale for changes

in binding mode, these can end up being retained throughout even lengthy MD simulations

if the ligand is unable (often for steric reasons) to find something better.
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Figure A.4: Overlay of dihedral scan energy profiles from the CGenFF force field (blue) and
reference quantum mechanical data (red) for gbi1.

A.3 Pose selection and refinement with MD

A “reverse clustering” approach from fixed-planar docking results gave us distinct poten-

tial binding poses in the binding site. Each pose was assessed from putative protein-ligand

interactions from Hong et al.[128] We also evaluated the fit of the ligand in the Hv1 bind-

ing region from MD simulations. Regarding protein-ligand interactions, we monitored the

following distances: (1) between the center of the benzo moieties on 2GBI and F150, (2)

between the central carbon atoms of the guanidine moieties on 2GBI and R211, and (3) be-

tween the closest imidazolic nitrogen atom on 2GBI with the closest oxygen atom on D112.

The optimal pose showed relatively stable contact distances in each of these criteria as well

as a stable protein backbone RMSD and stable ligand RMSD.

After docking, we assessed hydration of the ligand-bound protein pore in 20 ns of equi-

librating MD simulations to verify that the pore was well-hydrated prior to free energy

calculations (Figure A.6). In Figure A.7, we show our binding pose as in Figure 2.4 with

additional protein residues labeled to compare to that of Chamberlin et al.[38]
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Figure A.5: Illustrative example from docking and molecular dynamics for gbi1 bound to
Hv1, viewing from extracellular end of channel. 2GBI is trapped in a strained configuration
with its dihedral angle at 112◦ (cf. energy profile in Figure A.4).

dimension lower bound upper bound

x A175, backbone N A135, backbone C
y L124, backbone O E153, backbone O
z H168, backbone CA I127, backbone N

Table A.1: Atom selections used to define coordinates of the bounding box to count pore
waters in MD simulations following docking calculations.
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Figure A.6: Count of water molecules within the pore of the 2GBI-bound Hv1 open state
in equilibration simulations prior to free energy calculations. We counted waters within the
rectangular prism illustrated on the left panel, where the box dimensions were based on the
atom positions (following trajectory alignment on the Hv1 backbone) as listed in Table A.1.
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Figure A.7: Our binding pose as in Figure 2.4 with additional protein residues labeled. The
extracellular side of the channel is at the top of the figure. Select residues, namely E153,
D174, and E171, comprise part of the binding pocket of 2GBI in Ciona intestinalis Hv1 as
reported by Chamberlin et al. Interactions with these residues would lead to an intracellular-
pointing ligand orientation which would preclude the protein-ligand interactions with S181
or R211 as proposed by Hong et al.
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A.4 Analysis of protein-ligand interactions of bound

ligand before and after D112E mutation

Figure A.8: Hydrogen bond count between 2GBI and Hv1 residues 112 and 185 for 10 ns of
simulation with WT Hv1 and with the D112E mutant of Hv1 for (top) gbi1 and (bottom)
gbi2. The black and green lines represent the total hydrogen bond count between the ligand
and D112/D185 before and after mutation, respectively. The red and blue lines represent
the number of hydrogen bonds between 2GBI and only D185 before and after mutation,
respectively. The hydrogen bond counts to both acidic residues are generally higher before
D112E mutation (black vs. green) for both tautomers. The hydrogen bonds to D185 are
slightly disrupted after mutation, especially for gbi2 (bottom; red vs. blue). There is an
increase in hydrogen bonding interactions between gbi1 and D185 after around 5 ns as the
ligand reorients as described in the main text (Figure2.6).

A.5 Flat-bottom restraints for mutations involving Arg

or Lys residues

The charge neutralization of flexible side chains during alchemical free energy calculation

may lead to the loss of native electrostatic interactions with proximal side chains. This may
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result in artifactual configurations of the transforming side chain that adversely affects the

calculated binding free energies (Figure 2.7). To address this issue, we used the colvars

module of NAMD[83] to add flat-bottom restraints to arginine and lysine residues partaking

in mutation. This imposes an energetic penalty when the variable (here, a distance) is below

some threshold x0 or above some threshold x1. In between the thresholds, the potential

is zero and no additional force is exerted. The distances defining the flat-bottom restraint

parameters are shown in the following table:

mutation
atom of mutating

side chain
atom of reference

side chain
x0: lower

boundary (Å)
x1: upper

boundary (Å)

R208K R208 CZ D123 CG 3.0 8.5
R208K R208 CZ E119 CD 3.0 8.5
R208K R208 CZ E192 CD 3.0 8.5
R208K K208 NZ D123 CG 3.0 8.5
R208K K208 NZ E119 CD 3.0 8.5
R208K K208 NZ E192 CD 3.0 8.5
R211S R211 CZ D112 CG 3.5 7.0
R211S R211 CZ D185 CG 3.5 7.0
R211S R211 CZ F150 CG 6.0 10.5

Table A.2: Atom labels and distance parameters used in flat-bottom restraints imposed in
mutating Arg or Lys residues. Shaded rows represent restraints that were applied to the
holo protein only.

The distance boundaries were chosen to be restrictive enough to prevent excessive side chain

mobility, but also flexible enough to allow conformational sampling.

A correction must be applied to the computed free energies to unbias the effects of the

restraints. The thermodynamic cycle for correcting the relative binding free energies is

depicted in Figure A.9.

The free energy computations require eight additional simulations to estimate ∆G7, −∆G6,

∆G9, and −∆G8. Each of these terms is determined by calculating the distances between

each restrained pair of side chains (the forward work), calculating the distances between

each non-restrained pair of side chains (the reverse work), computing the associated energies
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ΔG3

ΔG4

ΔG1 ΔG2

+

+

ΔG5 ΔG10

ΔG6 ΔG8

ΔG7 ΔG9

ΔΔGexpt = ΔG10−ΔG5

ΔG6+ΔG3+ΔG8+ΔG10 = ΔG5+ΔG7+ΔG4+ΔG9

ΔG10−ΔG5 = ΔG7+ΔG4+ΔG9−(ΔG6+ΔG3+ΔG8)

= (ΔG7−ΔG6)+(ΔG4−ΔG3)+(ΔG9−ΔG8)

= (ΔG7−ΔG6)+(ΔG2−ΔG1)+(ΔG9−ΔG8)

Thermodynamic cycle for alchemical transformation with restraints

from FEP

Figure A.9: Thermodynamic cycle for computing relative binding free energies in an al-
chemical transformation, modified to account for the addition of side chain restraints. The
small orange oval represents the ligand, the large blue oval represents the wild type protein,
and the blue rectangle represents the mutated protein. The shaded region represents the
standard thermodynamic cycle, such as that shown in Figure 2.2, with the incorporation of
flat-bottom restraints on the mutating side chain. The processes represented by each com-
ponent are as follows: ∆G1, alchemical free energy of mutation in apo protein (restrained);
∆G2, alchemical free energy of mutation in holo protein (restrained); ∆G3, artificial binding
free energy of wild type protein (restrained); ∆G4, artificial binding free energy of mutant
protein (restrained); ∆G5, alchemical free energy of mutation in apo protein (unrestrained);
∆G6, free energy to add restraints to apo wild type protein; ∆G7, free energy to add re-
straints to apo mutant protein; ∆G8, free energy to remove restraints from holo wild type
protein; ∆G9, free energy to remove restraints from holo mutant protein; ∆G10, alchemical
free energy of mutation in holo protein (unrestrained). The effects of the side chain restraints
can be removed from the computed relative binding free energy (∆G2 − ∆G1) by the four
additional terms of ∆G7, −∆G6, ∆G9, and −∆G8.

from the flat-bottom potential, subsampling based on statistical inefficiency, then calculating

the free energy difference from the BAR estimator.[23, 273] To calculate the free energy to
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remove the restraints for correcting the relative binding free energies, the forward work

represents the energy to remove the restraints from a restrained simulation, and the reverse

work represents the energy to introduce restraints into a non-restrained simulation. For

well-chosen restraint distances such that the side chain distances fall within the limits of

the restraints even when no restraints are applied, the ∆G correction term goes to zero. As

such, we defined our restraint distances so that the additional ∆G terms of the correction

were zero.

A.6 Potential of mean force calculation for F182 rota-

tion after V178A mutation

Figure A.10: Consideration of potential ligand stabilization by reorientation of F182 after
V178A mutation. (A) The highlighted four atoms define the dihedral angle of interest
around which we consider rotation of the F182 side chain. (B) Representative snapshot
from equilibrium MD simulations with F182 dihedral angle at 46◦. S2 is not shown for
clarity, and colors are consistent with those in Figure 2.3. This shows approximately the
most energetically favorable configuration of this phenylalanine residue. (C) Potential of
mean force for rotation of the F182 dihedral angle. Two insets show the position of F182 at
-130◦ and 140◦.

137



The V178A mutation is expected to contribute to a slightly more favorable 2GBI binding

free energy relative to wild type Hv1 according to mutagenesis experiments. Our computed

values suggested a slightly more unfavorable binding free energy. We examined the effect of

secondary conformational changes in the protein that may result after the V178A mutation.

Specifically, we focused on F182, which is in proximity to both V178 and 2GBI (we consider

gbi1 only). We used umbrella sampling[296] to compute the potential of mean force (PMF)

for rotation of the side chain, which could lead to better interactions with the bound ligand.

The dihedral angle, defined by the four atoms shown in Figure A.10A, was restrained in

increments of 10◦ from -180◦ to 180◦ using a harmonic potential with a force constant of 0.1

kcal/mol/deg2. Each configuration was minimized for 5000 steps with the conjugate gradient

algorithm, then run for 5 ns with the MD simulation settings as described in the main text.

We used the MBAR algorithm[273] to generate the PMF and associated error bars. It does

not appear that reorientation of F182 as considered here contributes to the favorable relative

binding free energy of V178A.
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B.1 pKa shift analysis

To estimate whether these solutes remain protonated as they permeate the bilayer, we com-

puted the pKa shift profile across the membrane for each molecule. This involved additionally

calculating PMFs for the neutral solutes. Structures of the positively charged molecules and

their neutral analogs are shown in Figure B.1.

Figure B.1: GBI1 and GBI2 refer to distinct tautomeric states of the positively
charged molecule, 2-guanidinobenzimidazole. The shaded blue regions have higher pos-
itive charge density. GBIN is the neutral analog to 2GBI. GBIC refers to 5-chloro-2-
guanidinobenzimidazole, and GBCN denotes its neutral counterpart.

We applied the thermodynamic cycle[175] in Figure B.2. The orange ovals represent the

positively charged form of the solute, and the blue ovals represent the neutral form. The

deprotonation free energy is computed from the difference in potentials of mean force from

the neutral solute minus the positively charged solute using the expression:

∆∆Gdeprot = Wneutral(z)−Wcharged(z) . (B.1)

The neutral solute PMF was computed using the same MD simulation settings and protocol

as described in the main text. Given the relationship of free energy ∆G to the equilibrium
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Figure B.2: Thermodynamic cycle applied to calculate the deprotonation free energy for a
solute to permeate the membrane. The deprotonation free energy is used to calculate the
pKa shift profile.

constant Ka, the final pKa shift profile takes the expression:

∆pKa =
∆∆Gdeprot

2.3kBT
. (B.2)

The PMFs for the neutral molecules are plotted alongside the positively charged solute

PMFs in Figure B.3. The primary distinction between the PMFs of the neutral and charged

forms is that there is considerably less energetic stabilization as the solute is in the lipid

headgroup region (|z| = 15-20 Å) for the neutral compared to the cationic solutes. This

may be attributed to the fact that fewer electrostatic interactions are present between the

imidazole or guanidine moieties and the negatively charged phosphate groups of the POPC

molecules. For GBCN, the neutral variant of GBIC, the error bars are considerably larger

and the PMF appears less smooth close to the membrane center. In our simulations, we

observe inconsistent solute flip-flop events (vide infra) while sampling the membrane interior,

suggesting that these results are not sufficiently converged even after 1.48 microseconds of

total simulation time for this solute. We do not extend our pKa shift analysis for this case.

From these PMFs, the pKa shift profile was calculated for 2GBI and shown in Figure B.4.
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Figure B.3: Potentials of mean force of five solutes to permeate the membrane. The left panel
shows all results together, and the middle and right panels compare specific subsets for 2GBI-
based structures and ClGBI-based structures, respectively. Error bars denote deviation from
symmetry.

The green curve represents GBI1, and the purple curve shows the pKa shift profile for GBI2.

Both results are similar, with a predicted increase in pKa up to 2.5 pK units in the lipid

headgroup region. This data seems to indicate that interactions with the acidic headgroups

of the membrane with the nitrogen centers of the imidazole or guanidine moieties of 2GBI

causes the molecular basicity to increase, which is consistent with fundamental acid-base

principles that the basicity of an amine would increase by electron-donating groups.[223]

Consequently, we draw the conclusion that the positively charged 2GBI would be less likely

to donate a proton during the membrane permeation process and would retain its protonation

state throughout.
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Figure B.4: pKa shift profiles for two tautomers of 2GBI as a function of z in membrane
permeation.
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B.2 Flip-flop of neutral solutes in membrane center

Figure B.5: A neutral solute may flip-flop in the hydrophobic interior of the membrane only
2 times over a 280 ns enhanced sampling simulation. This timescale would be even longer
for positively charged solutes. Here, we plot the solute distance from the membrane center
as a function of the amount of simulation time for the simulation of GBIN in an interior
membrane window (a 12 Å range of |z| = 0-6 Å). The solute may associate with one leaflet at
longer times relative to another, leading to an inconsistent sampling of phase space, making
it more difficult to obtain converged results.
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Figure C.1: Histograms of the RMSD and TFD values between force field structures as
compared to QM structures. Values closer to zero indicate higher geometric similarity for
both RMSD and TFD. This figure is the same as that of Figure 3 in the main text but
without smoothing applied from kernel density estimation.

146



Figure C.2: Scatter plots of relative conformer energies versus TFD scores. The points are
colored by the interpolated density of points in a certain area. Blue indicates region of
high density, that is, high compactness of points in that area. A force field having better
agreement in both relative energies and geometries with the QM reference would have more
points around the origin (ddE = 0, TFD = 0). The vertical axis is represented on linear
scale; the same plots with logarithmic scaling can be found in the main text (Figure 6).
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Figure C.3: An example of an outlying ddE result of the substituted octahydrotetracene
structure (circled in the scatter plot). The two panels on the right show the four structures
and energy differences that go into computing the ddE value of -38 kcal/mol. Energy bands
are not drawn to scale. The solid band represents the energy of the reference conformer as
it has the lowest QM energy for all the conformers of this molecule. The dashed band shows
the energy of the example structure relative to the reference conformer. QM predicts that
this conformation should be higher in energy by +17 kcal/mol, but Parsley evaluates the
energy difference to be -21 kcal/mol relative to the reference.
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Figure C.4: Scatter plots of the all force field of relative conformer energies versus TFD
scores. Colors highlight particular chemical groups that appear to be systematic outliers in
energies or geometries.
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D.1 Relative energetic stabilities of trihydrated acetic

acid from ab initio QM calculations

As a preliminary study to our pentahydrated acetic acid configurations, we evaluated the

relative energies of the syn and anti conformations of acetic acid in the presence of explicit

waters. We considered a microhydrated state with three explicit waters arranged to maximize

hydrogen bonding to acetic acid.

D.1.1 Initial placement of water molecules for trihydrated acetic

acid

The trihydrate structures for syn and anti acetic acid were manually placed using Pymol.[267]

Two water molecules were placed on either side of the carbonyl group, and one was placed in

line with the hydroxyl group (Figure D.1). Configurations were roughly placed to maximize

intermolecular hydrogen bonding contacts between acetic acid and the water molecules. The

initial and final geometries are included as XYZ files in the supporting information.

D.1.2 Description of QM calculations

For each system, a quick MM optimization was performed via OpenEye’s OEChem Python

Toolkit[222] using the MMFF94S force field.[111, 112, 116, 113, 117, 114, 115] Subsequently, a

two-stage gas phase optimization was completed with the Psi4[301] software package. Geome-

tries obtained from the first level of theory, MP2/def2-SV(P),[207, 325] were used as inputs

for QM optimization on the subsequent level of theory, B3LYP-D3MBJ/def2-TZVP.[22, 170,

313, 285, 325] Finally, QM optimization with solvation was performed using the Turbomole

version 7.1[300] software package with COSMO-TPSSh-D3BJ/def2-TZVP.[152, 151, 75, 276,
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Figure D.1: Various starting conformations for three water molecules surrounding acetic acid
in its syn (top) and anti (bottom) forms.

284, 105, 106, 325] At the request of a reviewer, we also ran a reference comparison with the

SCS-MP2 method[104] with COSMO and the def2-TZVP basis set to evaluate alongside our

COSMO-TPSSh-D3BJ calculations.

D.1.3 Evaluation of results

Ab initio QM calculations with COSMO on acetic acid with three explicit water molecules

suggest an energetically preferred anti conformation in aqueous solution. Two arrangements

of the water molecules were considered for each acetic acid conformer. In gas phase, the

two anti configurations minimized to the same structure (Figure D.3(b)), and the minimized

syn configurations differed in energy by about 0.11 kcal/mol. We proceeded with the lower

152



0 100 200 300
OCOH dihedral angle (deg)

0

5

10

15
re
l. 
en
er
gy
 (k

ca
l/m

ol
)

HF/6-31G*
COSMO-HF/6-31G*
TPSSh-D3BJ/def2-TZVP
COSMO-TPSSh-D3BJ/def2-TZVP
explicit waters

Figure D.2: QM torsion drive of acetic acid carboxyl dihedral angle for HF and TPSSh
methods. Here, we include as reference two black points representing final energies from
geometry optimizations of trihydrated acetic acid with COSMO-TPSSh-D3BJ/def2-TZVP.

energy syn configuration (Figure D.3(a)). These structures were optimized with inclusion of

implicit solvent using COSMO and the TPSSh-D3BJ/def2-TZVP method. Although these

acetic acid systems are surrounded by only three water molecules, observed optimized acetic

acid geometries agree extremely well with past experimental and theoretical studies[213,

263] of other solvated structures (see next section). Specifically, bond lengths differed from

past work by no more than 0.03 Å, and angles were within one degree. In the COSMO-

optimized structures, we observe that the anti tetramer is the lower-energy conformation by

0.47 kcal/mol. Compared to the previously discussed torsion drive without explicit water

molecules, the addition of explicit waters stabilized the anti form by 2 kcal/mol more than

implicit solvent alone. Even with the SCS-MP2 method, the energy difference between the

syn and anti trihydrate structure is minimal, showing the syn structure favored by 0.12

kcal/mol. The two TPSSh energy values are shown as black points in Figure D.2.
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Figure D.3: Acetic acid conformation with three water molecules for (a) syn and (b) anti
forms.

The water molecules in the trihydrated clusters in this section were placed to maximize the

hydrogen bonding network between acetic acid and water to promote solvent stabilization.

However, other arrangements of water molecules could lead to lower energy configurations.

This means that results could be artifacts of water placement. Hence, we proceeded with

hydrated configurations of acetic acid sampled from MD simulations.
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D.1.4 Comparison of acetic acid geometries

The optimized acetic acid geometries in this work are in excellent agreement with former

experimental and theoretical studies.

COSMO solvation,
trihydratea

IEF-PCM
solvation, freeb

RISM-SCF/MCSCF
solvation, freec

syn
C–C 1.499 1.507 1.504
C=O 1.224 1.218 1.212
C–O 1.331 1.359 1.332
C–H 1.092, 1.087 1.095 not reported
O–H 1.017 0.974 0.972

C–C=O 125.0 125.8 125.1
C–C–O 113.3 111.5 113.0
C–O–H 110.8 108.2 110.5
anti
C–C 1.501 1.513 1.506
C=O 1.231 1.214 1.213
C–O 1.319 1.363 1.322
C–H 1.092, 1.087 1.096 not reported
O–H 1.013 0.972 0.969

C–C=O 123.1 125.3 123.3
C–C–O 118.0 115.9 117.7
C–O–H 113.0 110.8 113.9

Table D.1: QM-optimized geometric parameters for acetic acid trihydrate in implicit sol-
vent with COSMO (first column), compared to other previous work on solvated acetic acid
geometries. Units of bond lengths are in Å, and angles are in degrees.

aLevel of theory: TPSSh-D3BJ/def2-TZVP
bLevel of theory:[213] B97D/aug-cc-pVTZ
cLevel of theory:[263] RHF/DZP
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D.2 Relative energies of pentahydrated acetic acid con-

figurations

We present an alternate view of the violin plots for pentahydrated acetic acid referred to in

the main text. The energies are shown as a scatter plot in Figure D.4.
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Figure D.4: Energies of pentahydrated acetic acid configurations from MD simulations. The
syn energies are shown in blue and the anti energies are shown in orange. The x-axis
represents arbitrary snapshot labels from MD and do not correspond between the syn and
anti structures.
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D.3 Comment on choice of method used for QM stud-

ies

We briefly note that the relative energies of the microhydrated acetic acid structures may be

sensitive to the choice of method and basis set used in the QM calculations. As an illustrative

example, we compute the relative energies of water hexamers in four arrangements: prism,

cage, book, and ring (Figure D.5).

The relative energies for these hexamers are compared for B3LYP-D3/cc-pVTZ, TPSSh-

D3BJ/def2-TZVP, MP2/CBS limit[19], CCSD(T)/CBS limit[19], and ZPVE+CCSD(T)/

CBS limit[19]. The first two methods listed were used in the acetic acid study. We also

consider these methods with COSMO implicit solvation as a point of comparison though

implicit solvent was not included in the other methods.

Figure D.5: Conformations of water hexamers, from left to right: prism, cage, book, and
ring. Dashed lines are included for viewing guides only.
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Here, considering CCSD(T)/CBS with zero-point vibrational energy corrections as the gold

standard, we see that TPSSh/def2-TZVP reproduces the conformer relative energies more

reliably than the B3LYP-D3/cc-pVTZ method (Figure D.6 and Table D.2). The relative

energies determined by the latter method have the correct qualitative rankings for both

methods in gas phase calculations, though the energy differences are exaggerated in the

B3LYP method. Including COSMO with either method does not maintain the relative order

of conformer energies, though we lack a proper reference for gold standard energy calculations

with implicit solvation.

B3LYP and TPSSh are both hybrid functionals but on different rungs of Jacob’s ladder

of DFT. Both are paired with triple-zeta basis sets, cc-pVTZ and def2-TZVP, respectively.

Many factors could lead to the difference between these two methods (e.g., choice of func-

tional, level of dispersion, forms of the basis functions, etc.). We do not conduct an exhaustive

investigation of potential factors for these differences but demonstrate our findings to inform

those pursuing related work.

The input structures for these calculations were obtained from MP2/aug-cc-pVTZ geometry

optimizations provided in the supporting information of ref. 56, as was used in the protocol

of ref. 19.
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Figure D.6: Relative energy differences between various conformations of water hexamers.
Energies are plotted relative to the “prism” conformation.

method prism cage book ring
ZPVE-CCSD(T)/CBS limit ab 0.00 0.09 0.21 0.51
CCSD(T)/CBS limit a 0.00 0.25 0.72 1.80
MP2/CBS limit a 0.00 0.06 0.33 1.21
B3LYP-D3/cc-pVTZ 0.00 0.95 3.10 6.25
TPSSh-D3BJ/def2-TZVP 0.00 0.21 0.39 1.41
COSMO-B3LYP-D3/cc-pVTZ c 0.00 -0.87 0.27 3.68
COSMO-TPSSh-D3BJ/def2-TZVP c 0.00 1.26 0.16 1.34

Table D.2: Summary of relative energy differences between various conformations of water
hexamers. Energies are listed in units of kcal/mol, relative to the “prism” conformation.
CBS refers to the complete basis set limit.

aRef. 19 (structures: prism, cage, book-1, cyclic-chair)
bThese values include corrections for the zero-point vibrational energy (ZPVE).
cCalculations included implicit solvation with COSMO.
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