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ABSTRACT OF THE DISSERTATION

Efficient Machine Learning

Acceleration at the Edge

by

Wojciech Piotr Romaszkan

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Los Angeles, 2023

Professor Puneet Gupta, Chair

My thesis is a result of a confluence of several trends that have emerged in recent years. First,

the rapid proliferation of deep learning across the application and hardware landscapes is

creating an immense demand for computing power. Second, the waning of Moore’s Law

is paving the way for domain-specific acceleration as a means of delivering performance

improvements. Third, deep learning’s inherent error tolerance is reviving long-forgotten

approximate computing paradigms. Fourth, latency, energy, and privacy considerations are

increasingly pushing deep learning towards edge inference, with its stringent deployment

constraints. All of the above have created a unique, once-in-a-generation opportunity for

accelerated widespread adoption of new classes of hardware and algorithms, provided they

can deliver fast, efficient, and accurate deep learning inference within a tight area and energy

envelope.

One approach towards efficient machine learning acceleration that I have explored at-

tempts to push a neural network model size to its absolute minimum. 3PXNet - Pruned,

Permuted, Packed XNOR Networks combines two widely used model compression techniques:
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binarization and sparsity to deliver usable models with a size down to single kilobytes. It uses

an innovative combination of weight permutation and packing to create structured sparsity

that can be implemented efficiently in both software and hardware. 3PXNet has been de-

ployed as an open-source library targeting microcontroller-class devices with various software

optimizations, further improving runtime and storage requirements.

The second line of work I have pursued is the application of stochastic computing (SC).

It is an approximate, stream-based computing paradigm enabling extremely area-efficient

implementations of basic arithmetic operations such as multiplication and addition. SC has

been enjoying a renaissance over the past few years due to its unique synergy with deep

learning. On the one hand, SC makes it possible to implement extremely dense multiply-

accumulate (MAC) computational fabric well suited towards computing large linear algebra

kernels, which are the bread-and-butter of deep neural networks. On the other hand, those

neural networks exhibit immense approximation tolerance levels, making SC a viable imple-

mentation candidate.

However, several issues need to be solved to make the SC acceleration of neural networks

feasible. The area efficiency comes at the cost of long stream processing latency. The conver-

sion cost between fixed-point and stochastic representations can cancel out the gains from

computation efficiency if not managed correctly. The above issues lead to a question on how

to design an accelerator architecture that best takes advantage of SC’s benefits and minimizes

its shortcomings. To address this, I proposed the ACOUSTIC (Accelerating Convolutional

Neural Networks through Or-Unipolar Skipped Stochastic Computing) architecture and its

extension - GEO (Generation and Execution Optimized Stochastic Computing Accelerator

for Neural Networks). ACOUSTIC is an architecture that tries to maximize SC’s compute

density to amortize conversion costs and memory accesses, delivering system-level reduction

in inference energy and latency. It has taped out and demonstrated in silicon, using a 14nm

fabrication process. GEO addresses some of the shortcomings of ACOUSTIC. Through the

introduction of near-memory computation fabric, GEO enables a more flexible selection of
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dataflows. Novel progressive buffering scheme unique to SC lowers the reliance on high

memory bandwidth. Overall, my work tries to approach accelerator design from the sys-

tems perspective, making it stand apart from most recent SC publications targeting point

improvements in the computation itself.

As an extension to the above line of work, I have explored the combination of SC and spar-

sity, to apply it to new classes of applications, and enable further benefits. I have proposed

the first SC accelerator that supports weight sparsity - SASCHA (Sparsity-Aware Stochastic

Computing Hardware Architecture for Neural Network Acceleration), which can improve

performance on pruned neural networks, while maintaining the throughput when processing

dense ones. SASCHA solves a series of unique, non-trivial challenges of combining SC with

sparsity. On the other hand, I have also designed an architecture for accelerating event-

based camera object tracking - SCIMITAR. Event-based cameras are relatively new imaging

devices which only transmit information about pixels that have changed in brightness, re-

sulting in very high input sparsity. SCIMITAR combines SC with computing-in-memory

(CIM), and, through a series of architectural optimizations, is able to take advantage of this

new data format to deliver low-latency object detection for tracking applications.
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CHAPTER 1

Introduction

In the last decade, the computing landscape has been engulfed by chaos. The looming depre-

cation of Moore’s Law has created a demand for new devices, architectures, and algorithms

to deliver the steady stream of performance improvements on which the markets have relied

for decades [12]. At the same time, the rapid emergence of deep learning has created a mas-

sive demand for domain-specific computational power across both cloud and edge computing

[13, 14, 15]. The existing infrastructure struggles to satisfy this demand, particularly at the

edge, where deep learning’s hunger for FLOPs and MBs goes against tight latency, energy,

and privacy constraints [16]. Those conditions have created a perfect storm of opportunity

for introducing new hardware architectures, especially at the edge, where silicon real es-

tate is traditionally very scarce. Indeed, smartphone SoC with various ”neural engines” are

proliferating the markets as we speak [17].

Coupled with the above circumstances is the fact that deep learning algorithms have

been shown to be incredibly approximation tolerant [18, 19, 20]. This tolerance has opened

a pandora’s box of new and old techniques, such as pruning or quantization, and hardware

approaches, including spiking, neuromorphic, in-memory, and stochastic computing, among

others [21, 22, 23, 24, 2, 25, 26]. What they all have in common is a promise of driving down

deep learning model sizes and computational costs, enabling their widespread deployment in

edge devices. The work in this dissertation explores, combines, and evolves those techniques

to enable the development of future highly-compact and highly-efficient architectures and

algorithms for deep learning.
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The remainder of this Section provides a brief overview of the topics that form the

foundation of this dissertation. Section 1.1 provides an introduction to neural network

model compression, including quantization and pruning, as well as existing methods of model

deployment on edge devices. Section 1.2 introduces stochastic computing and its intricacies.

Section 1.3 discusses the rapidly growing field of domain-specific accelerators, particularly

those targeting neural networks. Finally, Section 1.4 summarizes the work presented in this

dissertation.

1.1 Model Compression: Better, Faster, Smaller

Ever since the staggering success of AlexNet in the ImageNet visual recognition challenge,

deep learning models have been evolving at a rapid rate [27, 28]. Vision models based

on convolutional layers quickly reached tens of giga-operations (GOPS) and tens if not

hundreds of megabytes (MBs), in size [29, 30, 1, 31]. With complexity, their capabilities

grew, becoming a force multiplier for edge devices, like smartphones or sensors [32, 33, 34].

However, this growing demand for resources made deploying those models restrictive, if not

outright prohibitive, on those same devices [16]. And thus, a simple question - ”how do we

make the models smaller?” has preoccupied countless researchers for the better part of the

last decade, yielding many ingenious solutions [35]. This Section aims to present a high level

summary of those. A general introduction to deep neural networks is omitted for brevity,

but readers not familiar with the topic can refer to [29, 36].

1.1.1 Fewer Bits - Quantization & Binarization

One of the first crucial insights into model compression was the realization that 32-bit

floating-point precision, ubiquitous in scientific computing, was not necessary for highly

redundant and error resilient deep learning models [14, 2]. Multiple works have shown that

decreasing precision of underlying computation through quantization does not affect accu-
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racy while significantly improving storage and runtime [37, 38, 39, 40, 19, 14]. A quick

progression of lower precision models and libraries followed - 16-bit floating point [41], 16-

bit fixed-point [2], 8-bit fixed-point [42], and below [19, 42, 24]. To reduce computational

complexity to its absolute limit, researchers have proposed binarization, which restricted

all values to -1 and +1 [43, 44, 45, 18, 46]. Those Networks are commonly referred to as

XNOR-Nets, because multiplication between binarized values can be implemented using a

bitwise XNOR operation.

The promise of significant performance and storage improvements given by XNOR-Nets

has resulted in multiple software and hardware implementations. Umuroglu et al. have cre-

ated FINN [47], a framework for binarized FPGA accelerators, further expanded to support

larger models by Fraser et al. [48]. Other binarized accelerators have been proposed, both

targeting FPGAs [49, 50, 51, 52], ASIC [53, 54, 55, 56], and in-memory compute [57, 58].

Yang et al. [59] have developed BMXNet, an extension of MXNet [60] based on binarized

GEMM kernel. Depth-first binarized convolution implementations have also been shown for

both CPUs and GPUs [61, 62, 63].

1.1.2 Alternate Number Representations

Besides quantization, researchers have explored alternative ways of representing numbers.

One of them is the so-called unary computing. Compared to binary numbers, like fixed- or

floating-point, where each bit has a positional significance, unary numbers are streams of bits

with identical significance [64]. There are two types of unary numbers: rate- and temporal-

coded. In the former, the value is encoded in a frequency of an event, e.g., the number of

1s in a stream. Rate-coded unary computation is commonly known as stochastic computing

(SC). Since SC is a major focus of this dissertation, a more comprehensive introduction is

provided in Section 1.2. Temporal coding encodes the information into the timing of a signal

transition, with a stream consisting of a series of 1s followed by a series of 0s. Temporal

coding can be performed within the stream generator, using the so-called thermometer coding

3



[65], or by designing paths with different delays, referred to as race-logic [66]. Compared to

rate coding, temporally-coded numbers either do not have essential functional units or those

units are highly inefficient. Further, temporal coding lacks many opportunities for improving

accuracy possible in SC [67].

Other number representation methods are tied to the hardware implementation. A large

body of work tries to imitate the behavior of the human brain through spiking neuron connec-

tivity [26, 68, 69, 70]. Spiking hardware, commonly referred to as neuromorphic, represents

data using the timing or frequency of the pulses, instead of their amplitude. This can be im-

plemented in the digital or analog domain. Examples of the former include IBM TrueNorth

[26], the SpiNNaker Project [68], and Bluehive [71]. Analog spiking hardware examples are:

Neurogrid [69], HICANN [70], and CAVIAR [72]. While neuromorphic hardware has poten-

tial advantages, like energy efficiency, and on-device training using synaptic plasticity, they

are also notoriously hard to train and scale [73]. Pulse width modulation (PWM) has also

been used as a way of representing values for more efficient analog hardware implementations

[6].

There are also purely digital alternative representations. Posit format has been proposed

as an substitute for floating-point, offering variable-width exponent and fraction fields, higher

dynamic range, and more efficient hardware implementations [74]. While some devices offer

posit support, it has not yet been broadly adopted [75, 76]. Apart from that, various form

of non-linear quantization have been proposed beyond fixed-point, often requiring custom

software or hardware support [77, 24, 78].

1.1.3 Fewer Values - Sparsity & Pruning

The other realization foundational to model compression was that in computation based

on linear algebra, multiplications involving a zero will not contribute to the final result,

hence can be skipped [79]. The underlying computation then becomes sparse. While it

applies to both weights and activations, the opportunities and mechanisms involved are
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different. Zero-valued weights are enabled through the process of pruning the model, which

involves removing connections in the model that are deemed inconsequential. It was first

proposed over 20 years ago as a way of improving generalization and reducing computational

complexity for both training and inference [22, 80]. Since activations are dynamic, they

cannot be pruned statically in the same manner. However, activations can be effectively

sparsified through the use of the popular rectified linear unit (ReLU) activation function

[79, 81]. Once weights, activations, or both, are made sparse, in theory, it is possible to

skip both storage and computation involving zero values. Recently, Han et. al. [82] have

shown over 10x compression on popular network models with no increase in error rates.

By further coupling pruning with quantization and efficient coding in a scheme called Deep

Compression, they achieved up to 49x size reduction [83]. However, deploying pruned models

on highly-parallel architectures has proven problematic due to the storage overhead and

irregular memory access patterns of sparse matrix multiplication [21, 84].

To make pruning more regular, multiple forms of ”structured” pruning have been pro-

posed. Lebedev and Lempitsky [85] proposed group-wise sparsification. Foroosh et. al.

[86] hard-coded the sparsity patterns into the source code, achieving up to 6.88x speedup

on CPUs. Anwar et. al. [87, 88] explored different granularities of pruning: feature map,

kernel, and intra-kernel and introduce kernel strided sparsity. Sredojevic et. al. [84] have

proposed an algorithmic way of inducing regularity in sparse networks. Yu et. al. [21] have

developed a hardware-aware pruning method called Scalpel, which matches the coarseness

of pruning to the parallelism of the underlying hardware. Wang et. al. [89] have used struc-

tured sparsity in unrolled kernels after im2col conversion. Pruning has been successfully

exploited in custom accelerators by using compressed storage, skipping memory accesses,

gating computation, and exploiting novel dataflows [13, 90, 79, 19]. Crossbar-aware pruning

has also been proposed given the recent emergence of analog crossbar-based accelerators [91].
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1.1.4 Edge Models & Libraries

Edge Machine Learning inference on embedded platforms has been explored in recent years

as a way to remove the communication energy and latency involved in offloading it to the

servers. Due to severe memory and energy constraints of such devices, various model com-

pression techniques have been used to make such applications feasible. Compressed Neural

Network models like SqueezeNet [92], ShuffleNet [93], and MobileNet [94] have been devel-

oped, specifically targeting low memory footprints. Lai et. al. [95], have developed CMSIS-

NN, a software library for ARM Cortex-M microcontrollers with 8- and 16-bit fixed-point

support. Microsoft is developing EdgeML, a Machine Learning library containing algorithms

optimized for low storage, energy and latency [96, 97]. Google has create TensorFlow Lite,

and extension of the TensorFlow framework targetting microcontroller class devices [98].

Other examples include Apache microTVM, STM Cube.AI, Synopsys embARC, and MIT

MCUNet [16, 99].

1.2 Stochastic Computing - Processing with Random Streams

Stochastic Computing (SC), introduced by [100] in the 1960s, is a number representation

system. It uses a proportion of 1’s in a binary stream to represent fractional numbers.

Compared to conventional fixed- or floating-point formats, SC makes it possible to implement

certain arithmetic operations, like multiplication and addition, using single logic gates, and

is highly error-tolerant [101]. However, the compact arithmetic offered by SC comes at

the cost of random errors and precision issues, which make it unsuitable for applications

requiring high numerical precision[102]. Because of that, SC found its niche in error-tolerant

applications, like image processing [102] and Discrete Fourier Transform [103]. Fortunately,

neural networks’ error-tolerant nature, as well as heavy reliance on linear algebra kernels and

multiply-accumulate (MAC) operations, make them perfect candidates for SC acceleration

[5, 64, 104]. Because of that, SC has been enjoying a renaissance, with many different flavors
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of computation proposed, spanning various points on the accuracy-efficiency spectrum -

some of them maximizing the density and efficiency, while others maintaining the accuracy

close to fixed-point designs [5, 10, 64, 105, 104]. Below we briefly outline the most relevant

components of SC.

1.2.1 Number Representation

Stochastic computing offers two alternative number representation formats: unipolar and

bipolar. In the former, a value in the range of [0, 1) is represented as the proportion of

1’s in a binary stream of arbitrary length, as shown in Figure 1.1a). The latter, shown

in Figure 1.1b), represents a number in the range of (−1, 1) using the difference between

the number of 1’s and 0’s in the stream. The streams are generated by comparing the

possibility with a uniformly-distributed random number in [0, 1). The stream generation

circuits are commonly referred to as stochastic number generators (SNGs), consisting of a

pseudo-random number source, e.g., a linear feedback shift register (LFSR) and a comparator

[100], as shown in Figure 1.1c). Converting back to the binary domain can be done using a

counter for unipolar representation.

Figure 1.1: Examples of unipolar (a) and bipolar (b) SC representation, and a unipolar

Stochastic Number Generator Circuit (SNG) with an AND gate SC multiplication (c).
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In neural networks, maintaining high accuracy mandates using weights with both positive

and negative values, which makes bipolar representation historically the most common choice

when implementing SC-based accelerators [106, 107, 105]. However, [108] noticed that using

unipolar representation results in higher accuracy compared with bipolar. Higher precision

comes from the fact that the value of a unipolar bitstream has equivalent distribution to a

binomial distribution divided by the length of the bitstream, so the root mean square (RMS)

error can be represented as:

Eu =

√
nuv(1 − v)

nu

=

√
v(1 − v)

nu

(1.1)

Where Eu is the error, and nu is the length of the unipolar bitstream. Error of bipolar

stream can be calculated similarly as:

Eb =

√
1 − v2

nb

(1.2)

Where Eb is the error, and nb is the bitstream length. To have the same RMS error for

both representations, nb = nu × (1 + v)/v, and (1 + v)/v > 2 for 0 < v < 1. Consequently,

the bipolar representation will always require > 2X bitstream length to represent the same

value with the same accuracy compared to unipolar representation. Figure 1.2a) shows the

simulated error of software-generated stochastic numbers across 10,000 runs for different

values, confirming the theoretical results. Because of that, recent works have embraced

unipolar representation with extensions to make using negative numbers possible [109, 110].

1.2.2 Multiplication and Accumulation

One of the main selling points of SC is that it can perform computation using bit-wise oper-

ations between two input bitstreams. To explain the reason behind that, consider stochastic

numbers as probabilities. For example, an AND gate performs AND(v1, v2) = v1 × v2,

where v1, v2 are the input possibilities for two unipolar streams. Similarly, a 2:1 multiplexer
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(MUX) can be used to compute a scaled addition between two inputs: MUX(v1, v2, s) =

s × v1 + (1 − s) × v2, where s is the select input. For a bit-wise computation, each output

bit follows a Bernoulli distribution with a mean equal to the expected value if input bits

are independent. As a result, the output accuracy of bit-wise computation has the same

accuracy as generating the same number directly. This observation allows the modeling of

output error using only the expected output value without worrying about input values and

computation performed.

Accumulation has historically been an issue when applying stochastic computing to neural

networks, mainly due to precision [106]. Multiplexer can act as a stochastic adder by using

a 50% random stream at the select input. However, multiplexer-based addition suffers from

two critical issues: it requires the generation of an additional random stream and scales

down the result by two compared to typical addition. Sharing a random sequence can

alleviate the former problem. The latter issue degrades the accuracy of computation, mainly

when performing extensive accumulation. Since neural networks generally perform very large

matrix multiplications, fully stochastic MUX-based addition is not suitable for those without

a significant increase in the stream length [106]. Because of that, prior works in SC-based
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neural network acceleration were often forced to perform accumulation in the fixed-point

domain, by either using costly approximate parallel counters (APCs) [106] or converting the

results every multiplication [107].

An alternative way of stochastic accumulation, OR-based accumulation, has been pro-

posed in [111]. It is scaling-free (important for extensive accumulations in DNNs), and also

much more compact than alternative accumulation methods. However, it has reasonable

accuracy only for unipolar streams. This property has made it largely disregarded in prior

SC work [106]. Figure 1.2b) shows the comparison of the MAC area for two prior state-of-

the-art methods, SC-DCNN/HEIF [106, 105] and BISC-MVM [107] to OR-based MAC for

a different number of inputs synthesized using a commercial 28nm library. SC-DCNN/HEIF

uses APC-based accumulation, while BISC-MVM converts results to fixed-point binary after

every multiplication. As can be seen, OR accumulation can be as much as 4.2x and 23.8x

more compact than SC-DCNN/HEIF and BISC-MVM, respectively. As we will show in

Section 3.3.1, taking advantage of computational density is vital to reap the full benefits of-

fered by SC, which is why using OR-based accumulation is so important. However, a major

issue with it is that it is not an exact addition. For a two-input OR, the result is equal to

v1+v2−v1v2 instead of v1+v2. We show later how we address this imperfect accumulation

in the training of the networks.

1.2.3 Stochastic Neural Network Functions

More complicated operations, like neural network activation functions, are often implemented

using finite-state machine (FSM) circuitry [106, 105]. Many recent efforts have been directed

towards finding optimal SC representations for particular operations [112, 113, 114, 115].

Another essential operation is max pooling, which is the most commonly used method of

dimensionality reduction in neural networks [27, 1]. Although prior works have shown suc-

cessful implementation of max pooling in SC [106, 108, 116], it usually requires a finite state

machine (FSM), which increases the area and energy cost of SC. In contrast, to implement
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average pooling, only a single multiplexer exploiting the scaled addition property is required.

For example, [116] have shown that replacing max with average pooling, can reduce the area

and power of a stochastic convolutional engine by up to 2.02x and 1.94x respectively.

1.3 Domain-Specific Acceleration - Breaking the Shackles of Gen-

erality

Even apart from the emergence of deep learning, the need for domain-specific (DS) computing

has been widely recognized [12, 117]. However, the rapid popularization of first vision [27, 1,

30], and then language models [118, 119], made the adoption of DS accelerators a priority.

Initial approaches, like Eyeriss [2] and DianNao [120], focused on reducing the precision of

computation from floating- to fixed-point, and optimizing dataflows targeted at convolutional

neural networks (CNNs). From there on, multiple different approaches followed. Some

focused on finding new hardware opportunities in quantization, in particular using bit-serial

arithmetic, which serially processes fixed-point numbers, one bit position at a time. Examples

of such accelerators include Stripes [19], UNPU [121], Laconic [122], and Pragmatic [123], and

Bit Fusion [124]. There are also binary and ternary hardware accelerators, listed in Section

1.1.1. Others have tried designing architectures oriented around exploiting sparsity, like

SCNN [79], EIE [81], NullHop [125], GoSPA [126], SparTen [127], and Tensaurus [128], among

others. A more comprehensive discussion of sparse accelerators is presented in Chapter

5. Extensive work has also been done on optimizing dataflows [129, 130], and scale-out

architectures [15, 131].

Given the limits of efficiency within the digital domain, and highly regular, dot-product-

based arithmetic involved in neural networks, people quickly recognized the potential of

analog computation. Neuromorphic approaches have already been discussed in Section 1.2.1.

However, they were quickly overshadowed by non-spiking analog accelerators based on the

idea of compute-in-memory (CIM) [132]. They combine the advantage of the advantage of
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dense and efficient analog computation, with reduced data movement, as one of the operands

does not need to leave the memory. Different types of memory cells can be used, providing

different benefits [132, 133, 56, 134, 135, 136, 137, 138]. This is an extensive field, and while

more details are provided in Chapter 6, interested readers should refer to [25].

1.4 Dissertation Outline

The research in this dissertation was motivated by a single goal: enabling ever-larger deep

learning models to run on even the most resource-constrained edge devices. This goal is

achieved by identifying the most promising techniques, coming up with novel solutions that

address their shortcomings, combining them in a synergistic manner, and creating efficient

highly hardware and software implementations.

This dissertation is organized as follows:

• Chapter 2 describes 3PXNet - Pruned, Permuted, Packed XNOR Networks, which

combine binarization and pruning to deliver usable neural network models deployable

on the most tightly constrained platforms.

• Chapter 3 proposes ACOUSTIC - Accelerating Convolutions through OR-Unipolar

Skipped Stochastic Computing, the first system-level accelerator architecture that at-

tempts to maximize the synergies of deep convolutional neural networks and stochastic

computing. A 14nm demonstration chip is also demonstrated.

• Chapter 4 presents GEO - Generation and Execution Optimized Stochastic Com-

puting Accelerator for Neural Networks. GEO addresses the main shortcomings of

ACOUSTIC, through novel algorithmic and architectural solutions.

• Chapter 5 describes SASCHA – Sparsity-Aware Stochastic Computing Hardware Ar-

chitecture for Neural Network Acceleration a first accelerator that combines both

12



stochastic computing and weight sparsity support by solving a series of non-trivial

implementation challenges to enable a new frontier in energy-efficiency.

• Chapter 6 presents SCIMITAR - an event-based, stochastic compute in-memory accel-

erator architecture. It synergistically merges SC with the emerging field of in-memory

computation, while enabling support for highly-sparse event-based data processing.

• Finally, Chapter 7 summarizes the contributions of this dissertation, and describes

its possible future extensions.
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CHAPTER 2

3PXNet - Fewer Bits, More Zeros

As the adoption of Neural Networks continues to proliferate different classes of applications

and systems, microcontroller-based edge devices have lingered behind. Their strict energy

and storage limitations make them unable to cope with the sizes of popular neural network

models. While many compression methods, such as precision reduction and pruning, have

been proposed to alleviate this, they do not go quite far enough. To push size reduction to its

absolute limits, we combine binarization with sparsity in Pruned-Permuted-Packed XNOR

Networks (3PXNet), which can be efficiently implemented on even the smallest of embedded

microcontrollers. 3PXNets can reduce model sizes by up to 38X and runtime by up to 3X

compared with already compact conventional binarized implementations with less than 3%

accuracy reduction. We have created the first software implementation of sparse-binarized

Neural Networks, released as an open-source library targeting edge devices. Our library is

complete with training methodology and model generating scripts, making it easy and fast

to deploy.

Collaborators:

• Tianmu Li, Electrical and Computer Engineering, UCLA.

• Professor Puneet Gupta, Electrical and Computer Engineering, UCLA.

Source code available at: https://github.com/nanocad-lab/3pxnet/

14

https://github.com/nanocad-lab/3pxnet/


2.1 A Case for Sparse XNOR Networks

Given the significant benefits of binarization and sparsity on their own, it is not immediately

obvious why we would want to combine them. However, consider the available memory in

some of the common embedded microcontroller platforms, shown in the first part of Table

2.1. Their storage is usually limited to few hundred kilobytes at most. Such severe resource

constraints make implementation of reasonable deep learning networks on these platforms

challenging. For example, consider few network models shown in Table 2.2. Most floating

point and even 8-bit fixed point implementations are 10-1000X off from where they need to

be for these platforms.

Table 2.1: Hardware platforms used for the runtime experiments. Only the Large platform

has a DSP extension with hardware multiply-accumulate unit. All three microcontrollers

are from the ST Nucleo family [139].

Name Model SRAM Flash Core Clock

(KB) (KB) Type (MHz)

NUC Large F746ZG[139] 320 1024 ARM CM7 216

NUC Medium F103RB[139] 20 128 ARM CM3 72

NUC Small F031K6[139] 4 32 ARM CM0 48

Name Model L2 DRAM Core Clock

(MB) (GB) Type (GHz)

Raspberry Pi Model B+ [140] 2 1 ARM CA53 1.2

By constraining weights and activations to binary values, Binarized Neural Networks can

perform 32 multiply-accumulate operations using XNOR and population count (popcount)

instructions in a 32-bit processor (with appropriate “packing” of weights and activations),
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which gives it a potential 32x storage and computation saving compared to a 32-bit im-

plementation (see Table 2.2). While this in itself is impressive, it might not be enough to

use popular models on typical embedded development platforms. Further compression is

therefore necessary to use large models on those devices, or in case of the most memory-

constrained ones, make it feasible to deploy them at all.

Table 2.2: Weight storage requirements of different networks depending on precision.

Network Weight Memory [MB]

F32 FP8 XNOR

ILSVRC VGG-D [1] 553.4 138.3 17.3

ILSVRC AlexNet [27] 227.5 56.9 7.1

MNIST MLP [141] 147.2 36.8 4.6

MNIST MLP Small (This work) 0.40 0.10 0.01

CIFAR-10 CNN [141] 56.1 14 1.7

CIFAR-10 CNN Small [95] 0.36 0.09 0.01

In this Chapter, we propose a Pruned, Permuted, and Packed XNOR Neural Network

(3PXNet) model aiming to combine binarization and pruning in a way that is computation-

ally efficient and does not significantly degrade accuracy. We specifically target resource-

constrained edge devices and provide implementation results on a range of embedded plat-

forms. Our pruning method allows further model size reduction and speedup compared to

binarized networks. Contributions of this work are as follows:

• We develop methods to prune binarized XNOR networks, aware of the need for packing

them into words for computational efficiency.

• We develop training methods for such 3PXNets and open-source the training routines

using PyTorch framework [142].
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• We show that 3PXNets offer some of the most compact networks with good accuracy:

3x-38x (22x-307x) size reduction versus dense binary (8-bit), with 0-5.2% (0.3-10.4%)

accuracy drop on MNIST and 2.3-3.8% (3.5-5%) on Google Speech dataset, depending

on the level of sparsity.

• We develop the first software implementation of sparse binarized networks and open-

source implementation of 3PXNets.

• We make multiple design optimizations, like loop ordering, fused kernels, and implicit

padding, which result in a compact memory footprint and runtime. 3PXNet imple-

mentation can be as much as 3X (25X) faster and more energy efficient than dense

binarized (8-bit fixed point) networks enabling real-time inference on IoT platforms.

2.2 The 3PXNet Approach

In the following sections we describe the principal components of the Pruned-Permuted-

Packed XNOR Networks.

2.2.1 Challenges in pruning XNOR networks

Binarized neural networks reduce network size by having only one bit for each weight, al-

lowing packing of multiple weights in a binary vector, e.g., a processor 32-bit word. By con-

straining activations to binary values, they can also be packed, and 32 multiply-accumulate

operations (MAC) can be performed in parallel using a bitwise XNOR and population count

(popcount, or Hamming weight) instructions on the activation and weight packs in a 32-bit

processor (or 64 MACs in a 64-bit processor). In theory, this can reduce weight storage and

computation requirement by a factor of 32 compared to a 32-bit floating point implementa-

tion.

Dense binarized or XNOR networks are relatively straightforward to pack for both weights
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and activations, thereby getting close to the theoretical 32X improvement [46]. However,

introducing sparsity on top of binarization will not necessarily improve the results further.

We first illustrate how naively pruning binarized networks actually worsens storage and

runtime. Consider a ”small” binarized MLP used for MNIST (see Table 2.2) classification

with the input layer of size 784, one hidden layer with 128 neurons, and an output layer of

size 10, both followed by batch normalization [143]. If we prune it without any constraints

and store the sparse weight matrix using compressed-sparse-row (CSR) format [144], binary

weight packing and ”SIMD” XNOR multiplication cannot be easily leveraged. We refer to

this scheme as Naively-Pruned (NP) network. If the number of non-zero weights for each

kernel is constrained to be the same multiple of 32, binary weights can now be packed to save

storage, but activations need to be fetched individually and packed separately for each kernel

during computation. We refer to this scheme as Naively-Pruned, Packed Network (NPP).

NPP scheme has two advantages over NP in terms of storage overhead. First is packing

weights into binary vectors instead of storing values individually. Second is getting rid of

row extent values in the CSR format - having the same number of packs per kernel means

that only one row extent value per layer needs to be stored. This benefit will have a more

profound impact at high sparsity levels, because while the number of column indices goes

down with sparsity, the number of rows, and therefore row extents, stays the same. Figure

2.1 shows the total storage required for NP and NPP implementations, compared to a dense

one. NPP offers significant storage reduction over NP, mainly through a reduction in weight

storage itself. However, to break even with Dense XNOR, sparsity levels of over 90% and

95% are required for NPP and NP, respectively.

While the NPP scheme allows for packing non-zero weights, there is no easy way to lever-

age input packing. As runtime is usually a concern for convolutional layers, we implemented

both dense and NPP kernels for the Large CNN model (Table 2.3) for CIFAR-10. Even

with sparsity set to 87.5% for each convolutional layer, except for the first one, which is

kept as dense binary-weight (BWN - using full-precision activations and binarized weights
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varying levels of sparsity.

[141]), NPP version is 15X-29X slower compared to the unpruned dense XNOR Net on the

different convolutional layers, running on a Raspberry Pi 3. This result clearly shows that

naively pruning binarized networks, even with packing, is not beneficial at best and possibly

detrimental to both their size and runtime.

2.2.2 Pruning a packed XNOR network

To make inference of pruned binarized neural networks more efficient, inputs (activations)

need to be fetched in packs, and those packs need to work for all kernels in a layer. This

requirement leads us to constrain the non-zero, or ”active”, weights of each kernel to packs

of 32 consecutive positions. These 32-bit packs are aligned across all kernels of a layer so

that the activations only need to be packed once. If two kernels have active packs with the

same index, they will be multiplied with the same activation pack. This packing constraint

reduces the number of indices to store by a factor of 32 compared to NPP implementation.

Forcing the packing constraint reduces the flexibility of the network and can result in

excessive pruning in some packs and insufficient pruning in others. To alleviate this effect,
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Table 2.3: Benchmark models and datasets

Dataset Model Architecture

MNIST

MLP
Large [141] 784-4096-4096-4096-10

Small 784-128-10

CNN Small

32CONV 5 −MP2

32CONV 5 −MP2

10FC

CIFAR-10

CNN

Large [141]
128CONV 3 × 2 −MP2

256CONV 3 × 2 −MP2

SVHN
Medium

512CONV 3 × 2 −MP2

Speech[145] (1024FC × 2) − 10FC

we propose to permute the weight matrix so that weights inside the 32-bit packs are more

likely to be all zeros in the 3PXNet network. Figure 2.2 illustrates the effect of permutation

on packing for a pack size of 4. A similar approach appears in [91] albeit in the context

of crossbar neuromorphic systems. Weight permutations are performed on input channels

(NI) of a fully-connected or convolutional layer. For a convolutional layer with weight

shape (KN,KZ,KY,KX), the weight is first flattened in all dimensions except KZ to

(KN flat,KZ), and then treated as a fully-connected layer.

Permutation tries to group similar input channels into packs of 32 in a method resembling

Prim’s algorithm [146]. Before grouping, weights are first ternarized to {-1,0,+1}. For each

pack, a random input channel is chosen as starting point. A similarity score is calculated by

counting the overlap of 0 positions between the existing input channels in the pack and all

other channels that have not been grouped, and the channel with the most overlap is added

to the pack. If a group has both 0s and {-1, +1} values in a position, it is considered as

a non-zero position, as it’s unclear if weights in the pack will be pruned or not, and either
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Figure 2.2: Pruning with packing constraint of 4 bits a) without permutation, b) with
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choice will result in some weights being forced to change. On the other hand, positions

filled with 0s in a pack will definitely be pruned, and the pruning action will not force any

weight change. Once a pack is filled, another random input channel is chosen as the starting

position for the next pack. This process continues until all input channels are grouped into

packs. Input channel permutations can be directly translated to output channel reordering

of the previous layer, so it is completely free in terms of inference except for the first layer.

Figure 2.3 shows the effect of using permutation in a small MLP, where maximal benefit

(> 4%) is observed with very high sparsity.

2.2.3 Training 3PXNets

Network pruning is usually performed by training a dense network and then deleting some

edges or kernels [22, 80]. Since 0 cannot be represented in a binarized XNOR network, and

the binary values contain no information about the importance of each weight, we start the

training with ternary weights to introduce zero values. The training algorithm is adapted
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from the one in [46] where full-precision weights are kept during training, and are binarized

during inference, except that the weights are ternarized using a threshold function instead

of binarization.

1 weight_sorted = sort(weight , descending=True)

2 index = ceil((1- sparsity)*size/word_width) * word_width

3 thres = weight_sorted[index -1]

Algorithm 2.1: Pseudocode for calculating threshold for NPP.

The threshold used for pruning is calculated using Algorithm 2.1. The weight tensor is

first flattened and sorted based on the floating point values. The threshold value is then

chosen to make sure that the sparsity roughly aligns with the sparsity target of that layer,

and that the number of active weights aligns with the word width of the processor (typically

set to 32). The result of this phase of training follows the NPP scheme, which allows efficient

storage of weights but requires high indexing overhead. We then permute the weight matrices

using the method mentioned above and enforce the packing constraint.

1 weight_split = split(weight , split_size=word_width)

2 // For every split weight pack

3 for sp = 0 to size/word_width

22



4 weight_sum[sp] = sum(abs(weight_split[sp]))

5 weight_sorted = sort(weight_sum , descending=True)

6 index = ceil((1- sparsity) * size / word_width)

7 thres = weight_sorted[index -1]

Algorithm 2.2: Pseudocode for calculating threshold for packed pruning.

Similar to the NPP phase, a threshold is calculated using Algorithm 2.2 to determine

the packs to prune. For each kernel in the weight matrix, we split the weight values into

packs aligned to the word width of the processor, and sum the absolute value of weights

inside each pack. We then calculate the threshold so that the sparsity roughly matches the

sparsity requirement of the layer, and prune away the packs with sums below the threshold.

For packs that are not pruned, the weights inside are forced into {-1, +1}, even if they were

originally 0. Before pruning is fixed, the pruned packs can still be unpruned if the sum of

another pack drops lower than the pruned pack. The network is trained for a few more

epochs to determine which packs to prune. Finally, the packs to be pruned are fixed, and

the model is fine-tuned to further improve accuracy. The final pruned, permuted and packed

binarized network is referred to as 3PXNet.

As shown in Figure 2.3, forcing the packing constraint reduces network accuracy com-

pared to unconstrained pruning, and permutation cannot fully recover accuracy loss. Per-

mutation of inputs changes the allowed topology of the final network, which is the case for

MLPs. For CNNs we are not pruning the input layer, so permutation does not change the

achievable topology. Due to the fact that we are permuting entire kernel planes, permutation

is also more restrictive for convolutional layers. Immediately after permuting, packing and

pruning a trained network, permutation has a significant advantage in accuracy (as much as

20% from 23.0 to 43.2%) but we fine-tune the network after permutation and it largely re-

covers irrespective of permutation indicating that the networks have significant redundancy

unless the sparsity is very high (> 90%). Because of the negligible effect of permutation on
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training and inference runtime, all networks are trained with and without permutation, and

the better performing one is chosen as result.

2.3 Implementing 3PXNet

In this Section, we detail the implementation choices which make 3PXNet one of the most

compact and efficient neural network compression schemes. Before doing that however, we

want to establish a consistent terminology for describing both fully-connected (FC) and

convolutional (CN) layers. We will be using uppercase variables to describe dimensions,

and lowercase ones to describe indices within those dimensions. Fully-connected layer is

essentially a matrix-vector product between a vector of NI activations, or inputs, and a

matrix of weights with size NO × NI, producing NO outputs, as shown in Figure 2.4.

Number of outputs is the same as the number of kernels, and each kernel is a row in the

weight matrix, with a size equal to the number of inputs.

Activations (1xNI)

Weights (NOxNI)

NI

NO

Outputs 

(NOx1)

Fully Connected Layer

Matrix-Vector

Product

Figure 2.4: A schematic view of a fully-connected layer with NI inputs and NO kernels.

A convolutional layer is shown schematically in Figure 2.5. Input to the layer is a 3D

activation tensor of height Y , width X and depth Z. Activations are often padded in the

X and Y dimensions, creating a ”halo”. Padding size, PD, is applied on both sides of each

dimension, creating a tensor of height Y +2PD, width X+2PD, and depth Z. This tensor is
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then convolved with KN kernels, each with height KY , width KX and depth KZ. We only

consider cases where input (Z) and kernel (KZ) depths are the same [1, 30]. Each kernel

generates an output of height Y +2PD−KY +1, width X+2PD−KX+1, and depth of 1.

Those outputs are then ”stacked” depth-wise, creating a tensor of height Y +2PD−KY +1,

width X+2PD−KX+1, and depth of KN . Certain convolutional layers will be followed by

pooling operations to reduce output dimensionality. Pooling, most commonly max pooling,

uses a kernel with size and stride PL in the Y , and X dimensions, producing an output of

height OY = (Y + 2PD−KY )/PL+ 1, width OX = (X + 2PD−KX)/PL+ 1, and depth

KN . Those equations can be used for any type of layer - if padding is not used, PD is set

to 0, and if there is no pooling, PL is set to 1. For pooling operations, kernel size and stride

might sometimes be different, but that is not the case for any of the networks implemented

here [27]. For simplicity we also do not discuss strided convolutions [30].

ActivationsAcY

X
Z

Padded

Activations
Y+

2PD

X+2PD
Z

KernelKeKY

KX
KZ

KN Kernels

Outputs

(pre-pool)
Y+2PD

-KY+1

X+2PD

-KX+1

KN

PL

PL
1

Pooling

OutputsOY=

(Y+2PD

-KY)/PL

+1
OX=(X+2PD

-KX)/PL+1

D
KN

Padding Convolution Pooling

Figure 2.5: A schematic view of a padded convolutional layer followed by pooling operation.

2.3.1 Fully-Connected Layers

As mentioned above, a fully-connected layer is essentially a general matrix-vector multi-

plication (GEMV) kernel. As it is easy to obtain close to theoretical speedups even with

a straightforward GEMV implementation, we use it for our dense binarized reference [59].

Activations and weights are packed into binarized vectors which size is a multiple of 32 or

64, depending on the bitwidth of the processor used. In all subsequent sections we assume
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a 32-bit pack width. The exact alignment to the multiple of 32 is not necessary and could

be handled by masking and adjusting the last pack to arbitrary size. However, for common

network topologies, like the one presented in this work, layer sizes are generally a multiple of

32. We use the outputs/kernels as an outer loop, and input packs as an inner loop, as shown

in Algorithm 2.3 for 32-bit packs. After all popcounts for a given output are completed,

the result needs to be adjusted. This is because the popcount result is the number of ones,

whereas the actual result is the number of ones minus the number of zeroes, since zeroes

represent -1. The advantage of using outputs as an outer loop is that only one output is

accumulated to at a time, and its partial result can be kept locally. On the other hand,

it can make input reuse in caches harder. However, binarized input vectors are usually in

the order of few hundred bytes, meaning even the smallest caches can fully fit them. After

a single output is computed, we then perform on-the-fly binarization, to pack outputs into

vectors for the next layer, as shown in Algorithm 2.3.

1 # For every output pack

2 for no = 0 to NO/32-1

3 # For every output in a pack

4 oPack = 0

5 for pCnt = 0 to 32-1

6 output = 0

7 # For every input

8 for ni = 0 to NI/32-1

9 # XNOR multiplication

10 mult = xnor(inputs[ni],weights[no*NI+ni])

11 # Popcount accumulation

12 output += popcount(mult)

13 # Correct output value

14 output = output -(NI*32- output)

15 # Binarize

16 output = output >= 0

17 # Shift and pack
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18 oPack |= output << (31-pCnt)

19 outputs[no] = oPack

Algorithm 2.3: Pseudocode showing dense FC layer processing.

For 3PXNets, we only store active (non-zero) weights. We constrain pruning such that

every kernel has the same number of non-zero weight packs, NP . We did not enforce this

constraint initially, but we found that introducing it does not hurt accuracy. Models trained

with the same size of sparse kernels sizes never have more than 0.5% lower accuracy than

models without that constraint. Additionally, it enables a further reduction in indexing

overhead, by not storing row extents of the CSR format. For example, for MLP-L with high

sparsity we can achieve up to 50% reduction in indexing storage and 16.7% overall. We call

those active packs. Because we know the number of packs for each neuron, only one index

per pack needs to be stored, making it more efficient than e.g., the CSR format. We use

8-bit indices, which support layers of up to 8192 activations. A simplified representation of

weight and index storage for 3PXNet FC layers is shown in Figure 2.6. The loop ordering

is the same as for dense implementation, but the inner loop iterates only through the active

packs instead of all inputs, as shown in Algorithm 2.4. Both the dense and 3PXNet FC layer

implementations have versions with and without output binarization, the latter used for the

final classifier layer.

1 # For every output pack

2 for no = 0 to NO/32-1

3 oPack = 0

4 # For every output in a pack

5 for pCnt = 0 to 32-1

6 output = 0

7 # For all active packs

8 for np = 0 to NP -1

9 # Fetch correct input pack

10 input = inputs[indcs[no*NP+np]]
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Figure 2.6: 256x4 fully-connected layer weight and index storage with 75% sparsity (NP=2x

32-bit packs per output).

11 # XNOR multiplication

12 mult = xnor(input ,weights[no*NP+np])

13 # Popcount accumulation

14 output += popcount(mult)

15 # Correct output value

16 output = output -(NP*32- output)

17 # Rest as in Alg 2.1

Algorithm 2.4: Pseudocode showing 3PXNet fully-connected layer processing.

2.3.2 Convolutional Layers

Convolutional layers can be unrolled into matrix-matrix multiplication, as proposed by Chel-

lapilla et al. [147], which makes it possible to compute them in the same way as FC layers.

However, the overhead of unrolling into matrix form in binarized implementations offsets the

arithmetic speedup [61]. To address that, we implement dense convolutional layers directly

using the PressedConv approach proposed by Hu et al.[61]. We capitalize on the fact that

most convolutional layer activations have a depth (Z) which is a multiple of 32 and organize

our data using depth as the innermost dimension for both activations and kernels. Because
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of that, we can easily pack the activations and kernel weights in vectors of 32, irrespective

of X and Y dimensions, which can have arbitrary values depending on the network. This is

schematically shown, for a Y = 3, X = 3, Z = 32 kernel, in Figure 2.7. When implementing

convolutional layers, loop ordering plays a particularly important role. There are at mini-

mum 6 loops: output height (OY ), output width (OX), output depth (KN), kernel height

(KY ), kernel width (KX), and kernel depth (KZ). For dense XNOR implementation, we

use OY −OX−KN−KY −KX−KZ ordering, as shown in Algorithm 2.5. The kernel (KN)

loop is split into two loops to facilitate packing, similar to the output loop in fully-connected

layers. The advantage of this ordering is that it provides good locality on both activations

and outputs. Figure 2.8 shows a comparison of speedups for a few different VGG-16D [1]

for dense and 3PXNet with the kernel as an outer (K − Y X) and inner (Y X − K) loop,

normalized to dense K − Y X. Using kernel as an inner dimension results in 8% geomean

speedup.

KY

=

3

KX=3

KZ=32

Kernel

weights[0] y=0, x=0, z=0-31
weights[1]

y=0, x=0, z=0-31
y=0, x=1, z=0-31

weights[2]
y=0, x=1, z=0-31
y=0, x=2, z=0-31

weights[3]
y=0, x=2, z=0-31
y=1, x=0, z=0-31

...
weights[8]

...
y=2, x=2, z=0-31

Figure 2.7: 3x3x32 kernel packed into depth-first binarized vectors.

1 # For every output row

2 for oy = 0 to OY -1

3 # For every output column

4 for ox = 0 to OX -1

5 # For every kernel packet

6 for kn = 0 to (KN/32) -1
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Figure 2.8: Dense and 3PXNet (93.75% sparsity) speedups for kernel as an outer (K-YX)

and inner (YX-K) loop for different VGG-16D [1] layers, normalized to dense K-YX.

7 # For every kernel in a packet

8 for ks = 0 to 32-1

9 # For every kernel row

10 for ky = 0 to KY -1

11 # For every kernel column

12 for kx = 0 to KX -1

13 # For every pack

14 for kz = 0 to KZ/32-1

15 # XNOR multiplication

16 # Popcount accumulation

17 # Output correction

18 # Packing

Algorithm 2.5: Pseudocode showing dense conv layer loop ordering.

Similarly to FC layers, for 3PXNets, we only store the non-zero weight packs and their

corresponding indices. We also constrain each kernel to have the same number (KL) of

active packs to simplify indexing. This is shown schematically in Figure 2.9, for a kernel

with KY = 3, KX = 3, KZ = 32, and KL = 3 active packs. We only use one index per

pack, which combines information on all three dimensions, compressing index storage by a
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factor of 3. It comes at a cost to runtime, as indices need to be decoded for every kernel.

KX=3
KZ=32

Kernel

weights[0] y=0, x=1, z=0-31
weights[1]

y=0, x=1, z=0-31
y=1, x=0, z=0-31

weights[2]
y=1, x=0, z=0-31
y=2, x=1, z=0-31

indcs[0] = (y*KX*KZ + x*KZ + z)/32 = 

                    (0*3*32 + 1*32 + 0)/32 = 1

indcs[1] = (1*3*32 + 0*32 + 0)/32 = 3

indcs[2] = (2*3*32 + 1*32 + 0)/32 = 7

KY

=

3

KL = 3

Figure 2.9: 3x3x32 Convolution kernel weight packs and indices with KL=3 active packs.

For 3PXNet convolutional layers, we change the loop order compared to the dense im-

plementation. As shown in Figure 2.6, for 3PXNet, using kernel as an outer dimension is

faster. This is because it amortizes the cost of fetching and decoding indices - this way it

only needs to be done once per kernel. The downside of this approach is reduced output

locality. Therefore we use kernels (KN) as an outer loop, as shown in Algorithm 2.6.

1 # For every kernel packet

2 for k = 0 to (KN/32) -1

3 # For every kernel in a packet

4 for ks = 0 to 32-1

5 # Decode indices

6 # For every output row

7 for oy = 0 to OY -1

8 # For every output column

9 for ox = 0 to OX -1

10 # For every active pack

11 for kl = 0 to KL -1

12 # XNOR multiplication

13 # Popcount accumulation

14 # Output correction
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15 # Packing

Algorithm 2.6: Pseudocode showing 3PXNet conv layer loop ordering.

For padding support, to further reduce storage requirements for intermediate activations,

we opt against storing padded regions explicitly in memory, as they don’t contribute to out-

put values. We detect multiplications that fall under the padded regions and skip related

computation. This approach is possible because convolution is done depth-first in packs of

32 or 64 values and each pack falls completely inside or outside the padded region. Skipping

decision is therefore made on a single pack granularity. Other binarized works have proposed

doing padding computation explicitly, through -1 or +1 padding, without significantly affect-

ing accuracy [48, 50] albeit with increased storage and runtime. For example, using explicit

padding in convolutional layers of CNN Large, listed in Table 2.3, adds between 12.8% and

56.3% additional activation storage and increases computation by 4.1% to 31.9%, depending

on the layer. Because padding is only ever applied in X and Y dimensions and packing is

done along the depth, every pack is either completely in the padding region or not. Since

this approach makes computation irregular, potentially worsening runtime, we further split

activations into five regions where the middle one can be computed without padding-related

overheads, and the ”halo” regions use computation skip, as shown in Figure 2.10.

2.3.3 Fused kernels

Because we are targeting resource-constrained embedded devices, we want to limit inter-

mediate storage used during the computation. In XNOR Networks, outputs of a given

fully-connected or convolutional layers are generally passed through pooling or batch nor-

malization layers before they can be binarized [27, 143], meaning that intermediate results

need to be stored in full precision. To alleviate this issue, we use fused kernels, similar to

McDanel et al. [63]. Operations following fully-connected and convolutional layers, such as

pooling and batch normalization, are performed on-the-fly for each output. Specifically, they

32



Act

PD+

KY-1

X+2PD

Padding

Center

Top

Bottom

L
e

ft

R
ig

h
t

PD+

KX-1

Y+

2PD

Y-

2KY

+2

X-2KX+2

Figure 2.10: Convolution splitting into padded and non-padded regions for efficient compu-

tation.

are implemented as follows:

• Max pooling layers - to enable on-the-fly pooling, we process the outputs of convolu-

tional layers in groups matching the pooling patch size. For each patch, we keep a

running maximum updated as outputs are calculated.

• Batch normalization and binarization - Umuroglu et al.[47] observed that in binarized

networks, batch normalization followed by binarization can be reduced to a thresh-

olding operation followed by a conditional sign change. By using this approach only

one floating-point parameter needs to be stored per kernel. Signs can be stored in

binary-packed format and applied in batches using bitwise XNOR operations.

The idea behind fused kernels and threshold Batch Normalization is shown in Figure

2.11.

2.3.4 ARM NEON Support

For devices with ARM Cortex-A processors, like Raspberry Pi, we utilize NEON SIMD

extension [148] to leverage hardware popcount support. Since our NEON-optimized functions
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Figure 2.11: A 2x2 fused Max Pooling followed by threshold Batch Normalization.

use double- and quad-word (64- and 128-bit) support, we restrict sparsity to have a number

of 32-bit packs that is a multiple of 2 or 4 for every kernel. Special care needs to be taken

with padding in sparse convolutional layers, where within a single 64-/128-bit block, some

packs may be within the padded region, while others are not. There is no easy way of

skipping computation in that case, so we mask multiplication results that fall under the

padding region. We use masking operations before popcounts to correct for that.

2.3.5 Binarization of the First Layer

In the case of image processing, usually, the only layer with a depth that is not a multiple of

32 is the first one, which makes it problematic to implement using depth-first convolutions.

However, binarized implementations generally compute the first layer using full precision

activations and binary weights to retain accuracy [141]. MLPs are used for MNIST, which is

almost black and white, so we binarize the inputs and keep the first layers as XNOR layers.

For CNNs, we refrain from sparsifying the first layer due to limited storage benefits.

2.4 Experimental Setup

Hardware and software platforms, benchmark datasets, and neural network architectures we

use for our experiments are outlined below.
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2.4.1 Platforms

We test our implementation on three different embedded development platforms from the

STM Nucleo family [149] and a Raspberry Pi, with the configurations shown in Table 2.1.

Our implementation is written in C and compiled with ARMCC version 5.06 for Nucleo

devices, and GCC version 5.4 for Raspberry Pi, with -03 compiler optimizations enabled.

For Cortex-M7 and M3 devices (”NUC Large” and ”NUC Medium”), we use the built-in

cycle counter to measure execution time over ten runs for each network [150]. For Cortex-M0

(”NUC Small”), we use the SysTick counter with a period of 1ms over 100 runs [151]. For

Raspberry Pi, we use C library routines to measure execution time over 100 runs. We use

an off-the-shelf USB power meter with two decimal digit precision to perform rough power

measurements for each board.

2.4.2 Benchmarks

We evaluate our approach using two fully-connected networks (MLP) and a small convo-

lutional neural network (CNN) on MNIST dataset, and two convolutional neural networks

on CIFAR-10 and SVHN dataset as shown in Table 2.3. All datasets are image classifi-

cation datasets with ten classes. MLP-Large (MLP-L) and CNN-Large (CNN-L) are used

in [141]. CNN-Medium (CNN-M) uses the same convolutional layers as CNN-L but only

has one fully-connected layer. CNN-Small (CNN-S) is a modified version of LeNet in [152],

and MLP-Small (MLP-S) is a minimally sized MLP with one hidden layer. We also tested

the same CNN-M for Google Speech Command dataset [145]. Networks are trained with

PyTorch 0.4.1 [142]. All models are trained on the training set provided, and accuracies are

measured on the testing sets. We used Adam optimizer [153] for training, with batch size of

256 and initial learning rate of 0.001.

35



2.4.3 Baseline

On Nucleo boards, we use the ARM CMSIS-NN [95], version 5.3.0, optimized for Cortex-M

processors. CMSIS-NN uses a DSP extension present M7 processor for SIMD multiplication

and accumulation. On Raspberry Pi, we use Arm Compute Library [154], version 18.03, with

NEON extension enabled, -O3 compiler optimizations, no batching, and no multithreading

for a fair comparison with 3PXNet. For both CMSIS-NN and Compute Library, we use 8-

bit precision: q7 t and QS8 datatypes, respectively. The first layer in CNNs is implemented

using CMSIS-NN/CL routines with binarization overhead since they are not packed and

sparsified. We tried comparing two existing dense binarized implementations: BMXNet

[59] and EBNN [63]. Unfortunately, we were not able to extract and compile underlying C

implementations for BMXNet, and the eBNN runtimes we obtained were worse than CMSIS-

NN 8-bit precision1, therefore we refrain from reporting them. All results are generated for

a batch size of B = 1. Larger batch sizes increase storage requirements and can make the

models even more prohibitive to deploy on resource-constrained devices.

2.5 Results and Discussion

We discuss results for 3PXNet accuracy separately from performance, as only the latter

depends on the hardware platform.

2.5.1 Accuracy & Model Size

Figure 2.12 compares accuracy vs. model size of 3PXNet to a dense binarized network eBNN

[63]. 3PXNet achieves up to 4X (2.5X) reduction in MLP (CNN) model size with the same

or better accuracy than eBNN. While both implementations use quantization, for eBNN,

1eBNN was ∼ 8X and > 80X slower than our dense implementation for FC and CNN layers respectively,
which we believe is partially because it uses 8-bit packs for higher flexibility, but lower computational
efficiency, and using floating-point accumulation.
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additional size compression comes from tweaking the network structure itself, whereas for

us, it comes from pruning. In this work, we only explore the interaction binarization and

pruning, but we plan to extend our approach to also optimize across the network structure

itself.

80%

90%

100%

1 4 16 64 256

A
cc

u
ra

cy

Memory (KB)

MLP-L+S CNN-S eBNN MLP eBNN CNN

XNOR MLP-S XNOR CNN-S

Figure 2.12: Accuracy vs. Memory tradeoff compared to eBNN and dense XNOR.

Training results are shown in Table 2.4. Each network is trained with two sparsity levels,

and the size of the network is shown in parenthesis next to accuracy. For most models, the

3PXNetlow has target sparsity of 90%, while 3PXNethigh is targeting 95%. For MLP-L on

MNIST, 3PXNetlow has target sparsity of 95%, while 3PXNethigh is targeting 99%. Output

layers of CNN-M and CNN-L are kept at 50% sparsity due to their negligible impact on

storage and computation. Because we are not pruning entire neurons, batch normalization

layers are also not pruned. Since these constant-sized layers take up a varied proportion of

the entire model and do not decrease in size with higher sparsity, the actual compression

rate varies a lot across models, and we think it is more clear to list the actual sizes of the

models, which are shown in parenthesis next to accuracy numbers. For binary/3PXNet

implementations, weights are binary or ternary depending on the sparsity of a layer, and

activations are all binary except for inputs to the first layer in CNNs. While for some of the

networks, there is a noticeable drop in accuracy when comparing 8-bit with 3PXNet, as in

the case of MLP-S on MNIST and networks on CIFAR-10, we argue that the main benefit of
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3PXnet is enabling deploying some of those models on heavily memory constrained devices,

which would not be possible with 8-bit and, in some cases, even dense binary. As shown in

Table 2.5 and 2.6, binarization enables implementation of the network in 3 cases, and 3PXNet

enables another 2. When the model loses noticeable accuracy when binarized, it tends to

lose more when pruned. Accuracy loss can be mitigated by using more permutations per

layer in addition to the ”free” one or using smaller pack sizes like 8. For MLP-S on MNIST,

reducing pack size to 16 and 8 for ”3PXNetlow” increases accuracy to 88.42% and 90.09%,

respectively. The added indexing storage and runtime overhead are usually not a good trade-

off when naively using packs of size smaller than 32, but we plan on exploring more efficient

implementations of such networks in the future.

Table 2.4: Accuracy and network size (KB, in brackets) comparison.

Dataset MNIST CIFAR-10 SVHN Speech

Model MLP-L MLP-S CNN-S CNN-L CNN-M CNN-L CNN-M CNN-M

8-bit 98.67% (36.9k) 98.28% (102) 99.42% (32.7) 92.52% (14.1k) 92.51% (4.69k) 95.65% (14.1k) 95.15% (4.69k) 97.87% (4.70k)

XNOR 98.40% (4.64k) 93.15% (13.1) 97.83% (4.46) 89.07% (1.80k) 88.29% (592) 95.03% (1.80k) 95.00% (592) 96.64% (591)

3PXNetlow 98.37% (421) 90.35% (3.96) 96.60% (1.66) 84.74% (257) 82.49% (98.8) 93.51% (257) 92.57% (98.8) 94.32% (97.6)

3PXNethigh 96.58% (120) 87.93% (2.08) 96.27% (1.46) 81.40% (143) 78.28% (61.7) 92.25% (143) 90.61% (61.7) 92.81% (60.5)

Network pruning can also be performed on higher precision models, so we compared our

performance to magnitude-based weight pruning [82]. Apart from the processing difficulties

resulting from irregular sparsity, the index of each active weight also needs to be stored.

Since the size of a filter can easily surpass 255, which is the limit of 8-bit indexing, we

used 16 bits for each index, but Figure 2.13 shows the accuracy comparison between sparse

8-bit networks and binarized networks. For MNIST, sparse 8-bit networks have a worse

accuracy-size trade-off compared to dense binarized networks, let alone the sparse ones. For

CIFAR-10, sparse 8-bit networks have higher accuracy for the same size compared to dense

binarized networks but are worse than 3PXNet implementations. To achieve the model size

of binarized networks, an 8-bit fixed-point network requires very high sparsity, particularly
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due to the indexing required and loses too many connections to sustain accuracy. Methods

to reduce indexing overhead for fixed-point networks are proposed in [21] but are mostly

limited to the packing of 2, so the conclusion doesn’t change. Under the size constraints

of very small microcontrollers, 3PXNet offers better accuracy-size trade-offs, even when not

accounting for the benefits in processing efficiency our structured pruning method brings.

2.5.2 Performance & Energy

Runtime and energy results for 8-bit, XNOR, and 3PXNet are shown in Tables 2.5 and

2.6 for MNIST and CIFAR-10/SVHN/Google Speech Command, respectively. We report

only one result for CIFAR-10, SVHN, and Speech Command. The first two have the same

network structure, which yields the same runtime. For Google Speech Command, only the

first and the last layers are different, and runtime differences are so small (¡5%) we opt not

to report them separately. For the MLP-S 3PXNet shows between 10.7x and 25.2x runtime

improvement over CMSIS-NN, and 1.8x to 3x over Dense XNOR implementation. MLP-L

can fit the NUC Large only after binarizing and sparsifying the network. On Raspberry Pi,

the speedups obtained for both MLP-S and MLP-L are much higher than expected (76x-

400x). For the former, the model is so compact that overheads like memory management limit

the performance of 8-bit (ARM CL) implementation. For MLP-L, which has a model size

in tens of MBs, the large latency might be caused by memory bandwidth limitations. This

result means that dense and sparse binary implementations can provide speedups beyond 8x

(vs. 8-bit binary) on memory bandwidth-constrained models and architectures.

On CNN-S, 3PXNets show between 2x and 2.6x improvement over 8-bit implementations,

and between 1.06X and 2.7x improvement over dense XNOR, on Nucleo platforms, for low

and high sparsity, respectively. On Raspberry Pi, the speedups are 2.6x and 2.8x versus

8-bit, and 1.5x and 1.6x versus dense binary. 3PXNet CNN-M is 2.2x and 2.7x faster than

dense binary, on the largest Nucleo device, where the 8-bit model cannot fit altogether. On

Raspberry Pi, 3PXNet achieves a 7.4-10.4x speedup vs. ARM CL and a 2-2.75x speedup
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Figure 2.13: Accuracy comparison between sparse 8-bit network and 3PXNet, for MNIST

(a) and CIFAR-10 (b).
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over dense binary. Energy reduction is proportional to runtime, which means 3PXNets could

greatly extend the battery life of edge devices.

A few factors limit achievable speedups, for both dense networks and 3PXNets. First is

the lack of hardware popcount support on Cortex-M processors, which is the case for most

embedded microcontrollers. Even heavily optimized software implementation, which we use,

is quite inefficient [155]. On the small MLP, especially sparse versions, pure XNOR speedups

are further limited by overhead of input binarization and batch normalization, particularly on

NUC Medium and Small platforms, which don’t have hardware floating point units (FPUs).

We plan on exploring fixed-point batch normalization in the future to alleviate that. CNN

speedups are heavily limited by the binary-weight first layer, especially for CNN-S, e.g.,

dense XNOR on ”NUC Large” spends 54% of total runtime in the first layer, whereas for

3PXNethigh that number reaches 92%. In principle, binary-weight layers have an advantage

over full-precision ones because multiplication can be removed with an up/down counter.

However, this comes at a cost of introducing data-dependent conditional statements, which

are potentially worse than actual multiplication. An alternative is to preserve multiplication

and compressed weights, which achieves storage reduction at a very small cost to runtime due

to weight unpacking overhead. We plan on implementing more efficient BWN layers in future

work. Finally, 3PXNet performance improvements over dense XNOR implementations are

limited by indexing-related overheads.

Table 2.5: Runtime (ms) and energy (mJ, in brackets) for MNIST networks. A dash indicates

a given model could not fit in memory.
MLP-S MLP-L CNN-S

8bit XNOR 3PXNlow 3PXNethigh 8bit XNOR 3PXNetlow 3PXNethigh 8bit XNOR 3PXNetlow 3PXNethigh

RPi 2 (9.5) ≈5e-3 (0.02) ≈5e-3 (0.02) ≈5e-3 (0.02) 191.3 (908) 4.9 (23.2) 2.5 (11.8) 0.41 (1.9) 12.4 (58.9) 7 (33) 4.8 (23) 4.5 (21)

NUC Large 1.83 (2.03) 0.37 (0.41) 0.17 (0.19) 0.14 (0.15) — — 10.1 (11.2) 3.97 (4.41) 47.4 (52.6) 34.09 (37.8) 23.4 (26) 23.2 (25.7)

NUC Medium 19.9 (8) 2.4 (0.9) 1.05 (0.4) 0.79 (0.3) — — — — 1733 (693) 731.2 (292) 676.8 (271) 673.3 (269)

NUC Small — 2.9 (0.7) 1.6 (0.4) 1.3 (0.3) — — — — — 1176 (294) 1109 (275) 1102 (277)
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Table 2.6: Runtime (ms) and energy (mJ, in brackets) for CIFAR-10/SVHN/Speech net-

works. A dash indicates a given model could not fit in memory.

CNN-M CNN-L

8bit XNOR 3PXNetlow 3PXNhigh 8bit XNOR 3PXNetlow 3PXNethigh

RPi 551 (2.6k) 146 (700) 74 (350) 53 (250) 638 (3k) 154 (730) 75 (350) 54 (250)

NUC Large — 3625 (4k) 1630 (1.8k) 1346 (1.5k) — — 1632 (1.8k) 1347 (1.5k)

2.6 Distinction between 3PXNet and Ternary Networks

Traditional implementations of ternary networks, which restrict values to -1, 0, and +1,

can be considered binary-sparse, like 3PXNet. However, they store numbers in 2-bit for-

mat and don’t skip computation, which makes it impossible to capitalize on the benefits

of either binarization (XNOR multiplication), or sparsity (storage and computation reduc-

tion) [40, 156, 157, 158, 159, 160, 161]. Thus we would like to differentiate between explic-

itly Ternary Networks, using 2-bit representation, and Binary-Sparse Networks, leveraging

XNOR multiplication and size compression, like ours. As an example of the latter, Lin et

al. [162], exploited Singular Value Decomposition to reduce kernel sizes in BNNs. Cer-

tain software and hardware implementations rely on operand-gating XNOR multiplication

[163, 164], however they still require 2-bits of information per weight: value and mask. Li

and Ren [165] decomposed first-layer activations into ”bit-slices” and explore pruning op-

portunities in those, but their scheme does not extend over the whole network. Faraone et

al. [23] have discussed implications of exploiting sparsity in binarized FPGA accelerators,

but not software ones.

2.7 Conclusion

We have developed the first software implementation and corresponding training methodolo-

gies for sparse binarized networks or 3PXNets. 3PXNets can deliver up to 300x (38x) smaller

model sizes compared to 8-bit fixed point (dense binarized) networks allowing us to fit com-
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plex deep learning models on smallest microcontrollers for the first time. Even in smaller

models that can fit with conventional approaches, 3PXNets achieve up to 25x improvement

in runtime and energy. We show multiple sub-ms and sub-mJ models on commodity low-end

microcontrollers, which would not be possible without 3PXNet. We release 3PXNet as an

open-source library targeting machine learning at the edge.
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CHAPTER 3

ACOUSTIC - Accelerator Built on Randomness

High demand for edge machine learning inference is leaving resource-constrained devices

struggling to cope with large and computationally complex models. Software implementa-

tions, like the one described in Chapter 2, while useful, cannot overcome the fundamental

limitations of the underlying hardware. Even the increasingly frequent use of domain-specific

acceleration cannot offset their limitations. However, there is enormous potential in exploit-

ing data reuse opportunities and amenability to reduced precision as a means to improve

performance on such devices. This potential has been left mostly untapped, as it requires

a level of compute density unattainable for conventional fixed-point arithmetic. Stochastic

Computing, an approximate computing paradigm, would be capable of delivering such den-

sities if it was not for multiple underlying precision issues. In this work, we present ACOUS-

TIC: a framework for training and architecture design, offering scalable, fully-stochastic,

high-density CNN inference. By taking full advantage of SC compute density, ACOUS-

TIC architecture delivers server-class parallelism within a mobile area and power budget -

a 12mm2 accelerator can be as much as 38.7x more energy-efficient and 72.5x faster than

conventional fixed-point accelerators. It can also have up to 79.6x lower energy consump-

tion than state-of-the-art stochastic accelerators. At the lower end, ACOUSTIC achieves

8x-120x inference throughput improvement with similar energy and area when compared to

recent mixed-signal and neuromorphic accelerators. ACOUSTIC can also take advantage of

runtime-configurable precision at minimal hardware cost, enabling tradeoffs between latency

and accuracy - something which is impossible for conventional fixed-point architectures.

To prove the feasibility of our approach, we show both FPGA and ASIC implementations
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of a lower-end ACOUSTIC configuration, with performance competitive with much more

resource-heavy architectures.

Collaborators:

• Tianmu Li, Electrical and Computer Engineering, UCLA.

• Rahul Garg, then Electrical and Computer Engineering, UCLA.

• Tristan Melton, Electrical and Computer Engineering, UCLA.

• Professor Sudhakar Pamarti, Electrical and Computer Engineering, UCLA.

• Professor Puneet Gupta, Electrical and Computer Engineering, UCLA.

3.1 Introduction

Rapidly growing demand for deep learning algorithms, coupled with their immense com-

putational and memory requirements, has made them an enticing target for custom-built

accelerators [29, 2, 15, 166, 90, 14, 167, 26]. Energy and area optimization of these accel-

erators is especially crucial for resource-constrained edge devices, which are taking on an

increasing share of inference workloads due to privacy, energy, and latency concerns. One of

the notable contributions towards making deep learning accelerators more efficient was the

realization that reducing the precision of underlying computation incurs very little to no accu-

racy degradation [168, 141, 37, 19, 169] when we train these networks appropriately. Another

was recognizing vast data reuse opportunities present, particularly in convolutional neural

networks (CNNs), and devising dataflows that take the best advantage of those [13, 130].

Both low precision and data reuse are crucial for reducing the number of memory accesses,

on- and off-chip, which are the critical contributors to overall system energy consumption

[12].

The above realization has paved the way for the renaissance of stochastic computing, or
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SC for short. It is a number representation system half a century old that has long been

abandoned by mainstream research due to its inherent approximation issues [100]. While

it may never be suitable for applications that require floating-point precision, it is excep-

tionally competitive for sub-8-bit fixed-point numbers [170]. Coupled with the unparalleled

levels of compute density it provides, SC can be an excellent candidate for convolutional neu-

ral network (CNN) acceleration, a realization that spawned multiple works in recent years

[171, 106, 172, 166, 105]. However, researchers have not been able to harness the full ben-

efits of SC. Specific issues, like accuracy degradation when performing addition, force early

conversion or even abandoning stochastic accumulation altogether, reducing SC domain to

just multiplication [171, 106, 172]. Further, most prior SC works develop network-specific

ASICs (e.g., [106]) rather than programmable accelerators.

This Chapter presents ACOUSTIC - Accelerating Convolutional neural networks through

Or-Unipolar Skipped sTochastIc Computing, a scalable, programmable, and fully-stochastic

CNN accelerator framework. ACOUSTIC integrates multiple algorithm and architecture

optimizations that allow us to harness the full benefits of SC:

• Optimization of SC primitives for deep neural networks. We develop a spa-

tially or temporally processed split-unipolar stochastic representation that enables 2X+

shorter streams while retaining the bipolar capability of representing both positive and

negative weight values required for neural network inference. Second, we enable prac-

tical stochastic accumulation through the use of OR-based accumulation, which has

unique scale-free saturating addition properties with unipolar SC streams critical for

deep neural networks with extensive accumulations. OR-based accumulation can re-

duce MAC size by 4X-20X or more compared to fixed-point accumulators used by most

existing SC approaches while retaining comparable accuracy.

• Computation skipping method for stochastic average pooling that can deliver

latency and energy reduction proportional to the size of the pooling window (4X-9X)
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on the convolutional layer itself. Computation skipping is made possible through fully-

stochastic accumulation.

• A scalable, configurable, fully-stochastic convolutional neural network ac-

celerator architecture built to harness SC compute density to maximize activation

and weight reuse while minimizing or completely removing partial sums to reduce con-

version overheads and the number of memory accesses required. The compact size of

our MAC enables levels of compute density unachievable for other SC accelerators, not

to mention fixed-point binary ones.

• Training optimization, which allows it to adapt to the characteristics of SC computa-

tion. Through modifications to the accumulation kernel and noise injection, stochastic

OR-based addition can be used without significant accuracy loss, something that was

deemed impossible in previous works. Furthermore, this allows us to improve the scal-

ability of training of networks for SC accelerators improving the training runtime by

orders of magnitude.

• Hardware support for runtime-configurable accuracy and latency trade-

offs. Through minimal hardware overheads, our architecture can support configurable

stream lengths on a layer-by-layer basis.

• FPGA and ASIC performance evaluations. We show actual results on a synthe-

sized RTL code running on the AVNET ULTRA96-V2 platform, as well as a taped-out

14nm custom chip, proving the feasibility of our design.
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3.2 ACOUSTIC Optimizations for DNNs

3.2.1 Split-Unipolar Representation

To capitalize on both shorter streams offered by unipolar representation, as well as the

ability to represent negative weights, we propose the split-unipolar representation. It uses

two streams to represent each weight, one for the positive and one for the negative component.

For a positive weight value, its corresponding negative stream is 0, and vice-versa. Because

activations (inputs) of a neural network layer are typically non-negative due to the ReLU

activation function [79, 30, 1] in the previous layer, they can be represented using only a

single positive stream. The activation streams are multiplied and accumulated separately

with positive and negative weight components using up counters, whose values are then

subtracted from each other to obtain the final result. Since the counter output is in the

fixed-point binary domain, ReLU activation is easily implemented as a bitwise AND of the

inverted sign with every other bit. There are two ways in which this method can be realized

in hardware - using spatial or temporal unrolling, as shown in Figure 3.1a).

Spatial unrolling doubles the compute arrays, and shares both weights and activations

between them. Weights to one of the arrays are masked using their sign, and weights to

the other are masked using the inverse of the sign. Each array has its output counters, and

corresponding results from both arrays need to be subtracted. While this results in overall

50% utilization, increasing it for any arbitrary network is non-trivial, since the positive and

negative weight distribution is not known a priori. A simple example of spatially unrolled

split-unipolar computation is shown in Figure 3.1c). A similar idea has been recently, inde-

pendently proposed by [110], however, it requires knowing the positive/negative distribution

of weights a priori.

Temporal unrolling achieves the same result with a single MAC array, where computation

happens in two phases. In the first phase, all negative weights, and by extension their

respective multipliers, are gated using their sign. This means only results corresponding to
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positive weights are accumulated, and the output counters count up. In the second phase, the

mask is inverted, only negative weights contribute to the outputs, and counters count down.

Supporting temporal split-unipolar representation requires only a couple of additional gates

per SNG and replacing regular up-counters (CNT) with up/down counters (U/D CNT). A

simple example of a 2-wide MAC with one positive and one negative weight, and stream

length of 8 is shown in Figure 3.1b).
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Figure 3.1: Circuit level support for unipolar, temporal split-unipolar, and spatial split-u-

nipolar representations (a) and an example of 2-wide split-unipolar MAC temporarily- (b)

and spatially-unrolled c).

3.2.2 OR-based Scaling-Free Accumulation

As mentioned in Section 1.2.2, OR accumulation has been largely disregarded by prior work

due to its inherent inaccuracy for bipolar streams. Since the use of split-unipolar repre-

sentation eliminates the need for bipolar streams, we decided to revisit OR-based addi-

tion. Figure 3.2a) shows the accuracy comparison between MUX and OR for accumulating

3 × 3 × 256 = 2304 random numbers. Since neural networks generally require large matrix

multiplications that have extensive additions, MUX is not suitable for compact SC addition

due to its high absolute error at even moderately long bitstream lengths. As mentioned

earlier, using fixed-point binary adders is undesirable due to a large area overhead.
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Figure 3.2: Accuracy comparison between MUX and OR a) and comparison of approximation

methods for OR accumulation b).

Though OR accumulation has a systematic error, it is well-defined and, therefore, can

be taken into account by replacing all additions with OR-addition during the training of a

neural network. It requires multiplications in the neural network to be performed explicitly

while training, and also slows down addition during both forward and backward pass (∼15X

longer training runtime). To speed up training, we approximate the effect of OR addition

using the following function:

OR(a1, a2, ..., an) ≈ 1 − e−s (3.1)

Where s is the sum of inputs. This equation approximates OR-addition by adding an

activation function after the normal network layer. To show the validity of this approach, we

extracted runtime results from training with OR-addition, with shown in Figure 3.2b). OR-

additions have minimal variations during run time, and the proposed method provides a good

approximation across the entire range. Using OR accumulation for the output layer slows

down training due to the limited range. To offset this effect, we add a batch normalization

layer after the output layer to be computed by the host. Since it is done only after the

final layer, it does not require offloading intermediate results, which would have a significant

impact on runtime.
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3.2.3 Computation Skipping using Stochastic Average Pooling

While multiplexer-based average pooling has been used in prior SC work [173, 105], to the

best of our knowledge, we are the first to exploit its unique properties to perform computation

skipping. The average pooling multiplexer selects inputs based on a random select signal,

same as scaled addition. To get the required output value, the select signal does not need to

be random as long as the inputs are random and independent from each other. Since we know

the bits the multiplexer ”chooses” a priori, we can skip computation for all other inputs’ bits.

Instead of passing multiple streams through the pooling multiplexer, we concatenate shorter

streams, either in the stochastic or fixed-point binary domain. This allows us to reduce

the computation required by the convolutional layer preceding a pooling operator by 4x to

9x, depending on the pooling window size. The area overhead of supporting computation

skipping is minimal - it increases the size of an individual activation counter by 2.7% to

8.7%, depending on the pooling window size, which is < 1% of the overall accelerator area.

The issue with the computation skipping scheme is that the results are correlated, thus

necessitating the randomization of outputs. However, ACOUSTIC architecture converts the

streams to binary after each layer, removing the correlation problem.

Of course, the accuracy reduction of using average pooling needs to be addressed. Table

3.1 shows the accuracy comparison between average and more commonly used max pooling

methods for two models and datasets. We used the pre-trained models from PyTorch [142]

for max pooling, then replaced pooling layers with average pooling and retrained the models.

We believe this small accuracy increase does not justify the area and power penalty incurred

by using max pooling, especially when factoring in the benefits offered by computation

skipping.

3.3 ACOUSTIC Architecture

In this section, we motivate and develop the ACOUSTIC accelerator architecture.
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Table 3.1: Accuracy comparison between different pooling methods.

Network Dataset Max Pooling Average Pooling

Small CNN [95] CIFAR-10 [174] 80.61% 80.53%

AlexNet [27] ImageNet [28] 79.09% 78.87%

3.3.1 Understanding SC Benefits

While the prospect of implementing a multiplier using a single gate might seem area, and

energy-efficient, it is far from the complete picture. Stochastic streams can require orders

of magnitude more bits than equivalent fixed-point representations, which has a profound

impact on energy and latency of the computation. Further, that length makes it prohibitively

expensive to store values in their stream representation. This forces conversion to and from

fixed-point domain when storing and reading values from memory, respectively. All of the

above needs to be considered when evaluating area, energy, and latency cost of SC-based

computation. At the same time, the impact of conversion can be reduced through data reuse,

which also needs to be considered. To calculate the actual per-MAC cost, we have synthesized

individual blocks: 8-bit fixed-point binary and stochastic MACs, 8-bit registers, and LFSR-

based SNG using a commerical 28nm library and Synopsys Design Compiler synthesis tool.

We assumed that RNGs are shared among multiple SNGs, which is a common approach to

amortize their cost [175, 108].

For Stochastic Computing based MACs, we consider two types of reuse. First is the

output reuse, which amortizes stochastic-to-fixed-point (SC2FXP) conversion. It can be

facilitated by performing extensive reduction operations in parallel in the stochastic domain.

The cost of SC2FXP conversion does not scale with the width of accumulation as long as

all of the computation is performed in parallel, since only a single output stream needs

to be converted. SC2FXP spatial output conversion is different from the temporal output

reuse employed by classical accelerators, where a partial sum is kept locally, while serially

52



accumulating the final result over multiple clock cycles [13]. The second type of reuse we

consider is input, or fixed-point-to-stochastic (FXP2SC), reuse, where a single input can

be read from memory and converted once, and reused across multiple MAC operations. In

the context of convolutional neural networks, this can be applied both to activations and

weights. FXP2SC reuse is equivalent to input reuse in conventional accelerators; however,

only spatial reuse is possible [13]. Temporal, or sequential, reuse for SC accelerators would

require buffering the streams itself, which is prohibitively expensive.

For this experiment, we considered three different input reuse patterns: no input reuse,

one of the inputs (e.g., activations) reused across 32 MAC operations, and both inputs (e.g.,

activations and weights) reused across 32 and 16 MAC operations, respectively. Figure 3.3

shows that even with input and output reuse when all of the costs are accounted for, SC

MACs can, at best, achieve parity with fixed-point in terms of energy. While our proposed

optimizations, such as split-unipolar representation and computation skipping, can signifi-

cantly improve SC’s energy efficiency, it is not where it excels.

1

10

100

1 4 16 64 256 1024

8-bit binarySC no FXP2SC reuse SC 32x FXP2SC reuse SC 32x/16x FXP2SC reuse

MAC Width

Norm.

MAC

Energy

[pJ]

SC2FXP reuse: 4.6x

FXP2SC reuse: 11.1x

10

100

1000

1 4 16 64 256 1024
MAC Width

1

10

100

1 4 16 64 256
Number of intermediate results

Norm.

MAC

Energy

[pJ]

Norm.

MAC

Area

[um2]

SC2FXP reuse: 2.1x

FXP2SC reuse: 10.2x
SC2FXP/FXP2SC 

overhead: 34.5x

a) b) c)

Figure 3.3: Normalized MAC energy (a) and area (b) for 8-bit fixed-point and 256-long,

unipolar SC implementations in TSMC 28nm node with 200MHz clock, with different data

reuse patterns. Normalized MAC energy for 256-wide MAC when intermediate results are

converted to binary (c).

Figure 3.3b) shows where the true benefit of SC lies - compute density. Even without

any data reuse, stochastic MACs are more than two times smaller than their fixed-point
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equivalents. With reuse, SC implementations can be up to 47x more compact. While high

compute density directly improves system cost through reduced area footprint, it is much

more valuable as a means of reducing overall energy consumption and inference latency. As

multiple previous works have shown, the bulk of energy in contemporary computing systems

goes into DRAM and on-chip memory accesses, not the actual computation [12, 2, 130].

High compute density made possible by SC enables higher levels of parallelism, which, in

turn, allows us to amortize the costs associated with memory accesses and conversion. To

do that, however, ample data reuse patterns need to be present, which is why convolutional

neural networks are an ideal application for SC-based acceleration.

This conclusion leads us to two essential dataflow guidelines for SC-based accelerator

design: (1) avoid partial sums and (2) maximize compute density. To understand the first

point, consider the processing elements in conventional fixed-point binary accelerators. They

often rely on tightly coupled local scratchpads for efficient, partial sum buffering for output

reuse [13, 2, 130]. The same approach in an SC-based accelerator would require either

buffering the intermediate result in its stochastic stream form or converting it back to a

fixed-point binary representation. The former can drastically reduce the compute density:

buffering an intermediate 128-bit stream for a 32-wide MAC block would increase its area

by 10.6x. The latter, while possible, can very quickly cause a substantial increase in MAC

energy consumption as the number of intermediate results grows, as shown in Figure 3.3

c) for a 256-wide MAC. It is, therefore, imperative to minimize or eliminate partial sums

and amortize conversion costs through more parallelism. SC-DCNN/HEIF [106, 105] achieve

this through completely unrolled, parallel computation. Their approach, which requires a

custom design for every network topology, results in a prohibitively large area, making it

highly impractical. Other approaches, like SCOPE or BISC-MVM, rely on the accumulation

in the fixed-point binary domain, limiting achievable compute density [107, 166].

Our second guideline, maximizing compute density, has important repercussions for the

on-chip connectivity. Many conventional fixed-point architectures put an emphasis on flexi-
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ble network-on-chip (NoC) design to better facilitate data reuse [13, 2, 130]. For SC, however,

using sophisticated NoCs can drastically reduce achievable compute density. Consider the

following scenario: to add a minuscule level of configurability, we allow each MAC block to

have two possible sources of activation streams. It would require using a 2:1 multiplexer,

which at least doubles the area and energy of the MAC block. It is easy to see how an

elaborate NoC could quickly dominate the area of an SC-based accelerator, reducing the pre-

cious compute density. While there exist successful accelerators relying on rigid connectivity

schemes like systolic arrays, those are not easily amenable to SC computation. Reconciling

the streaming nature of both SC and systolic arrays would require either extensive buffering

of stochastic streams, or very complex multi-cycle path design.

3.3.2 Accelerator Architecture

3.3.2.1 Overview

Figure 3.4a) depicts the overall block diagram of the ACOUSTIC Accelerator. It includes

two external interfaces: configuration 1 and direct memory access (DMA) 2 . The former is

used to load the machine code representing a given network model to the instruction memory

and enable the processing. The execution control scheme is described in detail in Section

3.3.2. The DMA interface loads the initial activations and weights for each neural network

layer from external memory to their respective on-chip memories, 3 and 4 and writes

out final classification results. ACOUSTIC does not use a unified global buffer; instead

activations and weights have their dedicated on-chip memories. While this organization

might result in sub-optimal memory utilization, it allows us to better tailor each memory to

its purpose in terms of width, depth, and bandwidth.

The following is a high-level explanation of the computation dataflow, which we will

expand on in the following sections. There are three activation memories 3 , corresponding

to three MAC array columns. This organization provides optimal support for the commonly
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organization of the compute engine with parts of the kernel and activation tensors covered

by each level of hierarchy (b).
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used 3x3 convolutional kernels, as explained below. Each of the MAC array columns has a

corresponding set of activation and weight SNGs 5 , each with its dedicated value buffer 6 .

Those buffers are responsible for providing reference values to SNGs during the conversion

process and do not have an obvious proxy in conventional accelerators. To avoid confusion,

we only use the term ”buffer” to refer to SNG buffers and not to any of the on-chip memories.

It is worth noting that due to the combinational nature of SC arithmetic units, conversion,

or SC stream generation, is equivalent to computation - when one is happening, so must the

other.

Stochastic streams from the SNGs are fed into their respective MAC array columns 7 ,

which perform mostly hard-wired multiplication and accumulation. Results generated this

way are then passed through a flexible SC accumulation fabric supporting different layers

and kernel sizes. Final sums are sent to the activation counter modules 8 for SC2FXP

conversion, followed by the ReLU activation. Fixed-point activation implementation is both

cheaper and more precise than the SC equivalent. When the computation, or stream gen-

eration, is completed, results from the activation counters are written back to one of the

activation memories as inputs for the next layer.

The general processing flow will, therefore, require the following steps. (1) Load acti-

vations from external memory to on-chip activation memories (first layer only). (2) Load

weights from external memory to on-chip weight memories. (3) Load activations from on-

chip memories to activation SNG buffers. (4) Load weights from on-chip memories to weight

SNG buffers. (5) Generate and compute bitstreams. (6) Store outputs from activation coun-

ters to activation on-chip memories. (7) Repeat steps 3-6 for each of the layers in the neural

network model. It is important to note that some of the above steps, like activation and

weight loading, can be overlapped, and ACOUSTIC is designed to take the best advantage

of those opportunities to improve performance.

The compute engine of the ACOUSTIC accelerator has a highly hierarchical organization,

shown in Figure 3.4b), to balance parallelism with flexibility, as per our guidelines. First,
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hard-wired, multiply-accumulate units A perform 96-wide multiplication and accumulation.

This reduction spans the depth of the activation tensors. Those MAC units are the basic

building blocks of our compute engine, and thanks to their rigid connectivity, they can form

an extremely dense computing fabric. They are followed by a flexible accumulation fabric

which maps partial sums onto specific outputs for further reduction. A group of M=16 MAC

units with partially-shared activations and fully-shared kernel weights forms a MAC array

B . This grouping is equivalent to spatially unrolling a single kernel sliding horizontally

across a partial activation tensor. Arrays, in groups of A=8, form a sub-row C . Each of the

arrays in a sub-row has its respective activation SNGs, all serviced from the same activation

memory, with a single set of weight SNGs shared among them. Their grouping corresponds

to extending horizontally the range of the activation tensor that is covered by a single kernel.

We refer to those partial activation sub-tensors as slices F . Sub-rows in groups of S=3 form

rows D , which extend the partial activation tensor in the height dimension. There are R=32

rows E , which means 32 kernels can be computed in parallel using the same activations.

3.3.2.2 Layer Size

To understand how ACOUSTIC organizes the dataflow, let us first consider a convolutional

layer shown in Figure 3.5a) and b). They show the intra- and inter-array mapping of the same

layer, respectively. This layer has an input activation tensor of height and width y=x=128,

and depth z=32 1 . It is convolved with a single kernel tensor of height ky=1, width kx=3,

and depth kz=32. An activation slice of height y’=1, width x’=128, and depth z’=32 2 is

loaded into a column SNG buffer which can hold 4096 values 3 . Because the buffers are

one-dimensional, the slice is flattened using depth (z) as the innermost loop. Typically, each

of the three columns’ SNG buffer would get a single slice to extend across the activation

tensor height (y). In this case, since the kernel has a height (ky) of 1, only one input slice

is needed at a time, so only one of the columns and sub-rows is used. If a slice cannot fit

in the available buffers, it is partitioned in depth (z) dimension and processed sequentially
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in multiple passes. Within the column SNG buffer, the slice is partitioned into 8 partial

slices of 512 values, each corresponding to a tensor of a height y”=1, width”=16 and depth

z”=32 4 . Each partial slice is an input to one of the eight arrays within the sub-row, as

shown in Figure 3.5b) 5 . Within each array, the first MAC unit receives the first 96 values

of the partial slice and its kernel weights 6 . All of the MACs in a given array use the

same weights, but activations are offset by 32 between them. This offset simulates a sliding

convolutional with the stride of 1 in width (x) dimension. Mapping layers with depths z¡32

requires special consideration and is discussed later. Each of the MAC units computes one

adjacent output for a single kernel. The last two MAC units in an array are connected to

the first 64 inputs of the subsequent array to ensure spatial continuity of the sliding window

7 . We call those overlap connections. As a result, a single array will compute a partial

output tensor of height oy’=1, width ox’=16, and depth oz’=1 8 . Across all eight arrays,

this will combine to form an output tensor of height oy=1, width ox=128, and depth oz=1

9 . To extend the kernel size to height ky=3, three successive activation slices are loaded

into three columns, and their corresponding outputs are accumulated together.
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partial output slice a). Extension across multiple arrays to compute a 1x128x1 output slice

b). Configuration for a 1x64x64 input tensor.
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Throughout the CNN layers, the width and height of activation tensors decrease, through

either pooling or striding, while their depth increases. ACOUSTIC’s compute engine can

easily support that by modifying the overlap connections, as shown in Figure 3.5c). When

the depth increases, overlap connections between certain arrays are severed - for example,

for a 1x64x64 activation slice, there is no connection between arrays 3 and 4, as the full

extent of activation tensor width spans only four arrays A . At the same time, outputs of

the arrays corresponding to the same position are reduced across the depth (z) dimension -

for a 1x64x64 slice, corresponding outputs of arrays 0 and 4 are accumulated together B .

Input and output height is processed sequentially, as shown in Figure 3.6 a), for a single

kernel. To compute the first output slice, three input slices are loaded into their respective

columns 1 . After the outputs are computed, the column corresponding to the uppermost

slice is reloaded with the next slice, and kernel values are shifted between columns to ensure

kernel and input slices are aligned properly 2 , imitating a vertically sliding convolutional

window. Then the second output row can be computed 3 . The advantage of this approach

is that only one of the columns’ activation buffers needs to be reloaded between subsequent

computational phases. All rows will share the same activations, but each one of them will

have its own set of weights corresponding to a single kernel, as shown in Figure 3.6b).

Outputs of different rows are transposed, with width and depth dimensions being swapped,

which creates the depth-first layout required on the input side of the next layer. This

transposition guarantees a self-aligning data layout, which is consistent between layers. The

maximum number of outputs that can be computed at a time is 4096, which is the number

of output counters.

3.3.2.3 Kernel Size

Supporting smaller kernel sizes is straightforward. In the simplest form, only one or two

columns will be used to compute 1x1 or 2x2 kernels. More columns can also be used to

compute multiple 1x1 kernels concurrently in the same row, as long as there are enough
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output counters for a given layer. To support larger kernel sizes, we couple outputs of

multiple rows, as shown in Figure 3.7a), for kernels up to 6x6. First MAC unit in row 0

gets values corresponding to the first 1x3x32 partial slice, and the 4th MAC unit in row

1 gets the second 1x3x32, which means together they are covering a 1x6x32 partial input

slice. By splitting the kernel across rows 0 and 1 and adding their corresponding results, 3x4,

3x5, and 3x6 kernels can be computed at the same time. To extend kernel height beyond

3, two computational passes are required, with activation and kernel reloading in-between.

This scheme can be extended across more rows to support even larger kernels if necessary.

However, 11x11x3 and 7x7x3 kernels of the first layers of AlexNet and ResNet, respectively,

can be handled through careful input data layout without explicit large kernel support, as

described below [27, 30].

3.3.2.4 Padding, Pooling and Stride

Padding across activation tensor height can be done easily by adjusting which input slices are

loaded into which columns. For example, with padding = 1, when computing the first output

slice, one of the columns will not be used since it spatially corresponds to the padded-out

input region, as shown in Figure 3.7 b). To perform padding across the width, we introduce
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an additional horizontal padding shifting fabric, that can shift inputs in increments of 32 to

the left before passing them into the columns, which is shown in Figure 3.7 c). The overhead

of the shifting fabric is minimal, as it is shared between all rows.

For pooling across output height, ACOUSTIC exploits computation skipping by using

proportionally shorter streams and not resetting output counters between successive com-

putation phases. As a result, outputs that fall under the same pooling window are averaged

together using the scaled addition property of stochastic stream concatenation. It means

each compute pass is shortened proportionally to the pooling size.

Pooling across output width is done by output counters. Output counter with pooling

support has small (2x-3x) parallel counters before them, which allows them to accumulate

adjacent outputs that fall under the same pooling window. This choice allows us to shorten

the streams proportionally to the pooling window width. As explained in Section 3.2.3, the

area overhead of this solution is minimal. Stridden convolutions can be performed by reload-

ing more than one column at a time, and dropping some of the results - for example, a 2x2

stride would require reloading two input slices between computation phases and dropping

every other MAC result. Supporting arbitrary stride across the height does not incur any
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extra area overhead. Across the width, however, using arbitrary stride would require a cross-

bar structure hence only limited stride window sizes are considered, e.g., 2x2. ACOUSTIC

naturally prefers pooling as opposed to striding for dimensionality reduction.

3.3.2.5 First Layer Support

ACOUSTIC architecture is optimized for activation tensors with a depth in multiples of 32.

It generally holds true for commonly employed models, except for the first layer [27, 1, 30].

Naively, a layer with a depth smaller than 32 can be implemented by storing just a single

1x1x3 input slice per every 32 values. Unfortunately, that would result in underutilization

and slow processing of the first layer. Through a careful input data layout, however, good

utilization of shallow layers can be achieved without any additional hardware overhead.

Consider the first layer of AlexNet, which uses 11x11x3 kernels with a stride of 4. We can

pack 4 1x3 partial slices per row, from two rows, into a single block of 32 values, resulting

in the utilization of 2*4*3 = 24 out 32 values per block [27]. We can then pack the whole

input width of 227 values across two rows into 56 such blocks and subsequent two rows into

another 56 blocks, utilizing 2*56*24 = 2,688 values out of 4096 possible for a single column.

A similar data packing method can be performed to support ResNet-style [30] 7x7x3 kernels

with 2x2 stride in the first layer.

3.3.2.6 Fully-Connected Layer Support

ACOUSTIC supports fully-connected (FC) layers in the most straightforward manner possi-

ble. Since FC layers cannot re-use weights without employing batching, ACOUSTIC cannot

capitalize on weight re-use within an array. This means that only a single MAC in a given

array can be used. Because of that 416 out of 512 inputs to an array are wasted. However,

if the fully-connected kernel is extended across six successive rows, their collective arrays

can cover all 512 inputs with individual weights. The corresponding outputs of those rows
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need to be then accumulated together, which is supported by the ACOUSTIC fabric. While

this is highly unoptimized, and leads to 87.5% underutilization we argue that there is not

much point in further optimizing the FC performance. While the first breakthrough CNN

architectures like AlexNet and VGG relied on multiple, large FC layers with 10s of millions

of weights each, newer ones like ResNet or Inception rely on a single, relatively small ones,

which has very negligible impact on overall performance [27, 1, 30, 31].

3.3.2.7 Underutilization

Given the sheer number of multiply-accumulate units used in our architecture and its reliance

on inflexible connectivity fabric, non-ideal resource utilization is unavoidable. We summarize

the following main sources of underutilization:

• Filter Size - filter sizes other than 3x3 will cause compute resources to be underutilized.

• Input size - while arbitrary activation height is supported without underutilization,

optimal width support is tied to the array/sub-row size. For example, most convolu-

tional layers in ResNet will have a utilization of 87.5% due to their sizes not being a

multiple of 16.

• Padding - padding will cause column underutilization when computing first and last

output rows, resulting in utilization between 90.4% and 98.2%, depending on the acti-

vation tensor height.

• Stride - Underutilization caused by strided convolutions can be severe - a 2x2 stride

means that every other MAC is not used. While it is supported, ACOUSTIC architec-

ture is optimized towards exploiting computation skipping in pooling layers. It achieves

both goals of strided convolution - dimensionality reduction and reduced computation

without loss of accuracy [176].

We do not consider this a major issue of our architecture for two reasons. First, even
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with 50% or lower utilization, the effective number of multiply accumulate units is still on

the order of hundreds of thousands. Second, unused MACs and SNGs do not contribute to

dynamic energy consumption - because their input values are zeroes, AND-based multipliers

perform operand gating, removing any switching propagation.

3.3.3 Control

For any convolutional or FC layer, ACOUSTIC reloads activation and weight buffers mul-

tiple times depending on the number of rows and kernels of activation and output tensors.

While this dataflow can easily be directed by a centralized FSM-style control unit, we opted

for a distributed control scheme. It allows us to keep individual control modules simple

while enabling overlapping different phases to reduce overall latency. We have developed a

restricted instruction set shown in Table 3.2. The main control unit is the Dispatcher which

reads the instructions, distributes them to other control units, maintains execution loops,

and enforces synchronization through barriers. Four types of execution loops are supported,

each with its iteration counter:

• Kernel loops iterate through kernels in batches of size equal to the number of rows

(32).

• Batch loops iterate through multiple images for each layer. Batching should only

be used when all activations can be stored on chip, as ACOUSTIC does not reload

activations from external memory during processing.

• Row loops iterate through layer output height dimension.

• Pooling loops iterate through pooling window height dimension.

Each loop has its dedicated registers, and only one of each type can be used at a time.

Loops themselves can modify other instructions through base addresses and increments. For
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Table 3.2: ACOUSTIC control modules and their respective instructions.

Module Instruction Description

DMA ACTLD/ST Load/store activations from/to external memory

WGTLD Load weights from external memory

MAC MAC Compute

ACTRNG ACTRNG Load activations into SNG buffers

WGTRNG WGTRNG Load weights into SNG buffers

WGTSHIFT Shift weight SNG buffers

CNT CNTLD/ST Load/store activations from/to output counters

DISPATCH FOR*/END* Kernel/batch/row/pooling loop

K/B/R/P

BARR Barrier
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example, the kernel loop provides a base address and increment for loading weight buffers

(WGTRNG). The dispatcher will modify and send instructions to other control units, which

can be implemented as simple counter-based FSMs. Each of them will maintain a small

FIFO to buffer multiple instructions and output an IDLE signal to the dispatcher once all

instructions are processed. Instructions will continue to be dispatched until a barrier is

encountered. Once that happens, the barrier mask will be compared with combined IDLE

signals to determine if the execution can continue. This behavior allows ACOUSTIC to run

multiple operations concurrently, e.g., loading weights for the next layer while processing the

current one.

Overall, ACOUSTIC supports an extensive number of operations which allows it to imple-

ment the majority of image recognition models. Convolutions with different kernel, padding,

and pooling sizes, fully connected layers, ReLU activations, and residual connections are all

supported.

3.3.4 Evaluated ACOUSTIC Architectures

In this section, we parametrize the ACOUSTIC architecture to two reasonable choices that

we evaluate in the next section. Besides the compute engine size, three main factors affect

ACOUSTIC’s performance: clock frequency, off-chip memory bandwidth, and on-chip mem-

ory size. Increasing the clock frequency speeds up the computation, but may require higher

memory bandwidth not to be memory bound. Figure 3.8 shows that for the bandwidth

achievable using different DDR3 standards, latency becomes memory limited at around 300

MHz or below. For smaller layers, that ”boundary” frequency will be much higher (e.g.,

above 1 GHz for 128 3x3x128 kernels). Further, for ultra-low energy accelerators, support

for large model sizes may be unnecessary, and therefore the support for DRAM can be

omitted. Finally, activation memory can be sized up to support larger batch sizes.

We evaluate two versions of ACOUSTIC architecture - low power (LP) and ultra-low-

power (ULP). Performance estimation for both configurations was done using a commercial
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Figure 3.8: Latency of processing a convolutional layer with 16x16x512 inputs and 512

3x3x512 kernels and pre-loading 512 3x3x512 kernels for the subsequent layers using dif-

ferent clock frequency and external memory interfaces, using temporarily-unrolled 256-long

split-unipolar streams.

28nm library. The LP variant (details in Table 3.4) is intended to be integrated in mobile

SoCs with limited area and power budgets. It has enough on-chip weight memory (147.5KB)

to store all weights for commonly encountered convolutional layers. For large fully-connected

layers, a new batch of weights is fetched while the current one is being processed. It has

enough on-chip activation memory (600KB) to process the most commonly used CNNs

without ever having to offload activations off-chip [27, 1, 31, 30]. In cases where that is not

possible, outputs are offloaded to external memory and fetched back when necessary for the

next layer, which is supported by ACOUSTIC ISA. The ULP variant (Table 3.5) targets low-

complexity inference (e.g., MNIST digit recognition using LeNet-5) on extremely resource-

constrained devices. It is meant to compete with the analog, and neuromorphic approaches in

terms of energy efficiency [6]. It has 2KB of activation memory and 3KB of weight memory.
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3.4 Evaluation & Results

3.4.1 Evaluation Methodology

SC is extremely slow to accurately simulate in software, mainly because of randomization

[166]. To aid in computationally tractable design space exploration, we opted to decouple

functional and performance simulations. For any trained neural network model, accuracy

is evaluated using our custom SC functional simulator, which models just the computation

part using bitstreams. It is given the network model, test dataset, trained weights, and SC

configuration, e.g., stream lengths, RNG scheme, which it uses to compute test accuracy

and compare against training results. The same configuration and neural network model

(described in ACOUSTIC ISA) is then fed to the custom performance simulator, whose goal

is to accurately model execution time and data movement without simulating the actual

computation. The performance simulator is also fed power, area, and latency numbers

for individual system components, which it uses to generate accurate processing energy

and latency numbers. We used the TSMC 28nm library with Synopsys Design Compiler

synthesis tool to obtain area, latency, and power numbers for the MAC array, buffers, SNGs,

and counter/ReLU units. Memory, both SRAM and DRAM, were modeled using CACTI

6.5 [177].

We use Eyeriss as a baseline for the LP variant, which is a template for most spatial

accelerators [2, 13, 130]. To model latency and energy consumption, we use the simulator

presented in [178]. We compare our numbers to original Eyeriss configuration with 168

processing elements (PEs), as well as a scaled-up version with 1024 PEs, both scaled to

28nm technology and 8-bit precision. Where possible, we also compare to SCOPE, a state-

of-the-art SC neural network accelerator [166]. SCOPE is a flexible DRAM-based in-memory

compute accelerator, with only multiplication performed in the stochastic domain. SCOPE

numbers are reproduced from [133, 166] and scaled to 28nm. For the ULP variant, we

compare with MDL-CNN [6], a time-based convolution engine with a similar area footprint
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and Conv-RAM [7], analog, in-memory convolutional engine, both scaled to 28nm. All

ACOUSTIC configurations use split-unipolar representation with 2x128-bitstreams.

3.4.2 ACOUSTIC Accuracy

Accuracy results are shown in Table 3.3. AlexNet on ImageNet is too large for our current

SC simulator, so SC validation accuracy is not available 1. We do stochastic stream-based

training with an approximate OR, as described in Section 3.2, to show the achievable accu-

racy of ACOUSTIC. As Table 3.3 shows that ACOUSTIC accuracy is the same as SCOPE,

and it can achieve an accuracy similar to 8-bit fixed point hardware with stream lengths of

512 (i.e., 256x2 for split-unipolar). We believe part of the remaining gap is due to the use of

approximate OR during training, and better but computationally tractable approximations

are part of our ongoing work.

Table 3.3: Accuracy comparisons.

Validation Accuracy [%]

Stream 8-bit
SCOPE ACOUSTIC

Network Dataset Length Fixed Pt

LeNet-5 MNIST 128 99.2 99.32 99.3

CNN
SVHN

256
90.29

N/A 86.75

512 N/A 89.02

CIFAR-10
256

79.9
N/A 74.9

512 N/A 78.04

1SCOPE [166] only reports results on MNIST.
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3.4.3 Runtime Configurable Precision

Second, each counter has a configurable shift module at the output, which can scale results

up and down in the power of 2’s, so they are consistent with the ”native” length of 128 bits.

ACOUSTIC can support runtime-configurable stream lengths from 32 to 1024 (in steps of

powers of 2). Further, thanks to its programmable nature, stream lengths can be configured

on a layer-by-layer basis, or even at a finer granularity, at a cost to the code size. Different

stream lengths for different layers enable fine-grained control of accuracy and performance.

Figure 3.9 shows achievable accuracy and relative latency increase for different stream length

configurations on the CIFAR-10 CNN, running on ACOUSTIC ULP. △ represents stream

length of 256 in the 1st layer, while □ represents 512 and ♢ represents 1024. Blue represents

a stream length of 256 in the 2nd and 3rd layer, while green represents 512 and red represents

1024. The stream length of the 4th layer is also modified, and longer stream lengths increase

accuracy and latency. By slowing the accelerator down two times, the accuracy improvement

of 4.7% can be achieved. In theory, quadrupling the stream lengths in all layers should result

in a 4x latency increase. The much lower actual increase is caused by the small size of the

compute engine in the ULP version. Full slices in layers 2 and 3 cannot fully fit in activation

SNG buffers, resulting in frequent buffer reloading, and lowering the computation duty cycle.

An analysis of the relative precision importance of each layer can also be obtained from those

results.

3.4.4 Area & Power Breakdown

Area breakdowns for ACOUSTIC LP and ULP configurations are shown in Figures 3.10 a)

and b), respectively, while power breakdowns are shown in Figures 3.10 c) and d). As can

be seen, MAC arrays are significant contributors to both area and power on the ACOUSTIC

LP variant. Weight buffers, while being significant contributors to the area, have much

lower relative power consumption due to very infrequent switching. A more area-efficient
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for ACOUSTIC LP (c) and ULP (d).

implementation of weight buffers should, therefore, be explored. The area and energy of the

ULP variant are dominated by activation and weight memories.
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3.4.5 Performance Comparisons

Table 3.4 compares area, power, and clock frequency for all accelerators, as well as inference

throughput (frames/s) and energy efficiency (frames/J) for different models. ACOUSTIC

outperforms conventional fixed-point accelerators. LP variant can be as much as 38.7x

more energy-efficient than Eyeriss with 1k PEs, depending on the network model. It is also

more energy-efficient than SCOPE - up to 79.6x higher frames per Joule. SCOPE requires

hundreds of mm2 of area, which makes it unsuitable for edge inference. SCOPE multiplies

stochastic streams in parallel, instead of using streaming like ACOUSTIC. This mandates

using multiple, large DRAM arrays to achieve low latency.

The latency of AlexNet and VGG is primarily dominated by fully-connected layers. Both

VGG and AlexNet have multiple, large FC layers, with tens of MB of weights, and ACOUS-

TIC is not optimized toward those. On the Resnet-18 model, which has only a single, small

FC layer, ACOUSTIC delivers lower latency than for AlexNet, despite Resnet-18 being ≈2x

more computationally intensive.

Table 3.5 shows that the ACOUSTIC ULP variant, with a comparable area footprint,

can deliver up to 123x speedup over MDL-CNN, and is 1.33x more energy efficient2. It

has 8.2X higher throughput than Conv-RAM with similar energy efficiency. Furthermore,

ACOUSTIC uses 8-bit precision for both weights and activations, while both MDL-CNN and

Conv-RAM use binarized weights, resulting in a 1%-3% drop in accuracy for MNIST. For a

fair comparison, we are using 128-long bitstreams for ACOUSTIC ULP and non-accelerated

MDL, such that neither architecture sacrifices any accuracy.

2Only convolutional layers are compared as CONV-RAM, and MDL-CNN do not report performance on
FC layers.)
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Table 3.4: Performance comparison between ACOUSTIC LP and other fixed-point and

stochastic accelerators.

Eyeriss 8-bit ACOUSTIC

Base 1k PEs SCOPE LP

Area[mm2] 3.7 15.2 273.0 12.0

Power[W] 0.12 0.45 N/A 0.35

Clock[MHz] 200 200 125 200

AlexNet Fr/J 306.9 381.2 136.2 2590.6

Fr/s 41.1 210.7 5771.7 238.5

VGG-16 Fr/J 14.4 18.7 9.1 723.8

Fr/s 1.8 8.4 755.9 93.2

Resnet-18 Fr/J 295.6 380.3 N/A 2471.6

Fr/s 34.0 182.5 N/A 542.6

CIFAR-10 CNN Fr/J N/A N/A N/A 1.01M

Fr/s N/A N/A N/A 46,168
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Table 3.5: Performance comparison between ACOUSTIC ULP, MDL CNN [6] and Con-

v-RAM [7] on convolutional layers of LeNet-5 and CIFAR-10 CNN.

Conv-RAM MDL CNN ACOUSTIC ULP

Domain Analog Time SC

Precision [A/W] 6b/1b 8b/1b 8b/8b SC

Area [mm2] 0.02 0.124 0.18

Power [mW] 0.016 0.03 3

Clock [MHz] 364 24 200

LeNet-5 Fr/J 40M 33.6M 41.7M

Fr/s 15,200 1009 125,000

CIFAR-10 CNN Fr/J N/A N/A 697K

Fr/s N/A N/A 2100

3.5 FPGA Evaluation

To prove the feasibility of the ACOUSTIC concept, we present a functional FPGA im-

plementation. We used the AVNET Ultra96-V2 board, with a Xilinx Zynq UltraScale+

MPSoC ZU3EG device. It has a built-in ARM-based SoC which we used to interface with

the ACOSUTIC accelerator. We implemented the ULP version of ACOUSTIC in Verilog

RTL and synthesized and implemented it using Xilinx Vivado 2019.2 software. The current

RTL version does not yet include a DMA engine, so we have upsized the on-chip memory

sizes compared to the VLSI ULP version, to be able to fully run LeNET and CIFAR-10 CNN

networks. We used an accurate cycle counter to measure execution latency.

Table 3.6 shows the hardware utilization and peak performance for ACOUSTIC ULP

and certain fixed-point FPGA convolutional neural network accelerators. For performance,

75



we report giga-MACs per second (GMACS), to avoid the ambiguity of GOPS 3. First, notice

that ACOUSTIC uses fewer flip-flops than any other architecture, due to the combinational

nature of SC compute. Flip-flop usage has crucial implications for VLSI implementations,

as sequential elements can occupy large portions of the chip. Second, while there are accel-

erators that use fewer logic resources, they all rely on large numbers of costly DSP resources.

The only accelerators that can outperform ACOUSTIC in terms of GMACS require an order

of hundreds of those units, which restricts them to very large and expensive FPGA devices.

ACOUSTIC, in contrast, requires only logic and memory resources, meaning it can easily

scale to the underlying hardware. While other accelerator’s performance is tied to their cho-

sen number representation, ACOUSTIC can support different precision, and performance,

at runtime, without any hardware reconfiguration.

Using the hardware cycle counters, we have empirically verified the simulated LeNet-5

and CIFAR-10 CNN throughputs listed in Table 3.5, corrected for clock frequency. Our

hardware simulator results are within 4% and 6% on LeNet-5 and CIFAR-10 CNN, respec-

tively. Discrepancies are mainly due to the lack of an actual DMA in our current hardware,

and certain dead cycles caused by inefficiencies in the current RTL implementation of the

control scheme.

3.6 Demonstration Chip

To further demonstrate the potential of the ACOUSTIC architecture, we have tapeout out

a chip using Global Foundries’ 14LPP technology node. The taped-out chip is based on the

ULP/FPGA variant, with minor modifications described below.

3Where it was not clearly stated, we assumed authors reported their numbers assuming OP=MAC, to
their benefit.

76



Table 3.6: FPGA utilization and performance comparison between ACOUSTIC ULP and

other convolutional neural network accelerators. ACOUSTIC performance is for stream

lengths in range of 32 to 256-bits.

Architecture Device FF [k] LUT [k] BRAM DSP Clock [MHz] GMACS

SC DEMO MPSoC ZU3EG 26.3 46.5 38 0 140 84-672

ANGEL-EYE [179] 4PE 16CONV XC7Z045 34.1 43.1 203 400 150 105.2

Aristotle [180] ZYNQ 7030 34.1 43.1 203 400 150 172.8

CNNA [181] ZU9EG 28 95 900 1200 250 500

NullHop [125] ZYNQ7100 229 107 386 128 60 8.6

DCNN 2 MACs[182] ZYNQ 7045 N/A 112.5 131.5 392 145.45 41.5

3.6.1 Architecture

The block diagram of the taped-out accelerator is shown in Figure 3.11. To further em-

phasize the benefits of using stochastic computing, we highlight components that support

variable precision in blue and reuse-oriented design choices in red. Numbers associated with

each technique refer to the order used in Figure 3.14. The chip consists of control logic, an

activation scratchpad coupled with buffers and stochastic number generators (SNGs), and

six multiply-accumulate (MAC) block rows, each with its weight memory (total 131KB),

and output counters, pooling, and activation logic. Control consists of instruction memory

(4KB), a dispatcher, and distributed control units. The activation scratchpad is organized

as a ping-pong buffer (2 banks of 16KB). After conversion into stochastic streams, activation

broadcast is used across all six MAC rows, enabling a high level of spatial reuse. All MAC

rows use the same activations, but each can compute a single output channel in a convolu-

tional layer, or three rows can be coupled to compute one output channel in a fully-connected

layer.
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3.6.2 SC Computation

Figure 3.12 explains how the underlying SC computation is performed by the taped-out chip,

through an example of a 2-way dot product using 8-bit long streams. We use comparator-

based SNGs, with 7-bit linear feedback shift registers [5]. Multipliers and adders are imple-

mented using AND and OR gates, respectively. Their small size allows us to pack extremely

wide dot products, up to 200-wide, without timing or congestion issues present in fixed-point

designs. After accumulation, positive and negative streams are subtracted and fed into a

counter for conversion to fixed-point. Each up/down counter accepts outputs of two neigh-

boring accumulation trees to implement X-dimension (horizontal, e.g. 1x2) part of stochastic

average pooling by concatenating the streams corresponding to two adjacent outputs in the

same output row. Y-dimension (vertical, e.g. 2x1) part of pooling is implemented sequen-

tially, using the previously described sliding window. Pooling is only used after convolutional

layers. Counters are followed by ReLU activation and a configurable power-of-2 scaling unit

to handle different stream lengths. Scaling factors range from 1/4 to 32, are programmable,

and can be set on a layer basis. Figure 3.12 also shows how by changing the stream length,

the computation precision can be changed at runtime.

3.6.3 Computation Mapping

Convolution mapping is shown in Figure 3.13. Each MAC block row is organized into five

columns, each corresponding to one input and filter row across 4 or 8 input channels. Fixed-

point input and weight rows are loaded into the SNG buffers of their respective column.

This way, a complete 5x5 filter can be computed in parallel, generating one complete row

of outputs per MAC block row. Both sets of SNG buffers are organized as shift registers,

meaning that after one iteration, a new input row is shifted in, and the subsequent output

row can be computed. This sliding activation reuse behavior emulates a vertically-sliding

convolutional window, reducing the number of required memory accesses.
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Figure 3.13: Mapping of convolutional layers in MAC rows, and memory/stream generation

amortization through data reuse. Shift-register organization emulating sliding window (left),

MAC block with input/weight reuse and padding support (center), block organization im-

plementing different levels of reduction (right).

Figure 3.14: Normalized ratio of MAC to memory accesses and stream generations compared

to fixed-point designs. Accelerator area scaled to 14nm is included.

81



Each column is organized into eight SC MAC blocks, each corresponding to one input

channel, operating in a fully-streaming manner. A block takes 16 inputs and 5 weights

and implements a sliding MAC window, generating up to 16 partial output streams de-

pending on padding. Activation stream multicast with overlap is used between successive

dot-products, and weight stream broadcast is used for all dot products in a block, amortiz-

ing stream generation cost. Every two neighboring blocks can be coupled to support wider

input rows. Corresponding output streams from all 8 blocks are then reduced (Z-dimension

stream reduction), after which corresponding outputs from all 5 columns are reduced (Y-

dimension stream reduction). This hierarchical, SC reduction enables wide dot products (up

to 200-wide) to be unrolled spatially, amortizing the cost of converting stochastic streams to

fixed-point outputs. Our reuse-oriented design choices make it possible to perform over 130

MACs per memory access, and over 40 MACs per stream generation, as shown in Figure

3.14, lowering the relative energy cost of those operations. This high level of data reuse was

only possible by using very dense SC computation – fixed-point designs have an order of

magnitude lower memory access reuse.

Since computation, highlighted in blue, operates purely on stochastic streams, it can

support arbitrary precision by adjusting SC stream length, only limited by the width of

the output counters. Precision selection is possible on sub-layer granularity, e.g., groups of

filters. Our custom instruction set enables selective gating of MAC block rows, columns,

and blocks to support smaller activation or filter sizes. Filters or inputs that cannot be fully

unrolled using existing resources are computed sequentially. A set of hardware loops with

multi-stride memory accesses enables a variety of layer shapes and dataflow choices. Our

accelerator can therefore support end-to-end inference with different types and shapes of

layers.
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3.6.4 Evaluation & Results

To speed up the training procedure, models are first trained using a fast generation scheme

that maximizes stream sharing and then fine-tuned using an accurate model of the hard-

ware. The effect of OR accumulation is modeled using an additional activation function

described earlier. Models are trained on MNIST, CIFAR-10, and SVHN datasets, using

models shown in Table 3.7. An output counter overflow issue in the taped-out design causes

the deployed models to use aggressive scaling factors, which result in a 0.2-7.4 p.p. accuracy

drop compared to simulated results without the overflow. The scaling factor is set to be

2⌈log2(max(|a|))⌉, where max(|a|) is the largest magnitude observed in the output activations

of a layer. This scaling factor ensures that output activations do not overflow after scaling,

and that the scaling function can be achieved using simple shifts. Accuracy could also be

improved through larger networks, or more recent SC accuracy improving techniques, such

as the ones proposed in [64]. Once trained, models are translated into a sequence of accel-

erator instructions using a compiler under active development, which is then programmed

onto the device, as shown in Figure 3.15.

The chip, shown in Figure 3.16, was fabricated in 14nm LPP technology. The core of

our accelerator occupies a 0.5 mm2 area and operates at 0.6-0.9V voltage and a maximum

frequency of 500MHz. Figure 3.17 shows the accuracy, latency, and energy measurements

83



Table 3.7: Datasets and models used in evaluation. Model sizes are limited by available

on-chip memory.

Dataset Model Model Architecture Size [kB]

CIFAR-10, tinyConv CN5x32-CN5x32-CN5x64-FC10-BN* 89

SVHN tinyConv-L* CN5x32-CN5x32-CN5x32-CN5x32-FC10-BN* 81

MNIST LeNet-5 CN5x6-CN5x16-FC120-FC84-FC10 62

LeNet-3 CN5x6-CN5x16-FC10 7

Specifications

Technology 14nm LPP

Die Area 5 mm2

Core Area 0.5 mm2

Supply Voltage 0.6-0.9V

Frequency 250-500 MHz

Precision 8-64 bitstreams

Memory 167 KB

Power
16 mW@ 250 MHz, 0.6V

68 mW@ 500 MHz, 0.9V
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Figure 3.16: Die shot and specifications.
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Figure 3.17: Accuracy, latency (left), and energy (right) on the MNIST (top), SVHN and

CIFAR-10 (bottom) datasets.

on different networks and datasets. We highlight that SC exposes a precision-performance

tuning knob, by adjusting the stream length. For example, on the MNIST dataset, changing

the stream length from 32 to 16 reduces the accuracy by only up to 0.3 p.p., while reducing

energy and latency up to 31%. On SVHN, accuracy can be improved by up to 4.7 p.p. with

a 50% increase in latency and energy. Non-ideal performance scaling is caused by control

logic overheads. Thanks to highly compact SC compute we achieve higher data reuse than

other accelerators, resulting in lower relative memory power contribution, as shown in Figure

3.18.

Peak energy efficiency ranges between 9.4 and 75 TOPS/W at 250MHz/0.6V, as shown in

Figure 3.19. Table 3.8 shows a comparison with prior work. Overall, SC offers unparalleled

computational density in terms of MAC units per mm2. Our chip outperforms fixed-point

accelerators [183] in energy efficiency while enabling configurable precision. While bit-serial

architectures [121] can have high peak energy efficiency, it is only achievable at single-bit

precision. Mixed-signal, binary design in [58], achieves extremely high energy efficiency, but

it comes at a cost of little configurability, supporting only one convolutuional filter size.
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It requires using much larger, slower models to improve accuracy. We also outperform, or

approach the efficiency of neuromorphic and analog designs [184, 6], without suffering from

their scalability and programmability issues, on account of being purely digital.
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Figure 3.19: Peak energy efficiency at different stream lengths.

3.7 Related Work

3.7.1 Deep Learning using Stochastic Computing

Since SC allows very cheap implementation of multiplication and addition and neural net-

works are shown to be highly error-tolerant [185], SC has been used to accelerate neural
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Table 3.8: Comparison table.

ISSCC’21 [183] ISSCC’18 [121] JSSC’18 [58] ISSCC’19 [184] ISSCC’19 [6] This Work

Type Digital
Digital, Mix.-sig., Neuro- Time- Digital,

bit-serial binary morphic Domain SC

Purpose Train./Infer. Infer. Infer.4 Train./Infer. Infer.4 Infer.

Node 7nm 65nm 28nm 65nm 40nm 14nm

Area [mm2] 19.6 16 4.6 17.6 0.124 0.5

Voltage [V ] 0.55-0.75 0.63-1.1 0.53-0.8 0.8 0.375-1.1 0.6-0.9

Clock [MHz] 1-1.6 200 1.5-10 20 0.2-3.1 250-500

Power [mW ] — 3.2-297 0.09-0.9 23.1-23.6 0.03 16-68

#MAC 32k1 3.5k1-13.8k2 65k — — 19.2k

MAC/mm2 1.6k1 0.2k1-0.9k2 14.2k — — 38.4k

Mem. 8MB 256KB 328KB — — 167KB

Precision FP8-32,INT4/2 1-16 1 — — 4-85

TOPS/W 8.9-16.51 11.61-50.62 532-7722 3.42 12.08 4.4-75

TOPS/mm2 3.27-5.221 0.0861-0.462 0.015-0.12 — — 0.3-4.8 (0.75-12)6

GOPS 62K-102.4K1 1.4K1-7.32 72-5322 — 0.365 150-2.4k

MNIST Perf. - - -

97.8%, 97%, 95.1-98.7%,

3.4 TOPS/W, 4.65-12.08 1.1-9.5 TOPS/W,

100 kFr/s TOPS/W4 25-215 kFr/s

CIFAR-10 Perf. - -

85.7-86.1%

- -

69.4-71.7%,

532-772 TOPS/W, 2-6.3 TOPS/W,

0.04-0.24 kFr/s 2.8-8.3 kFr/s

1 Int4. 2 Binary. 3 Fixed-function, MNIST only. 4 Convolutional layers only. 5 Effective precision with 8-64 bit SC streams

and SC average pooling. 6 Without on-chip memory.
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network inference. In most cases, SC is used to accelerate multiplication, and addition is

performed using counters[106, 108, 171, 186, 104]. Those approaches have recently moved

towards using deterministic, instead of pseudo-random sequences to generate stochastic

streams [187, 110]. We plan to explore the applicability of such sequences in the ACOUSTIC

framework as a part of our future work. [111, 188] used OR for addition for small networks

and partially with rest of accumulation still handled by counters. MUX is also used to imple-

ment addition in SC, but they are either limited to one single layer[172] or show poor [189] or

even no accuracy [190]. Apart from bipolar and unipolar stream, other representation meth-

ods like extended stochastic logic (ESL) [186, 191], two-line representation [192] and integer

stream [193] are also proposed. Among them, ESL suffers from increased error due to having

a stochastic stream in the denominator, while the other two suffer from increased hardware

cost for computation. Prior FPGA implementations of SC-based acceleration have been

shown, but those are fixed-function accelerators tailored towards a single network [194, 191],

whereas ACOUSTIC is a scalable and programmable architecture.

3.7.2 Approximate and Programmable Precision Accelerators

Long-proven neural network resistance to approximation has become one of the primary

means of reducing model size and complexity [168, 37, 169]. Binarization [47, 53], though

resource-efficient, can suffer from accuracy problems and does not offer any flexibility in terms

of computation precision. Bit-serial and bit-pair encoding accelerators [19, 195, 196, 197, 121,

198] decompose multi-bit operations into serially processed binary ones, therefore, allowing

for accuracy vs. energy and latency tradeoffs similar to SC but are nowhere as compact as

SC. Performance benefits here rely mainly on reducing the precision of computation below

8-bits, whereas we show ACOUSTIC being competitive at close to iso-8-bit precision. An

in-memory version of bit-serial processing has also been explored [197, 133] but require

modifications to heavily optimized memory fabrication process and large arrays to deliver

performance, making them unsuitable for edge devices. Using dynamic voltage-frequency
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scaling for energy-accuracy tradeoff has also been explored [199, 200]. Due to its inherent

fault-tolerance, SC is also extremely well-suited to it [201], and we plan to explore its use in

ACOUSTIC in the future.

3.8 Conclusion

In this paper, we presented the ACOUSTIC accelerator for convolutional neural networks.

ACOUSTIC incorporates multiple algorithm optimizations: split-unipolar representation,

stochastic average pooling with computation skipping, and training and hardware coopti-

mization. ACOUSTIC accelerator architecture is built around the idea of density-enabled

data reuse, which allows it to significantly reduce the number of on- and off-chip memory

accesses. ACOUSTIC architecture delivers server-class parallelism within a mobile area and

power budget - a 12mm2 accelerator can be as much as 38.7x more energy-efficient and 72.5x

faster than conventional fixed-point accelerators. It can also be up to 79.6x more energy-

efficient than state-of-the-art stochastic accelerators and can be implemented in order of

magnitude less area than recent SC-based accelerators, delivering real-time performance in

a mobile/IoT energy/area envelope. It can also take advantage of runtime-configurable pre-

cision to enable tradeoffs between latency and accuracy. Finally, we have shown a functional

hardware implementation, proving the feasibility of our approach. Our ongoing primarily

addresses developing fast training algorithms for ACOUSTIC to improve accuracy for large

networks.

We have also presented the first stand-alone, configurable, and programmable SC NN

accelerator in silicon. The chip, taped out in 14nm technology, achieves 2.4 TOPS and 75

TOPS/W throughput and energy efficiency. It has a custom ISA and supports end-to-end

inference with convolutional and fully-connected layers of variable input and filter sizes. The

use of SC makes it possible to pack 19,200 MAC units in a small area, enabling a high

degree of spatial data reuse, amortizing the cost of SC conversion, and reducing the number
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of memory accesses. By varying the stream length, it enables extensive accuracy-latency

trade-offs.
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CHAPTER 4

GEO - Pushing Stochastic Computing Further

ACOUSTIC, introduced in the previous Chapter, laid foundations for the design of stochas-

tic computing neural network accelerators. However, it came with a host of issues, like

noticeable accuracy loss, costly stream generation, and reliance on off- and on-chip mem-

ory bandwidth. In this Chapter, we propose GEO – Generation and Execution Optimized

Stochastic Computing Accelerator for Neural Networks, which optimizes stream generation

and execution components of SC, and bridges the accuracy gap between stochastic comput-

ing and fixed-point neural networks. It improves accuracy by coupling controlled stream

sharing with training and balancing OR and binary accumulations. GEO further optimizes

the SC execution through progressive shadow buffering and other architectural optimiza-

tions. GEO can improve accuracy compared to state-of-the-art SC by 2.2-4.0% points while

being up to 4.4X faster and 5.3X more energy efficient. GEO eliminates the accuracy gap

between SC and fixed-point architectures while delivering up to 5.6X higher throughput and

2.6X lower energy.

Collaborators:

• Tianmu Li, Electrical and Computer Engineering, UCLA.

• Professor Sudhakar Pamarti, Electrical and Computer Engineering, UCLA.

• Professor Puneet Gupta, Electrical and Computer Engineering, UCLA.
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4.1 Introduction

As established in Chapter 3, stochastic computing has been enjoying a renaissance in deep

learning acceleration for latency-, energy-, and cost-constrained devices [109, 166, 104, 110,

5]. Its approximate nature synergizes well with neural networks’ inherent error-tolerant

properties, enabling new axes of accuracy and performance tradeoffs [104, 202, 5]. However,

precision remains the most significant barrier to wider SC adoption. Since the bulk of ac-

curacy is lost in the addition operation, the majority of prior works opted for approximate

parallel counter-based accumulation fabric [105, 203, 110, 202] or directly converting each

multiplication result and adding them in the fixed-point domain [107, 104], losing computa-

tional density. Others try to compensate by using longer stochastic stream lengths at the

cost of throughput and energy efficiency [204]. ACOUSTIC showed OR-accumulation using

split-unipolar stochastic streams to be a viable, unscaled accumulation approach for neural

network acceleration, but it still suffers from accuracy loss.

Stochastic bitstream generation has also received much attention. A typical stochastic

number generator (SNG) has a random number generator (RNG) and a comparator that

compares the target value with the random number [100]. Streams generated from a true

random number generator (TRNG) have a predictable error variance that can only be re-

duced through longer stream lengths [102]. Less expensive TRNGs [205, 206, 207, 208] as

well as quasi-random sequences [107, 104, 110] have been explored to reduce error and cost

of stream generation. Correlation of the random sources in stream generation can severely

impact accuracy and has forced most prior works to limit the amount of computation per-

formed in the stochastic domain, sacrificing potential performance benefits [107, 104, 110].

In this work, we show that those sacrifices are not necessary.

Further, most prior SC literature focuses on SC “component” improvements [107, 104,

64] or implement dedicated network-specific accelerators [106, 105]. Programmable, full-

system SC implementations [166, 5], like the focus of our work are rare. We account for
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overheads of generalizability of programmable accelerators and generate power, performance,

and accuracy numbers for the entire compute+memory system.

In this Chapter, we propose GEO - Generation and Execution Optimized stochastic

computing for neural networks - an ensemble of optimization techniques that can bridge the

accuracy gap between stochastic and fixed-point accelerators while improving inference en-

ergy and latency even when compared to the state of the art stochastic inference accelerators.

Our contributions are as follows:

• We show that, with appropriate training, neural networks can learn the biases caused by

pseudo-RNGs and extensive sharing of them in SNGs and improve accuracy compared

to using non-shared TRNGs by as much as 6.1% points while reducing energy and

area.

• We propose a progressive stream generation and shadow buffering scheme that reduces

required memory bandwidth by up to 4X while improving latency by as much as 2X.

• We propose using a balanced mix of stochastic OR and fixed-point accumulation to

improve accuracy by up to 9.4% points. The increase in accuracy allows us to reduce

stream length by 4X while maintaining 2.2-4.0% points accuracy advantage.

• We leverage pipelining and near-memory computation to enable high throughput, max-

imal reuse, and efficient compute utilization regardless of layer parameters.

• Overall, we show that GEO is Pareto-superior to existing SC-based and fixed point

accelerators in accuracy and energy/latency tradeoffs.

The rest of this Chapter is organized as follows. Section 4.2 describes the proposed GEO

improvements to stream generation and Section 4.3 describes the optimizations to compu-

tation and architecture. Experimental methodology and results are discussed in Section 4.4

and we conclude in Section 4.5.
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4.2 Stochastic Stream Generation Optimizations

This section proposes a methods optimizing the stream generation process of SC. Combin-

ing shared stream generation and training improves accuracy, while progressive generation

relieves memory bottleneck.

4.2.1 Co-optimized Shared Generation and Training

RNG Sharing has been shown to be detrimental to stochastic computing accuracy[175, 209],

and typically requires complicated methods to decorrelate streams from the same source

to avoid incurring large stream generation penalties. However, we hypothesize that a

partially-shared generation leads to higher accuracy, especially when coupled with deter-

ministic stream generation and stream-based training.

Deterministic and repeatable (using a pseudorandom RNG) stream generators guarantee

obtaining the same outputs from the same inputs, enabling the model to train for a fixed

instead of a random error. We achieve determinism using maximum-length linear feedback

shift registers (LFSR) as RNGs. When generating streams of length 2n, an n-bit maximum-

length LFSR is used with a cycle of 2n − 1. Apart from guaranteeing an almost accurate

generation, LFSR generates the same output with the same input and seed and allows mul-

tiple uncorrelated stream generations (by varying the seed or the characteristic polynomial)

suitable for large multiply-accumulate operations. Sharing stream generation simplifies the

error profile caused by SC. Assuming that all kernels in a layer share the same set of seeds,

training only needs to deal with an error associated with one set of seeds.

To test this hypothesis, we implement three levels of sharing for a 4-layer CNN[95] on the

SVHN dataset. Streams are represented using the split-unipolar format, and OR is used for

accumulation, similar to ACOUSTIC. In the “no sharing” case, each SNG gets a different

seed for its LFSR. The “moderate sharing” case shares the same set of seeds across all kernels

in a given layer. Finally, in the “extreme sharing” case, all rows of all kernels in a layer use
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the same set of seeds. The same is done when a true random number generator (TRNG) is

used as an RNG1. The results are shown in Figure 4.1. At moderate sharing levels, LFSR-

based SNGs show a significant uplift in the accuracy (up to 6.1% points compared to unshared

TRNGs) at both stream lengths, adhering to the hypothesis. TRNG does not see the accuracy

improvement with sharing due to the lack of determinism. However, both TRNG and LFSR

suffer from a significant drop in accuracy when using extreme sharing. In this case, stream

correlation becomes an issue hard to overcome just by training.

These results also mean that low discrepancy (LD) sequences are not suitable for OR

accumulation due to the difficulty of generating multiple uncorrelated streams, even though

LD sequences can improve accuracy for single operations [210]. We also compared the

validation accuracy when using LFSR without modeling it during training. The models are

trained using TRNG but validated using LFSR. No accuracy can be gained from moderate

sharing when the model is not trained for it, and extreme sharing reduces accuracy to about

20%. We use the moderate sharing scheme in GEO (up to the limit of availability of unique

RNG seeds).

55%

70%

85%

TRNG, 128-bitTRNG, 128-bit LFSR, 128-bit LFSR, 32-bit LFSR, 128-bit,
no train

LFSR, 32-bit,
no train

Accuracy No Sharing Moderate Sharing Extreme Sharing

Figure 4.1: Accuracy vs. sharing for TRNG and LFSR-based random number generation.

4.2.2 Progressive Stochastic Stream Generation

Once stream computation is finished for a given set of weights and activations, the SNG

buffers need to be reloaded for the next iteration. If the underlying architecture needs

1Due to the lack of hardware TRNG, we approximate it using the rand function in PyTorch.
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to reload activations and weights extensively during computation, reloading can become a

significant bottleneck. We propose using a progressive generation scheme to alleviate this

inefficiency, where stream generation begins as soon as the first two most-significant bits

are loaded into the buffers instead of waiting for all 8 bits, as shown in Figure 4.2. The

rest of the bits are padded with 0s. As stream generation continues, the remaining bits are

gradually loaded in groups of 2 bits every two cycles until the number of bits loaded matches

the LFSR length used. As GEO matches the LFSR length to the stream length being used,

shorter stream lengths effectively truncate the converted fixed-point values. Our progressive

buffering scheme can take advantage of that truncation to reduce the number of required

memory accesses, which is not possible when all bits for a given value are being loaded in

parallel. Compared to starting generation when all 8 bits are loaded, progressive generation

reduces the latency overhead of reloading by 4X.
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Figure 4.2: Accuracy comparison between normal generation and progressive generation

performing a multiplication of two uniformly sampled inputs. RMS Error is multiplication

error compared to an 8-bit integer.

As shown in Figure 4.3, performing progressive loading does not hurt multiplication

accuracy. Generation is accurate after eight cycles at most when the loaded values match

LFSR length. Progressive loading introduces error in at most eight cycles when using 7-bit

lfsr and 128-bit streams. On a network level, using progressive loading only lowers accuracy

by 0.42% when using 32-bit streams and 0.16% when using 64-bit streams. Note that this

is a worst-case scenario where all input and weight streams are assumed to be generated

progressively. Any input or weight reuse in the architecture leads to fewer reloads.
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Figure 4.3: Normal SNG (a) and progressive stream generation (b).

4.3 Stochastic Computing Execution Optimizations

This section describes the overall GEO architecture and discusses a variety of microarchi-

tectural optimizations to improve performance and accuracy on GEO.

4.3.1 GEO Architecture

Before describing further execution optimizations, we will briefly explain the underlying

accelerator architecture. The GEO accelerator uses fully-stochastic computation, which can

easily be modified to support different levels of partial-binary accumulation. Further, it is

agnostic to the stream generation scheme and supports extensive RNG sharing. We will

now briefly describe the architecture functionality. GEO architecture is largely similar to

ACOUSTIC, except for the introduced optimizations.

Figure 4.4a) shows the block diagram of the accelerator. It uses separate weight and

activation memories, which are used to load their respective SNG buffers. Both weight and

activation memories are organized in 2 logical banks, supporting ping-pong operation. For

weights, this allows loading the next set of kernels from external memory, while the current

one is being processed. For activations, it enables loading activations while writing back

partial sums and outputs. Both sets of memories are sized accordingly to support such

97



operation.
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Figure 4.4: Overall SC accelerator architecture block diagram. with breakdowns of the MAC

row (left) and output converter (right) modules (a). Fixed 8-bit maximum length LFSR (b),

and configurable 8- or 7-bit maximum length LFSR (c).

Once all required inputs and weights are loaded into the buffers, the stream generation

begins, and SNG outputs are fed directly into the compute engine. The compute is or-

ganized to maximize density while minimizing the conversion costs of stochastic streams.

It is logically partitioned into rows, where each row is responsible for one output channel.

This way, the same set of activations can be broadcasted across multiple rows, amortizing

activation stream generation costs. Within each row, the same set of weights is multiplied

with different sets of activations, emulating the convolutional sliding window. This way, the

architecture also achieves high levels of weight reuse.

Output streams of each row are passed to the output converter array, where individual

output converter modules convert them to a fixed-point format to accumulate the final

value into a counter. By using small, configurable parallel counters before the conversion,

the output converter array can add neighboring outputs, achieving average pooling with

computation skipping on layers followed by pooling operators as in [5]. Computation skipping

allows shorter streams on layers with pooling since average pooling adds multiple streams

in the fixed-point domain. Once the stream generation is finished and output values are

completely accumulated, they are passed through the near-memory batch normalization and
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ReLU activation blocks before being written back to activation memory to serve as inputs

to the next layer.

4.3.2 Partial Binary Accumulation

As mentioned in Section 4.1, many recent SC works opt to perform accumulation in the fixed-

point domain, as it offers higher accuracy than SC-based addition [106, 107]. In contrast,

few others have tried implementing fully-stochastic accumulation to save costs. In contrast

to these two extremes, we propose to use partial SC-fixed-point accumulation, where the

first few levels of accumulation are implemented in SC using OR gates before converting the

intermediate results to fixed-point and adding them.

The partition between SC and fixed-point accumulation significantly affects both accu-

racy and performance. While using an approximate parallel counter (APC) [211] allows

one layer of SC accumulation before fixed-point accumulation, the combined use of AND

and OR makes it equivalent to multiplexers and is thus unsuitable for multiple layers of

accumulation. Using OR for addition with training allows an arbitrary trade-off between

SC and fixed-point domains. We tested model accuracy with different fixed-point accumu-

lation levels. Assuming weight filters are arranged into (Cin, H,W ) dimensions, performing

fixed-point accumulation in the W dimension (PBW) improves accuracy by 4.5% and 9.4%

respectively for 128-bit and 32-bit streams compared to performing all accumulations using

OR. Extending fixed-point accumulation to H (PBHW) improves accuracy by < 0.5% but

increases the number of fixed-point adders by 5X for 5 × 5 filters.

Adding support for partial binary accumulation only requires replacing the last levels of

OR accumulation with a parallel counter. While the level of partial binary accumulation

is fixed at the design stage, it still allows for trading off precision with latency through SC

stream length configuration. Since partial binary accumulation fabric operates on a bitwise

basis, it is agnostic to the chosen stream length. Parallel counters in the average pooling

fabric in the output converters need to be adjusted to handle wider inputs. In Section 4.4,
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we show that those changes have minimal impact on the overall architecture.

Figure 4.5 shows the overhead, in terms of area, of implementing SC-based MAC units

with a partial binary accumulation stages. We compare the full-or accumulation (SC), PBW,

PBHW, and fixed-point accumulation (FXP) configurations for different three-dimensional

kernel sizes. While area overhead of PBW and PBHW partial binary accumulation can be as

much as 1.4X and 4.5X for smaller kernels, the area increase goes down to 4% and 9% for large

ones. Implementing partial binary accumulation is, therefore, well suited for highly-parallel

SC architectures where such overheads would be negligible. Figure 4.5 also shows that

implementing complete binary accumulation can increase the area by more than five times

for most kernel sizes, emphasizing its performance limitation. While approximate parallel

counters [212] (APC) offers noticeable area benefits compared to fixed-point accumulators,

it is still more than 3X larger than PBW and PBHW for larger kernels. Given that PBW

is almost identical accuracy-wise, the rest of the paper uses PBW as the default unless

otherwise mentioned.
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Figure 4.5: Area comparison for different hardware implementations of SC-based MAC units

for different kernel sizes and different levels of partial binary accumulation.

Using partial binary accumulation increases the dynamic range of outputs. Since the

increase of output precision comes primarily from increased range, truncating activations

without factoring in the dynamic range diminishes partial binary accumulation benefits.

To deal with this, we use an 8-bit fixed-point version of batch normalization (BN) before

ReLU activation to minimize the cost of implementing it in hardware. While still potentially

expensive, BN offers 5.5-6.5% points accuracy improvement. For layers with pooling, pooling
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is placed before ReLU activations so that BN can be performed on pooled activations.

4.3.3 Near-Memory Computation

Organizing the GEO accelerator compute hierarchy to mimic a vertically sliding convolu-

tional window means that it naturally yields to the weight-stationary dataflow [2]. While the

window iterates through the output tensor, weights can stay unchanged, and only a single

row of activations needs to be reloaded between each computational pass, therefore minimiz-

ing both weight and activation bandwidth requirements. Indeed, this dataflow choice reduces

the overall number of memory accesses by up to 3.3X compared to input-stationary, making

it the optimal choice in virtually every convolutional layer we have explored. However, this

is only true if a strict, weight-stationary implementation can be enforced. It requires that

the MAC units’ width and the corresponding number of SNGs are sized to fit the entire ac-

tivation tensor covered by a kernel in a given layer. This constraint guarantees that output

values can be generated during a single computational pass, without partial sums, effectively

“merging” weight- and output-stationary dataflows in one.

However, it is not uncommon in modern neural networks to find kernels with thousands

of weights, which cannot be fully unrolled without sacrificing a prohibitive amount of silicon

area. When that is not possible, the accelerator needs to store converted partial sums for

later accumulation. If the architecture does not support that, it has to implement a strict

output-stationary dataflow, accumulating output values in output conversion modules over

multiple passes, where both weights and activations need to be swapped between each pass.

Such dataflow can increase memory accesses by as much as 10.3X vs. ideal, weight-stationary

implementation. While progressive generation can alleviate such dataflow’s bandwidth re-

quirements to a degree, the steep energy cost of memory accesses remains.

One way to avoid being forced into such suboptimal dataflow is to couple output conver-

sion modules with small register files. However, the number of registers required will depend

on a particular layer - to support some of the very deep ones would require register files that
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dwarf the size of conversion modules. At the same time, those register files would remain

mostly unused on the shallower layers. Instead, we propose implementing near-memory ac-

cumulation, where the activation memory is tightly coupled with an array of adders. We then

expand the GEO ISA to support a 2-cycle read-add-write vector instruction that can be used

to accumulate partial sums. Since partial sums are stored in large activation memory, there

is no need to size it for any specific network or layer.

There are two downsides w.r.t. to local register files. First, activation memory accesses

are much more energy costly than to local registers. However, in this dataflow, partial

sum accesses constitute only 13% to 20% of overall memory accesses, meaning they are

not critical to overall energy consumption. Second, additional accesses put more strain on

memory bandwidth. However, as we will show in Section 4.4, progressive shadow buffering

can alleviate this problem. We further expand this scheme to support near-memory batch

normalization through an array of fixed-point MAC units, tightly coupled with activation

memory.

4.3.4 Pipeline Optimizations

On top of the generation and execution optimizations listed above, the GEO accelerator

includes two microarchitectural enhancements. First, we supplement the progressive gen-

eration with shadow buffers. When current progressive values are fully loaded, a certain

number of bits can be loaded into the shadow buffers for the next computation. Thanks to

that, the following computation phase can begin immediately after the current one finishes,

since the minimum number of bits required, which in our case is two, is already available

in the shadow buffer. Without progressive generation, shadow buffers would need to be the

same size as the actual SNG buffers (i.e., 4X larger), incurring a significant area penalty.

The overhead of progressive shadow buffers is only about 4% at the whole accelerator level.

Second, we implement a pipeline stage within our compute engine between the SC and

partial-binary accumulation stages. This is because of a long critical path between the LFSR,
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SNG, SC MAC, partial binary accumulation, and output counters. Implementing the pipeline

stage in that location allows us to cut down the critical path by over 30% while minimizing

the area required by additional flip-flops (<1% overhead on the accelerator level). Because

of the recovered timing slack, we can now reduce the operating voltage without lowering the

frequency to achieve better energy efficiency.

4.4 Evaluation & Results

4.4.1 Evaluation Methodology

We test accuracies on CIFAR-10, SVHN, and MNIST datasets. For CIFAR-10 and SVHN,

we use the same 4-layer CNN [95] (CNN-4) as in Section 4.3 and VGG-16 [1]. VGG-16

has the X/Y input dimensions of each layer downscaled, and the fully-connected layers are

reduced to FC-512 instead of FC-4096 to accommodate the smaller image sizes. For MNIST

we use LeNet-5 [152]. We use PyTorch 1.5.0 to train the models. We implement the forward

pass using both floating-point and simulated SC. Simulated SC is used to compute output

values, while the floating-point forward pass is used to guide backpropagation. With SC sim-

ulation’s speed limitations, we skipped training for more complex datasets (i.e., ImageNet)

due to the prohibitively long training time. Due to the use of floating-point for backpropa-

gation, GEO can only accelerate the inference of SC models. Models are trained using the

ADAM optimizer [153] with an initial learning rate of 2e-3, and accuracy is evaluated on the

corresponding testing dataset after 1000 epochs. Each model is trained with different stream

lengths using split-unipolar implementation and designated by two stream lengths {sp − s},

sp for layers with pooling and s for layers without it. While max pooling is possible, we use

average pooling with computation skipping to reduce stream length requirements for layers

with pooling. Output layers always use 128-bit streams due to their small performance im-

pact but noticeable accuracy benefits. The actual stream length used is double the specified

value due to the use of split-unipolar representation.
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To estimate the area, power, and latency of the proposed design, we have written individ-

ual blocks (SNGs, MAC arrays, buffers, output converters) in Verilog and then synthesized

them using a commercial 28nm library. Memories were modeled using CACTI 6.5 [177].

For the LP variant described below, we consider the cost of external memory accesses, with

the bandwidth and access energy modeled after the HBM2 standard [213]. We used activity

factors obtained through RTL simulations to adjust active power numbers in synthesis (since

many modules, such as SNG buffers and batch normalization modules are idle most of the

time). To obtain accurate energy and latency estimates, we used a custom performance

simulator, which combines the numbers from individual modules with a compiled code rep-

resenting the given network model. Since the proposed enhancements are mostly agnostic of

the control flow, we use the ISA used by ACOUSTIC, with minor modifications. We create

two versions of GEO: ultra-low power (ULP) or low-power (LP) targeted at different area

points and network sizes. ULP has 25.6K MACs with total on-chip memory of 150KB, while

the LP variant has 294K MACs and 0.5MB of on-chip memory.

As a fixed-point baseline, we use Eyeriss [13], scaled to 4-bit or 8-bit precision and 28nm

node. The on-chip memory capacity and the number of processing elements are chosen to

achieve close to the iso-area comparison point with GEO. We simulate the execution of the

neural networks using [178]. For SC comparison points, we use the ACOUSTIC [5], Sign-

Magnitude SC (SM-SC) [109] and SCOPE [166]. ACOUSTIC configurations are sized to

have the same amount of memory and compute as GEO, and we use longer stream lengths to

maintain close to iso-accuracy with GEO. ACOUSTIC architecture configurations differ from

the original, but we use the same simulation framework, ensuring consistent results. We also

include activity factors in power estimation. SM-SC is not a fully programmable accelerator

making full comparison impossible. SCOPE is an in-memory, DRAM-based accelerator with

a massive area footprint, not well suited towards edge applications [166]. Unfortunately,

many recent works on SC neural network acceleration only report performance numbers for

the compute part while omitting the crucial impact of memory and dataflow, making it
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impossible for us to compare on the system level. Numbers are scaled to the 28nm node

when necessary, using the models provided in [214]. We further compare GEO-ULP with

CONV-RAM [7] and MDL-CNN [6] mixed-signal accelerators.

4.4.2 GEO Accuracy Comparisons

Table 4.1 compares the accuracy of GEO with fixed-point and other SC implementations.

Eyeriss results are retrained at respective precision2. Results for other works are reported

from the respective papers. GEO offers 2.2-4.0% points better accuracy at quarter stream

length compared to ACOUSTIC and similar accuracy at the same stream length compared

to [109]. Both shared stream generation and partial binary accumulation contribute to

increased accuracy. For CNN-4 on SVHN with 32-64 stream length, dropping binary accu-

mulation lowers accuracy to 79.6%, while using TRNG on top of that drops it further to

73.7%. Compared to fixed-point, the accuracy with CNN-4 is comparable to 4-bit fixed-point

when using 32-64 setup on SVHN, but 4% lower on CIFAR-10 when using 32-64 and 1.9%

lower when using 64-1283. Accuracy with VGG-16 is 2.2% lower than the 8-bit fixed-point

on CIFAR-10 and comparable on SVHN. Accuracy on MNIST is already comparable to

fixed-point in the baseline, and GEO optimizations do not affect it. Compared to CONV-

RAM[7], an in-memory architecture and MDL-CNN[6], a time-domain architecture, GEO

offers superior accuracy even with 16-32 stream length.

4.4.3 Performance Impact of GEO Enhancements

We compare the baseline ULP architecture (without GEO optimizations and 16-bit LFSRs

to emulate TRNG) with two GEO variants:

2Original Eyeriss [13] was 16-bit with truncated accumulation, which suffers from substantial accuracy
loss at lower 4/8-bit precision. We assume full 16-bit accumulation bitwidth and, as a result, Eyeriss accuracy
results are somewhat optimistic.

3While intermediate accumulation results for Eyeriss are allowed to have double the input precision,
overflow may still happen and these results are optimistic
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Table 4.1: Accuracy comparison with fixed-point, other SC implementations and so on.
Eyeriss ACOUSTIC GEO SCOPE[166] CONV-RAM[7] MDL-CNN[6] SM-SC[109]

Dataset Model 8-bit 4-bit 256 128 64-128 32-64 16-32 128 7a1w 4a1w 128

CIFAR-10
CNN-4 85.1% 82.1% 78.0% 74.9% 80.2% 78.1% —– —– —– —– 80%

VGG-16 90.9% —– —– —– 88.7% 88.7% —– —– —– —– —–

SVHN
CNN-4 93.3% 90.5% 89.0% 86.8% 91.9% 90.8% —– —– —– —– —–

VGG-16 96.2% —– —– —– 96.0% 95.9% —– —– —– —– —–

MNIST LeNet-5 —– 99.3% —– 99.3% —– 99.3% 98.9% 99.3% 96% 98.4% —–

• GEO-GEN-128,128 - uses the generation optimizations from Section 4.2. Progressive

shadow buffers are used in this configuration.

• GEO-GEN-EXEC-32,64 - uses both the generation and execution (from Section 4.3

optimizations. Further, it reduces the stream lengths being used to remain iso-accuracy

with other configurations.

The area, energy, and latency impacts of GEO optimizations on the ULP architecture

are shown in Figure 4.6. For energy and latency, we simulated the SVHN CNN inference on

each of those design points. Generation optimizations result in an overall 1% decrease in the

accelerator area, where an increase in the area due to progressive shadow buffers is balanced

by more extensive RNG sharing. At the same time, the use of progressive shadow buffers to

hide memory latency results in a 1.7X speedup and 1.6X reduction in energy. Energy savings

come mainly from SNG optimizations and reduced leakage.

Adding execution optimizations on top of the generation ones increases the area by 2%

w.r.t. to baseline. The impact of pipelining and partial binary accumulation is minimal

due to its limited application and an overall small contribution of the SC MAC array to

the overall area. Similarly, near-memory computation is well amortized because it is time

multiplexed. The combination of shorter stream lengths, more efficient dataflow enabled

by near-memory computation and pipelining coupled with DVFS results in 4.3X and 5.2X

reduction in latency and energy w.r.t. baseline.
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Figure 4.6: Area, energy and latency for different GEO configurations (normalized to

Base-128,128).

4.4.4 GEO Performance Compared

Table 4.2 shows a comparison of the proposed GEO ULP accelerator with fixed-point and

mixed-signal approaches. First, we show that GEO-32,64 outperforms the 4-bit fixed-point

baseline in terms of throughput, by 2.7X, and energy efficiency, by 2.6X, in the same area.

It also outperforms ACOUSTIC-128, by 4.4X and 5.3X, respectively, while achieving higher

accuracy. It is also highly-competitive in terms of energy-efficiency with mixed-signal accel-

erators like Conv-RAM and MDL-CNN. We refrain from comparing the throughput against

those implementations due to the large area difference.

On the scale-out end of the spectrum, GEO LP outperforms iso-area, 8-bit Eyeriss by

5.6X in terms of throughput and 2.6X in terms of energy efficiency. Modest energy reduction

is caused by the high cost of external memory accesses - when those are omitted, GEO is

as much as 6.1X more energy-efficient than Eyeriss. It is also 2.4X faster and 1.6X more

energy efficient than ACOUSTIC while having higher inference accuracy. Despite occupying

only 3.3% of SCOPE area, GEO has nearly 24% of its peak throughput and has 2.4X better

energy efficiency.
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Table 4.2: Comparison between GEO ULP and fixed-point and neuromorphic implementa-

tions. Numbers are scaled to 28nm.

Eyeriss GEO ULP Conv- MDL ACOUSTIC GEO ULP

4-bit -32,64 RAM CNN ULP-128 -16,32

[2] [7] [6] [5]

Voltage 0.9 0.81 0.9 0.537 0.9 0.81

Area [mm2] 0.59 0.58 0.02 0.06 0.57 0.58

Power [mW] 20 48 0.016 0.02 72 48

Clock [MHz] 400 400 364 25 400 400

Precision 4-bit — 6b/1b 8b/1b — —

CIFAR-10 Fr/s 5.2k 14k — — 3.2k 29k

CIFAR-10 Fr/J 115k 305k — — 57k 576k

LeNet5 CNN Fr/s 47k 520k 15k 1k 3.2k 780k

LeNet5 CNN Fr/J 790k 42M 40M 33.6M 57k 56M

Peak GOPS4 80 640 10.7 0.365 160 1280

Peak TOPS/W 4 13.3 44.2 18.2 2.22 26.6

4.5 Conclusion

In this Chapter we presented GEO, a generation and computation-optimized stochastic com-

puting architecture for neural network acceleration. We develop an ensemble of accuracy

improvement and energy/runtime improvement techniques. These optimizations improve

accuracy by 2.2-4.0% points compared to state-of-the-art SC-based accelerators while also

being 4.4X faster and 5.6X more energy efficient. GEO can compete with fixed-point im-

plementations with similar accuracy and area while delivering up to 5.6X throughput and

2.6X energy-efficiency gains. GEO, despite being an all-digital, programmable accelerator,

can achieve energy efficiency comparable to in-memory/mixed-signal accelerators.
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Table 4.3: Comparison between GEO LP and fixed-point and SC implementations. Numbers

are scaled to 28nm.

Eyeriss GEO LP SM-SC SCOPE ACOUSTIC GEO LP

8-bit -64,128 LP-256 -32,64

[2] [109] [166] [5]

Voltage 0.9 0.81 0.9 — 0.9 0.81

Area [mm2] 9.3 9.2 — 273 9 9.2

Power [mW] 848 797 — — 1160 797

Clock [MHz] 400 400 1536 200 400 400

CIFAR-10 VGG Fr/s 555 3.1k — — 1.3k 5.2k

CIFAR-10 VGG Fr/J 618 1.6k — — 1k 2.2k

Peak GOPS 204 1.8k 1.7k 7.1k 460 3.6k

Peak TOPS/W 0.48 2.25 0.92 — 0.4 4.5
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CHAPTER 5

SASCHA - Combining Randomness with Sparsity

ACOUSTIC, GEO, and other works have shown the potential of using stochastic comput-

ing for machine learning acceleration. Its high compute density, affinity with dense linear

algebra primitives, and approximation properties have an uncanny synergy with deep neural

network computational requirements. However, there is a conspicuous lack of work trying to

integrate SC hardware with sparsity awareness, that has brought significant performance im-

provements to conventional architectures. In this Chapter, we identify why popular sparsity-

exploiting techniques are not easily applicable to SC accelerators and propose a new archi-

tecture - SASCHA - Sparsity-Aware Stochastic Computing Hardware Architecture for neural

network acceleration that addresses those issues. SASCHA encompasses a set of techniques

that make utilizing sparsity in inference practical for different types of SC computation.

At 90% weight sparsity, SASCHA can be up to 6.5X faster and 5.5X more energy-efficient

than comparable dense SC accelerators with a similar area without sacrificing the dense

network throughput. SASCHA also outperforms sparse fixed-point accelerators by up to 4X

in terms of latency. To the best of our knowledge, SASCHA is the first stochastic computing

accelerator architecture oriented around sparsity.

Collaborators:

• Tianmu Li, Electrical and Computer Engineering, UCLA.

• Professor Puneet Gupta, Electrical and Computer Engineering, UCLA.
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5.1 Introduction

New classes of machine learning mobile applications, like virtual assistants, translation, and

image recognition, continue to emerge, amplifying the demand for fast, efficient, and secure

inference [32, 33, 34]. Increasingly, this demand cannot be satisfied by offline, cloud-based

processing due to substantial and unpredictable network latencies, as well as privacy concerns

[32, 215]. To enable online machine learning, mobile devices increasingly incorporate custom

accelerators, broadly known as neural processing units, or NPUs [34]. Those devices are

deployed under strict area, power, and energy constraints.

To improve the throughput and energy efficiency, researchers have increasingly looked

into model compression methods, like quantization and pruning [35, 20, 21, 90], including

3PXNet presented in Chapter 2. At the same time, non-conventional computing methods,

like in-memory or stochastic computing, have also been gaining popularity [102, 197, 133].

Hardware support for some of those techniques has already made its way into commercially

available devices [216].

As demonstrated in Chapters 3 and 4, stochastic computing, in particular, is a promis-

ing approach to approximate computing acceleration, particularly for dense, compute-heavy

models like convolutional neural networks [10, 105, 64]. There is now a plethora of possible

SC flavors, spanning the accuracy-efficiency Pareto curve, depending on application require-

ments. However, there is a conspicuous lack of SC architectures trying to take advantage

of neural networks’ resilience to pruning [21], something that could enable further perfor-

mance improvements. To address this gap, we propose SASCHA - Sparsity-Aware Stochastic

Computing Hardware Architecture for Neural Network Acceleration. SASCHA consists of

computational unit design, accelerator architecture, and a scheduling method that improves

the efficiency of executing sparse neural networks using SC computation without sacrificing

high parallelism and data re-use opportunities.

The key contributions of this work are:
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• We introduce the multi-group, parallel stream sparse SC SASCHA processing element

(PE), agnostic of underlying SC computation style, and perform a thorough evaluation

of its extensive design space.

• To the best of our knowledge, we propose the first stochastic computing neural network

accelerator architecture that takes advantage of parameter sparsity. SASCHA can

achieve up to 6.5X throughput and 5.5X energy efficiency improvement at 90% sparsity

level, compared to a dense SC accelerator with a similar area, while maintaining the

throughput and suffering only up to 31% energy efficiency in the dense case.

• We propose a weight bit-slicing technique using asymmetric streams unique to SC that

can extract weight sparsity even in dense networks, improving SASCHA throughput

and energy efficiency by up to 1.75X on unpruned networks.

The rest of this Chapter is organized as follows: Section 5.2 explains why conventional

approaches to exploiting sparsity are not easily applicable or beneficial in the case of SC

accelerators. Section 5.3 introduces the sparse SASCHA PE and explores its design space.

Section 5.4 describes the architecture of the SASCHA accelerator and its asynchronous sched-

uler. Section 5.5 discusses a bit-slicing method that can extract high effective sparsity in

unpruned networks. Section 5.6 shows the benefits of the SASCHA accelerator. Finally,

Section 5.7 summarizes related work.

5.2 Motivation

Given the recent popularity of stochastic computing and sparsity-aware accelerators, there

is a surprising lack of attempts to combine both approaches. This section explains why

taking advantage of sparsity in stochastic computing hardware cannot be tackled by the

same techniques as conventional, floating- or fixed-point accelerators.

Most common attempts to exploit sparsity in hardware rely on matching non-zero input
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and weight values that need to be multiplied together to avoid ineffectual computations,

i.e., ones where at least one operand is zero [217, 218, 17, 219, 79, 126, 90, 220, 127]. To

avoid an issue where no non-zero operands are available, causing stalls and poor utilization,

larger staging buffers that can spatially or temporarily advance operands are frequently used

[217, 218, 17, 219]. While pre-trained weights can often be scheduled offline, simplifying the

hardware, exploiting input sparsity must be performed dynamically, incurring non-negligible

hardware overheads. For example, [219] increases the area of the compute core by 2.8-5.9x to

support sparsity compared to the dense baseline. In other approaches, matching is achieved

by calculating an intersection operation between input and weight values on an output-by-

output basis [79, 127, 220], or coupling custom dataflows with sparse storage format choices

[221, 222]. Those techniques can also incur significant overheads. For example, in [127], the

intersection calculation module is more than 10x larger than the compute. In [79], a large

crossbar network is required to route the outputs, exceeding the size of compute units by

more than 3X. Similarly, in [222], more than 95% of the processing element area is consumed

by the sorting queues.

For devices operating with conventional floating- or fixed-point values, high area and

energy cost of computation can justify such overheads. However, that is not the case in

SC-based architectures. As mentioned previously, conversion circuitry, including SNGs,

RNGs, and buffers, is frequently the dominant area and power contributor in SC accel-

erators. Analyzing the accelerator area breakdowns in [10], we can see that the SC MAC

arrays (multipliers and adders) occupy as little as 6% of the overall area, while the conversion

circuitry consumes 51%, with similar energy contributions. While the techniques mentioned

above could be applied to SNGs, the high spatial data reuse introduces an additional level

of complexity [5, 104, 105]. Commonly, thousands (or more) of multiply-accumulate opera-

tions can be scheduled concurrently, with individual operand streams being broadcast across

many multiplications in parallel. Therefore, a given operand could only be skipped if all

corresponding operands it is meant to be concurrently multiplied with are zeros. Such ex-

113



tensive reuse would limit ineffectual computation skipping opportunities and dramatically

increase the cost of already expensive dynamic intersection calculation, dwarfing low-cost SC

computation. Further, conventional sparse accelerators require complex sparsity detection

logic to improve the utilization of the limited number of their large and complex processing

elements [219]. SC’s high parallelism and low cost make underutilization less of a problem

compared to architectures with a limited number of large floating- or fixed-point PEs [5]. In

short, for SC architectures, detecting sparsity is more costly than ignoring it.

Taking advantage of sparsity in stochastic computing architectures by using conventional

approaches can, therefore, yield minimal benefits or could end up being detrimental. To

this end, we make a few guiding observations. First, any attempt at exploiting sparsity

should not compromise the high parallelism enabled by SC [5]. Therefore any approaches

requiring fine-granularity, dynamic scheduling, or other sources of hardware overheads are

highly undesirable. Particularly, individual, dynamic intersections between sparse weights

and activations are not compatible with spatial data reuse employed by SC. To this end,

whenever possible, we want the burden of exploiting sparsity to lie on the offline, static

side, so as not to introduce unnecessary hardware overheads. Because of that, we focus only

on the sparsity of weights, which are static, and known a priori, while keeping activations

dense. Second, explicitly avoiding the ineffectual SC computations, as opposed to floating-

or fixed-point ones has limited benefits and should not be the goal in itself. Instead, we

believe sparsity should be used to improve the dominant area and energy contributors in

SC-based architectures: memory and SNGs [5, 10].

5.3 SASCHA Sparse SC PE

5.3.1 Sparse PE Design Objectives

In this section, we outline the design of a sparse SC processing element, implementing a par-

allel dot product operation. Our PE is agnostic of the underlying style of SC computation.

114



To demonstrate that, we evaluate three implementations: split-unipolar AND-based multi-

plication with partial-binary OR-based accumulation used by GEO, modified GEO-style PE

with full binary accumulation, and the uMUL multiplier with binary accumulation proposed

by uGEMM [64]. We will refer to them as GEO-, GEO+- and uGEMM-style PEs, respec-

tively. Those PEs offer progressively higher precision at an increased area/power cost, as

discussed in Section 5.6. While full-binary accumulation refers to adding all individual bits

of SC multiplication results, preserving their full fidelity, partial-binary refers to performing

the first part of accumulation using streaming, OR-based adders for more compact area,

and the rest using binary accumulation [10]. Alternative SC computational components are

fundamentally compatible with SASCHA, but they are beyond the scope of this work.

Our goal is to design a sparse SC compute unit, given SC hardware peculiarities outlined

in Section 5.2. First, as explained in Section 5.2, our prime target for optimization is the cost

of converting the numbers between fixed-point and stochastic representations. Second, we

need to choose whether we should target weight or input sparsity. As explained in Section

5.2, we want to avoid any dynamic approaches that incur high hardware overheads relative to

cheap SC compute. Because of that, we avoid trying to exploit both weight, and activation

sparsity due to costly intersection calculations [79, 127, 126]. Even exploiting just activation

sparsity would require spatial and temporal operand advancement [217, 218] performed dy-

namically in hardware. Instead, we focus solely on the sparsity of network weights, which is

known a priori for inference accelerators and enables static, offline scheduling. It allows us

to exploit sparsity with minimal hardware changes that do not compromise SC density and

high spatial reuse.

5.3.2 G:C Sparse PE

Similar to [216], we exploit structural sparsity in weights. We believe this simple approach

is well suited to our requirements as a) it can be statically scheduled, b) it allows us to

reduce the overhead of stochastic number generation, c) it does not exploit or make any
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assumptions about input sparsity, and d) does not require high multiplexing overheads, as

we will show shortly. However, we make three important distinctions between the sparse

compute units of [216] and our Sparse SC PE. First, we explore other sparsity structures - in

general, for every group of G parameters, we allow C non-zero ones. We will henceforth refer

to G as a group size and C as capacity. Second, where [216] can only accelerate networks

pruned to their exact sparsity structure, we design a scheduler capable of mapping networks

with arbitrary level and structure of sparsity onto the compute fabric built using sparse

PEs. Finally, we focus specifically on stochastic computing, which enables different design

trade-offs compared to conventional compute.

Figure 5.1: Sparse PE with group size G and capacity C (a). Decomposing 3 arbitrary

parameter groups of size G = 4, into groups satisfying the capacity requirement of C ≤ 2

(b).
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A block diagram of a generic, i.e., supporting any format of underlying computation,

sparse PE with a group size G and capacity C is shown in Figure 5.1 a). It performs

a spatially parallel dot product operation between a dense vector of G activations and a

sparse vector of C weights and their corresponding indices. A weight’s index indicates its

position in the dense vector and is used to select an activation that needs to be multiplied by

the weight’s value. Compared to an equivalent dense PE, it requires G−C fewer multipliers

and adders, at the cost of C additional G : 1 multiplexers.

Using this PE is only possible when there is a guarantee that every group of G weights

contains only up to C non-zero ones. We refer to such groups as balanced. When the

balancing is enforced on the network parameters, as is the case with [216], with G = 4 and

C = 2, the computation can be scheduled in the same way as on hardware using dense PEs

while reducing storage and ineffectual operations. To schedule a network with an arbitrary

level and structure of sparsity, we can decompose any weight vector of size G to between 1

and ⌈G/C⌉ vectors. This is shown schematically in Figure 5.1 b), where three groups of size

G = 4 get decomposed into four balanced groups, each satisfying C ≤ 2. The decomposed

groups can then be scheduled on a sparse PE with G = 4 and C = 2. However, this

computation will require 33% longer runtime compared to a dense processing element. We

refer to the ratio of the number of decomposed to original weight groups as the iteration

overhead. The maximum iteration overhead for a given sparse PE configuration is ⌈G/C⌉. It

is one of the main metrics for evaluating the efficiency of different sparse PE configurations.

For simplicity, we restrict both G and C to be powers of 2.

A stochastic computing equivalent using GEO-style PE [10] is shown in Figure 5.2 a).

The main concern in the SC case is the overhead of additional conversion circuitry. We

implemented and synthesized a set of sparse SC PEs using a commercial TSMC 28nm library

and Cadence Genus synthesis tool to evaluate this. Figure 5.2 b) shows the breakdown of

a fixed-point and GEO SC sparse PE with G = 4 and C = 2, excluding input and output

buffers. While the fixed-point PE is dominated by the area of multipliers, in the SC one, the

117



Figure 5.2: Sparse GEO-style SC PE with group size G and capacity C (a). Split-Unipolar

[5] logic is omitted case for readability. Area breakdown of fixed-point (left) and GEO SC

(right) sparse PEs with G=4, and C=2 (b).
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arithmetic occupies only about 2% of the area. While the conversion cost can be amortized

through input broadcasting and wider dot-products, it presents us with different optimization

priorities compared to a fixed-point sparse PE. We have also compared the area of sparse

SC PEs with different G and C, shown in Figure 5.3, for different styles of SC. For GEO-

style PEs with C < 8, the area of the sparse SC processing element is roughly equivalent

to half of the dense one, even for large group sizes. This reduction is because conversion

circuitry dominates the overall area, and the sparse SC PE structure eliminates roughly

half of the overall SNGs when C is small. uGEMM sparse PE shows much higher area

reduction compared to dense, due to the fact that weight buffers and SNGs are bundled

together with the multiplier, resulting in a larger size of a dense PE. The close coupling of

stream generation and computation is done for decorrelation purposes, resulting in higher

multiplication precision [64]. If the sparsity structure can be enforced, this area reduction

shows great potential for synergy between SC and sparse neural networks.

5.3.3 Multi-Group Sparse SC PE

Given the proposed sparse SC PE design, we need to choose the best G and C for a sparse

SC accelerator. There are three main considerations here. First, as mentioned above, is

minimizing the iteration overhead. We explore it in detail in Section 5.4. The second is

maximizing the hardware efficiency and amortizing SC conversion costs. SC accelerators

often employ highly parallel dot product units, ranging from 16 to hundreds of concurrent

MAC operations [5, 10, 64, 105]. High parallelism allows them to amortize the cost of

converting streams corresponding to partial sums back to fixed-point representation. From

this standpoint, using sparse PEs with large group sizes like 16 or 32 is desirable. However,

this is where the third consideration comes into play - storage compression efficiency.

While we focused our discussion on sparse computation until now, another benefit of

sparsity is reducing required storage - one of the main contributors to the area and energy

consumption of neural network accelerators [90, 2, 15], including SC ones, [5, 10]. Sparse
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Figure 5.3: Area of sparse and dense SC PEs, given different group sizes and capacities, for

GEO (a), GEO with full binary accumulation (b), and uGEMM (c) style SC.

accelerators often employ compressed memory formats like compressed sparse row (CSR) to

reduce storage and throughput requirements [17, 220, 218, 222]. In this work, we explore

a simple compression scheme, where each weight is coupled with an index indicating its

position in the group. The group’s relative position in a given filter is then handled by the

scheduler as described in Section 5.4. While more efficient compression schemes may be

available, they are beyond the scope of this work.

The index size is determined by the group size G and is equal to log2(G). Since indices

are required on a per-value basis, they are independent of C. Larger group sizes will therefore

incur higher indexing overheads. Figure 5.4 shows storage compression, the ratio between

the memory required for storing all dense weights and storing only the sparse weights and
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their indices. It is an ideal case, where we assume only the sparse weights are stored, and

there are no additional overheads, for example, coming from alignment requirements. Using

a group size of 64 requires 1.44X more storage than a group size of 2. At a sparsity level

of 90%, this translates to 5.7X and 8.9X compression for G = 64 and G = 2, respectively.

More importantly, when running a dense network, going from a group size of 2 to 64 reduces

compression from 0.89X to 0.57X. We want SASCHA to be flexible and support networks

with different sparsity levels with high efficiency, even in the dense case. Because of that,

large group sizes are highly undesirable.

Figure 5.4: Ideal ratio of dense to sparse storage cost for different PE group sizes, and

sparsity levels. Gray line shows the break-even point between sparse and dense storage.

However, there is a way of implementing wide SC dot products while maintaining better

compression ratios enabled by smaller group sizes. Until now, we have only considered dot

products consisting of a single group, referred to as single-group sparse SC PEs. Alterna-

tively, we can construct a wide dot product using multiple smaller PEs. For example, a

dot product of width K = 32 can be constructed using L = 4 PEs with G = 8 or eight

with G = 4. We refer to those as multi-group sparse SC PEs, where the number of groups

L is equal to K/G. An example of single- and throughput-equivalent, multi-group, sparse

processing element with L groups is shown in Figure 5.5 a) and b), respectively. They are

not strictly equivalent because the sparsity structure required for the multi-group PE is more

restrictive - the capacity is now uniformly distributed among individual groups instead of
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the whole dot product width.

Figure 5.5: Single-group sparse PE with a group size G, capacity C and dot product width

K (a), and a throughput-equivalent multi-group sparse PE with L groups.

5.3.4 SASCHA PE Analytical Model

While the sparse SC PE is expected to be more area and energy-efficient than the dense one

when weight groups are balanced, i.e., highly sparse, the opposite will happen when running

a dense network. In the worst-case scenario, iteration overhead will cause a ⌈G/C⌉ times

longer runtime when the same number of dense and sparse PEs is used. To evaluate potential

benefits at different sparsity levels, we develop a simple analytical SASCHA PE iteration

overhead model. For simplicity, we assume that sparsity is uniformly distributed among

weights. The iteration overhead of a multi-group sparse PE of size K, with L = K/G groups,

will be determined by the group with the largest number of non-zero weights. Therefore we

want to find out the expected maximum number of non-zero values in a group of size G
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across L groups. For a group of size G, the probability of having O non-zero weights given

sparsity S is:

PNZ=O =

(
G

O

)
(1 − S)OSG−O (5.1)

Where S ∈ ⟨0, 1⟩ indicates the ratio of zero weights to all weights. Probability that across

L groups of size G, one or more have O non-zero values, and non have more than O:

PLGO =
L∑
i=1

(
L

i

)
P i
NZ=OP

L−i
NZ<O (5.2)

Where PNZ<O is the probability that a group of size G has fewer than O non-zero values:

PNZ<O =
O−1∑
i=1

(
G

i

)
(1 − S)iSG−i (5.3)

The average maximum number of non-zero values A across L groups of size G is therefore:

A =
G∑
i=0

iPLGi (5.4)

And the expected iteration overhead I, given group capacity C is:

I =
A

C
(5.5)

In our model, we assume that dot products where all weights are zero can be skipped

entirely in the sparse PE example, as explained in Section 5.4. This behavior allows the

iteration overhead to become less than 1. We used the above model to estimate iteration

overheads of a multi-group sparse SC PE of width K = 16 at different group sizes, capacities,

and sparsity levels. Results, normalized by the area, are shown in Figure 5.6 a), with a

reference line showing the latency break-even point compared to a dense PE with the same

K. It shows that configurations with larger group sizes are not as efficient at low sparsity
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levels but much better on highly sparse networks. For example, while sparse PE with G = 8

and C = 1 is on average 22% slower than the one with G = 2 and C = 1 at sparsity below

40%, it is on average 63% faster at higher sparsity levels. Further, increasing the capacity

is an efficient way of improving the throughput: PE with a group size of 8 and capacity of

4 is, on average, 32% faster than the one with a capacity of 1 when normalized to the area.

Based on those results, we will opt for larger group sizes, e.g., 4 and 8, compared to smaller

ones.

Figure 5.6 b) compares the iteration overhead obtained through the model with the

one obtained using an ideal scheduler described in Section 5.4 on the CIFAR-10 TinyConv

network, for a PE with G = 4. Our model achieves a 0.996 correlation with the scheduler

results, which justifies our choice of modeling weight sparsity using a uniform distribution.

While our design could be optimized better towards forms of structured pruning, we want

SASCHA to be flexible enough to handle any form of unstructured sparsity without putting

the burden on machine learning researchers to conform to the underlying hardware. Using

capacity > 1 seems like an obvious choice given its area-throughput benefits. This insight

might explain the configuration chosen by [216] since the above analytical model is also

applicable to fixed-point PEs. However, we will now discuss an alternative way of improving

the throughput of sparse PEs that is unique to SC, and enables yet another design axis to

explore.

5.3.5 Parallel Stream Processing

As Figure 5.3 shows, sparse SC PEs can be as much as 2.7X smaller than dense ones. The

straightforward way of using this area advantage to increase the throughput is by packing

more PEs in the same area. Unfortunately, in the case of sparse SC computation, this

approach would yield only limited improvement. As shown in Figure 5.6, depending on the

group size and capacity, iteration overheads can be as high as 4 or 8 times. Doubling, or

tripling, the number of PEs would not be enough to compensate for it. Another way, as shown
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Figure 5.6: Multi-group K = 16 sparse SC PE iteration overheads normalized to dense

PE area (GEO-style), for different group size G and capacity C, at different sparsity levels,

estimated using the analytical model (a). Gray line shows the latency break-even point with

a dense PE. Iteration overhead difference between the model and an ideal scheduler described

in Section 5.4 on the CIFAR-10 TinyConv network, for a PE with G = 4 (b).

in the previous subsection, is to increase the capacity, which shows a good area-throughput

trade-off.

However, stochastic computing provides us with another option for increasing the compu-

tation throughput. Until now, we assumed that stochastic streams are processed sequentially

- one bit at a time. However, by using multiple SNGs, multipliers, and adders per weight,

the computation can be parallelized by a varying degree, cutting down the stream processing

time and improving throughput [223, 224]. An example of a sparse SC PE with group size

G, capacity C = 1, and P = 2 parallel streams is shown in Figure 5.7. Stream parallelism

factor P can be varied to improve the throughput at the cost of additional area. This area-

throughput trade-off space is unique to SC and not applicable to conventional fixed- and

125



floating-point architectures, except for bit-serial ones [219, 19].

Figure 5.7: Sparse SC PE with group size G, capacity C = 1, and P = 2 parallel streams.

Split-unipolar accumulation fabric is omitted for readability.

If it is possible to apply parallel stream processing to sparse SC PEs to improve their

throughput, the same technique could be applied to dense ones. However, the cost of in-

creasing the stream parallelism is much higher for the dense PEs. Figure 5.8 shows the

area of a 32x32 array of K = 32 PEs for dense and sparse PEs with different group sizes.

Capacity is fixed at 1. Buffers, SNGs, and output counters are included. The area of the

dense compute grows at a much faster rate with P than the sparse ones because the dense

implementation requires many more SNGs, LFSRs, and compute units than sparse ones.

For example, the GEO-style array with G = 2, C = 1, and P = 2 is only 5% larger than

the dense one with P = 1 while providing the same throughput in the dense case. Dense

implementation with parallel streams scales especially poorly for the uGEMM-style imple-

mentation, where each parallel stream path requires a local decorrelating SNG. Because of

that sparse uGEMM-style arrays are significantly smaller, up to 9.5X.

From now on, we will refer to the multi-group, parallel-stream sparse SC PE as SASCHA

PE. SASCHA PE can be uniquely identified by a set of parameters K,G,C, P , where K is

the dot product size, G is the group size, C is the capacity, and P is the stream parallelism

factor. We will restrict our evaluation to group sizes of 8 and smaller, which guarantees high
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Figure 5.8: Total area of a 32x32 array of K = 32 GEO (a), GEO+ (b) and uGEMM

(c) PEs, dense and sparse, with different stream parallelism factors. C = 1 for all sparse

configurations.

storage compression ratios. To further restrict the design space, we will use SASCHA PEs

with PC/G = 1.

5.4 SASCHA Architecture

5.4.1 SASCHA Accelerator

SASCHA accelerator block diagram is shown in Figure 5.9. It uses a highly parallel PE

array similar to [64] and [224]. It relies on broadcasting and spatial data reuse, where all
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PEs in the same row share the same set of weights, and all PEs in the same column share

the same set of activations. As explained in [64], this structure is uniquely suited for SC

computation given small PE sizes and low wire congestion, as opposed to conventional fixed-

and floating-point computation. The major distinction in our architecture is the use of

SASCHA PEs, instead of dense processing units, using a sparse weight storage format and

additional indexing and circuitry required to support asynchronous scheduling, as described

below. We refer to the number of rows as M , the number of columns as N , and the dot

product width as K. Each of the M rows operates on a set of CK/G weights (WGT), their

corresponding indices (IDXW), and the parent filter index (IDXF). The latter is needed to

support asynchronous scheduling as described in Section 5.4.2. Apart from SASCHA PEs, it

contains a weight memory and PCK/G SNGs for parallel stream generation and merger units

required for asynchronous scheduling. All N columns share the activation memory, which

is organized as a ping-pong buffer [225] to facilitate simultaneous input reads and output

writes. Similarly to [10], we use a near-memory vector unit to handle additional partial sum

accumulation, batch normalization, scaling, and activation functions. We assume the use of

ReLU activation, but the vector unit could be modified to support different ones.

The architecture in [64] focuses on accelerating general matrix multiplication (GEMM)

operations, which can be used to implement both fully-connected and convolutional layers in

neural networks. Since those two layer types frequently consume > 90% of inference runtime

[226], optimizing the efficiency of GEMM computation is highly desirable. However, while

fully-connected layers yield themselves to GEMM representations naturally, convolutional

layers need to be transformed. There are two common ways of doing that: image to column

(im2col) and kernel to row (kn2row) [227]. In most cases, the latter is desirable, as it does

not result in the input replication required by im2col. On the other hand, kn2row can result

in compute underutilization on layers with a small number of input channels, Z [227]. For

our SASCHA architecture and scheduler, we implement layers that satisfy Z < K using

im2col to maintain high utilization, while layers that satisfy Z ≥ K using kn2row. In both
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Figure 5.9: SASCHA accelerator architecture block diagram. Partial sum output connections

were omitted for readability.
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scenarios, filters are partitioned into partial filters whose sizes match the dot product width

K. Partial filters that come from different parent filters, but correspond to the same spatial

extents, can be scheduled concurrently in multiple rows of the SASCHA array as they can be

multiplied with the same sets of inputs, producing partial sums corresponding to the same

row and column in the output tensor.

5.4.2 SASCHA Asynchronous Scheduler

We now discuss the strategy for scheduling computation in a SASCHA architecture defined

by M,N,K,G,C, and P parameters. Naively, after performing im2col or kn2row unrolling,

we can assign each partial filter to a specific row in the array and co-schedule M partial

filters at a time. For the dense architecture, an example schedule of five partial filters, each

with K = 4, using an architecture with M = 4 rows, is shown in Figure 5.10 a). We refer to

this as dense synchronous scheduling since the execution of each group of M partial filters

has to be synchronized. However, in the SASCHA case, as shown in Figure 5.1 c), depending

on the level and structure of sparsity, as well as K,G, and C parameters, a given partial filter

can be decomposed into a different number of balanced groups. If multiple partial filters are

scheduled synchronously, their overall execution time will be constrained by the one with

the lowest sparsity, as shown in Figure 5.10 b), for K = G = 4, and C = 1 referred to as

sparse synchronous scheduling. In this toy example, synchronous scheduling leads to I = 2

iteration overhead (assuming P = 1) and 50% compute underutilization.

We propose the SASCHA sparse asynchronous scheduling to improve scheduling effi-

ciency. In essence, while the sparse synchronous approach operates on partial filters before

decomposition into balanced groups, the SASCHA asynchronous scheduler works with in-

dividual balanced groups after decomposition. For all partial filters that correspond to the

same spatial subset of original filters, their decomposed balanced groups are combined into a

single list. The list elements are then sequentially scheduled onto available rows while keeping

track of which partial filter they belonged to initially. The resulting SASCHA asynchronous
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Figure 5.10: Three schedules of 5 partial filters, with K = G = 4 and C = 1, on an

architecture with M = 4 rows: dense synchronous (a), sparse synchronous (b) and sparse

asynchronous (c). Crossed out boxed indicate compute underutilization.

schedule for the same set of partial filters as before is shown in Figure 5.10, resulting in the

same iteration count as the dense schedule and 100% utilization. Using the asynchronous

scheduler comes at the cost of additional storage. Each balanced group now needs to carry

information about which parent filter it belongs to so that it can be written to the correct

location in memory. However, we estimate this penalty to be modest - the worst-case over-

head, given K = 32 and G = 8, would be 30%, while for G = 2, it would be below 10%. The

resulting compressed weight storage format is shown in Figure 5.9. Weight bank word size

will depend on G,K,C parameters, but since those are dictated by PE configuration and
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fixed for a given SASCHA implementation, weight memory width can be explicitly provi-

sioned for it. We assume a 10-bit parent filter index, allowing us to index up to 1024 filters,

which is enough for commonly used neural network models.

We have implemented both the sparse synchronous and asynchronous schedulers in soft-

ware. They take as an input a trained network and SASCHA configuration and output

iteration counts. The asynchronous scheduler cannot guarantee perfect utilization if the

total number of balanced groups corresponding to a set of partial filters is not divisible by

M . To assess the effectiveness of the asynchronous scheduler, we also consider the ideal

scheduler, which is the asynchronous scheduler for a single row that can always be perfectly

utilized. Combined results for all three schedulers for the convolutional layers of the CIFAR-

10 TinyConv network [95], using a N = 32,M = 32, K = 32 SASCHA array with different

group sizes are shown in Figure 5.11 a). All configurations have C = 1 and CP/G = 1

(iso-throughput PEs). When parallel streams are used to compensate for the loss of MAC

throughput, larger group sizes are better at converting sparsity into lower iteration overhead.

Using a group size of 8 has, on average, 1.3X and 1.6X lower iteration overhead than when

using group sizes of 4 and 2, respectively. With G = 8, iteration overhead starts decreasing

at as low as 10% sparsity, while G = 4 and G = 2 require sparsity of at least 40% and 70%

to start showing benefits. In the best case of G = 8, our asynchronous scheduler has on

average 1.4X lower iteration overhead than the sparse synchronous one, up to 2.2X at 90%

sparsity. It is also, on average, within 11% of the ideal scheduler.

Figure 5.11 b) compares the iteration overhead with different group sizes and capacities

while maintaining CP/G = 1 when using the asynchronous scheduler. It shows that using

parallel stream processing is a more efficient way of using the additional area than increasing

the capacity. SASCHA with G = 8, C = 1, P = 8 is on average 1.2X and 1.46X faster

than C = 2, P = 4 and C = 4, P = 2 configurations, respectively. For group size of 4,

C = 1, P = 4 is on average 1.15X faster than C = 2, P = 2. This conclusion is unique to SC

- conventional fixed- and floating-point accelerators do not have access to stream parallelism
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design trade-offs. Therefore, we will focus on configurations with C = 1 and P = G as the

optimal SASCHA PE choices.

Figure 5.11: Iteration overhead using different sparse scheduling methods (a) and different

group sizes and capacity using the sparse asynchronous scheduler (b).

5.4.3 Memory Organization

While beneficial from the point of view of runtime, using the asynchronous scheduler comes

at a cost. Synchronous scheduling allows the simple combining of partial sums from different

balanced groups corresponding to the same partial filter, as they are assigned sequentially

to the same row, as shown in Figure 5.10 b). It means that individual balanced groups

do not generate multiple partial sum memory accesses, which can be very costly. For the

133



asynchronous scheduler, partial filters can now be distributed across multiple rows, making

such combining non-trivial. To avoid generating unnecessary memory accesses, we implement

merging logic on the datapath used for flushing partial sums out of the PE array, as shown

in Figure 5.9. By having parent filter indices (IDXF) associated with partial sums, those

corresponding to the same parent filter can be accumulated when being flushed out of the

array and before being written back to activation memory.

We used our scheduler to model the number of memory accesses for activations, weights,

and partial sums, for dense and sparse architectures using different schedulers and dataflows.

Results of the convolutional layers of the CIFAR-10 TinyConv network, at 90% sparsity, are

shown in Figure 5.12. Output stationary dataflow is impossible when using the asynchronous

scheduler due to balanced groups belonging to the same parent filter being potentially dis-

tributed across different PE units. Input stationary dataflow is, therefore, the best choice of

the dataflow for the SASCHA asynchronous scheduler, cutting down the number of memory

accesses by 18% compared to weight stationary at high sparsity levels. It is also within 7%

and 13% of the best achievable dataflow for dense and synchronous scheduling, respectively.

5.5 Bit-Slicing Weights

While SASCHA architecture, discussed in the previous Section, shows high latency improve-

ments on sparse networks, it can, at most, maintain the same throughput when running dense

ones. In this Section, we show how higher effective sparsity and more efficient hardware can

be extracted by exploiting intra-value sparsity of unpruned weights through bit-slicing. By

bit-slicing, we mean decomposing weights into smaller slices and processing them individu-

ally, then scaling the results depending on the LSB position of a given slice. For example,

two-way slicing involves splitting the fixed-point weight value into equally sized MSB and

LSB slices, multiplying them individually with each corresponding activation, scaling the

MSB result, and adding both. A similar technique has been proposed in the context of SC
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Figure 5.12: Number of memory accesses in bytes for the convolutional layers of CIFAR-10

TinyConv network at 90% sparsity, depending on the choice of scheduling and dataflow. All

results for M = 32, N = 32, and K = 32. Sparse results for G = 8, C = 1, and P = 8.

in [224]. However, it is used only as a means of reducing the computation stream length

and not exploiting additional operand sparsity. For SASCHA, we assume an equal split

between the number of most significant and least significant bits. While other split sizes and

granularities are possible, their analysis is beyond the scope of this work.

The idea behind improving sparsity with bit-slicing comes from the observation that if we

divide a set of values into bit-slices, the resulting sparsity, i.e., the percentage of slices that

are completely zero, will be at worst the same and at best higher than sparsity of non-sliced

values. Given that weights in neural networks exhibit zero-centered bell-shaped distributions,

we would expect the sparsity of MSB bit-slices to be even higher. To verify this, we evaluated

the overall, MSB, and LSB sparsity in the convolutional layers of the CIFAR-10 TinyConv

network at different network pruning levels. Results are shown in Figure 5.13 a). We can

see that even for the unpruned networks, MSB slices exhibit very high sparsity - 64%. While

the high MSB sparsity could help when processing dense networks, we expect the benefits

to be minuscule at high sparsity levels - the MSB and LSB sparsity of the network pruned
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to 90% is 90% and 90.1% respectively, meaning there is not a lot of additional computation

savings available.
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Figure 5.13: Overall, MSB and LSB sparsity for (a) and reduction in sliced multiplication

area x delay cost relative to non-sliced cost for SC and fixed-point (b), at different pruning

levels for CIFAR-10 TinyConv.

We assume that only one of the operands, weight, is sliced, as we mainly care about

extracting more sparsity on the weight side. In a naive implementation, where each slice is

computed with the native stream length, e.g., 64, this would lead to a minuscule runtime

reduction at best since most of the LSB slices are not sparse. However, we can capitalize on

the fact that the MSB slice contribution to computation will be much higher than the LSB

one. By computing the MSB part with the original stream length, e.g., 64, and the LSB

part with a shorter one, e.g., 8, and then scaling the LSB result and adding it to the MSB

one, we can approximate the original result. We refer to this as asymmetric-stream slicing,
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as opposed to prior works which used symmetric stream lengths [224]. The comparison of

non-sliced and sliced unipolar multiplication is shown schematically in Figure 5.14 a) and

b), respectively. As can be seen, when using sliced operands, the size of the SNG and its

buffers can be reduced, which improves the area.

Figure 5.14: SC unipolar multiplication a), and sliced multiplication b).

The slicing technique is also applicable to fixed-point computation. However, while in

the fixed-point case it would result in the same precision used for both the MSB and LSB

parts, SC makes asymmetric precision possible. In terms of the area-delay product cost of a

multiplier, 4-bit MSB/LSB slicing results in a 2.24X reduction for each of the parts compared

to a regular multiplier. Assuming 64-bit long MSB streams and 8-bit long LSB streams in the

SC case, there is no reduction in the cost for the MSB part, but there is an 8X cost reduction

in the LSB part. When considering the sparsity levels of each part in Figure 5.13 a), we see

that at low pruning levels the number of LSB slice multiplications dominate, and we expect

the asymmetric SC precision to give us higher benefits than symmetric fixed-point slicing.

To evaluate this hypothesis, we multiplied the proportion of non-zero MSB and LSB slices
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by their area-delay cost reduction factors when slicing and combined the results to show

an overall ideal reduction in multiplication cost. Results, normalized to the ideal non-sliced

sparsity computation reduction, are shown in Figure 5.13 b). For low and moderate levels

of pruning SC slicing achieves higher cost reduction than fixed-point one - 2.6X on average,

compared to 1.8X, respectively. While not as effective at high sparsity levels, asymmetric

precision of slicing allows us to show improvement even at low sparsity levels, as shown in

Section 5.6.

There is a concern about how slicing will affect computation precision. To evaluate that,

we analyzed the root mean square error (RMSE) of stochastic unipolar multiplication in

both the non-slicing and slicing scenarios using the same stream lengths as shown in Figure

5.14. The operands are drawn from activation and weight distributions of the CIFAR-10

TinyConv model, where weight distribution is used for the sliced operand. The average

RMSE across 1000 trials is shown in Table 5.1, and the sliced multiplication error is within

30% of the non-sliced one. We will discuss network-level accuracy and performance impact

of slicing in Section 5.6.

Table 5.1: RMSE of unipolar multiplication with and without bit-slicing, w.r.t. floating-point

precision, for different stream lengths (1000 trials). LSB stream length is 8.

Stream Length 16 32 64 128 256

RMSE No Slicing 4.49 3.14 2.26 1.531 0.98

With Slicing 4.97 3.28 2.78 1.867 1.31

To summarize, bit-slicing allows us to expose higher levels of sparsity present in weights

to SASCHA compute. By utilizing the asymmetric sparsity of MSB and LSB slices, lower

relative precision required for the latter, and SC’s unique precision-latency trade-off space,

bit-slicing enables SASCHA to show performance improvements even on dense networks,

as shown in Section 5.6. Bit-slicing can be handled natively by SASCHA at the cost of
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underutilizing the sparse storage and SNG buffers (provisioned for 8-bit values). However,

for completeness’ sake, we also evaluate the SASCHA-S variant, which is dedicated to weight-

sliced networks, by having reduced weight storage and SNG buffers. From the scheduler’s

point of view, each sliced part can be treated as a separate layer. The outputs of those layers

are then scaled and added element-wise.

5.6 Evaluation & Results

5.6.1 SASCHA Accuracy

All models are trained using PyTorch. The training setup is similar to the one used in

[10], but with added layer-wise magnitude-based pruning. TinyConv, VGG-11 and VGG-16

[1] are trained on the CIFAR-10 dataset, and ResNet-18 and -34 are trained on ImageNet

dataset. The fully-connected layers of VGG-16 are reduced to 512 to accommodate the small

CIFAR-10 dataset. All models are trained with 64-bit streams. Bit-slicing has little effect

on accuracy on VGG-11, and the accuracy with and without bit-slicing differs by less than

0.7%, as shown in Figure 5.15.
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Figure 5.15: Accuracy of CIFAR-10 VGG-11 with different sparsity levels. 0% sparsity

means no sparsity constraint.

Figure 5.16 summarizes the results on CIFAR-10. Compared to GEO and ACOUSTIC,

139



which also use OR accumulation, accuracy has been improved by switching the order of

ReLU, pooling, and batch normalization (bn). While previous works use pooling-bn-ReLU

order to achieve spatial pooling, SASCHA does not have the same constraint and can use the

more optimal bn-ReLU-pooling. This change improves accuracy by 2% for both TinyConv

and VGG-16 on CIFAR-10. Due to its small size, TinyConv is less resilient to sparsity. At

60% sparsity, accuracy drops by 0.3-0.8%. Accuracy drop using VGG-16 is milder, with no

noticeable drop in accuracy when using 60% sparsity and ≈ 4.5% using 90% sparsity. While

slicing reduces accuracy when the models are dense, the accuracy gap reduces with increased

sparsity. While the gap is 1-1.7% for the dense models, the gap is negligible or even reverses

at maximal sparsity usable for each model.
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Figure 5.16: SASCHA CIFAR-10 Top-1 accuracy with dense and sparse networks.

Figure 5.17 summarizes the results of Resnet-18 and Resnet-34 on ImageNet. We use a

higher accuracy version of stochastic computing, denoted as GEO+. In GEO+, full binary

accumulation replaces partial binary accumulation, eliminating OR accumulation. Since only

inputs within the same OR accumulation window require different seeds, all multiplications

can use the same seed pair. We further improve the multiplication accuracy by choosing the

seed pair that produces the lowest error. With this modification, SASCHA achieves com-

parable accuracy to 8-bit fixed-point throughout different sparsity levels. Because uGEMM

achieves accuracy comparable to 8-bit fixed-point without retraining, as reported by [64], we

140



expect it will behave similarly with pruning. Since no efficient stream simulation functions

are available for uGEMM, we have not trained it separately.
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Figure 5.17: SASCHA ImageNet Top-5 accuracy with dense and sparse networks.

5.6.2 Performance Results

To evaluate SASCHA performance, we implement the entire GEMM array, including indi-

vidual components such as SASCHA PEs, SNGs, LFSRs, merge blocks, vector unit, and the

necessary glue logic using Verilog HDL, and synthesize them using TSMC 28nm library and

Cadence Genus synthesis tool, at 400MHz clock frequency. We use the results to estimate

overall area, power, and energy consumption of different SASCHA configurations. We use

the scheduler described in Section 5.4 to estimate runtime and memory accesses required

for different networks and levels of sparsity. We use the CACTI tool to estimate the cost of

memory accesses [177]. To demonstrate how SASCHA is agnostic to the underlying style of

SC computation, we evaluate three configurations: SASCHA-GEO, -GEO+, and -uGEMM,

using the PEs as described in Section 5.3.

We compare SASCHA to GEO ULP [10], which uses the same underlying computation

as SASCHA-GEO but is optimized towards convolutional layers. We use the same simulator

as described in [10] to estimate performance. Also, for each of the SASCHA versions, we

compare it with a corresponding dense version, with the same number of PEs, and no

141



stream parallelism, referred to as GEMM-GEO, -GEO+, and -uGEMM. The last one is

very similar to the original uGEMM architecture [64] but uses binary instead of streaming

accumulation. To keep the results consistent with uGEMM, we only report the logic area

without including memories. For a comparison with sparse fixed-point accelerators, we use

SCNN [79] and Laconic [122]. For a fair comparison with SASCHA, we omitted the area of

on-chip memories, based on the area breakdowns provided by the original works, and scaled

the area of compute and buffers to account for the change in precision from 16 to 8 bits. We

also scaled the technology node to 28nm using the scaling equations provided in [214]. We

then configured the number of each accelerator’s PEs to roughly match the area of SASCHA.

We refer to those configurations as SCNN-M and Laconic-M, respectively. Their execution

is modeled using DNNSim [228]. We omit ResNet-34 results on Laconic-M, as the simulator

was not able to schedule the computation successfully. All designs are iso-frequency.

Based on the results discussed in the previous sections, we limited our exploration to

configurations with G = 4 or 8, as they are better at extracting sparsity benefits than G = 2.

We also limit ourselves to configurations with C = 1 and G = P , since they provide a better

area-throughput trade-off than ones with C > 1 and lower parallelism. This choice, enabled

by parallel stream processing unique to SC, allowed us to arrive at a different design point

that would be optimal for fixed-point PEs, as exemplified by [216]. Based on area estimates,

for the SASCHA-GEO and -GEO+ versions we picked M = 32, N = 16, K = 32, G = 4, C =

1, G = 4, referred to as SASCHA-GEO and SASCHA-GEO+ 4/1/4 as they are within 8%

of the logic area of GEO ULP. We also include SASCHA-GEO and -GEO+ configurations

with the same M,N,K, and C, but with G and P equal to 8, referred to as SASCHA-GEO

and SASCHA GEO+ 8/1/8. Those configurations, while consuming only 23-42% larger area

than the 4/1/4 configurations, are much better at extracting sparsity benefits, as we will

show shortly. Figure 5.18 shows the area and power breakdown of SASCHA-GEO 8/1/8,

based on individual module synthesis, showing a more balanced, and not SNG-dominated,

distribution compared to [10]. SASCHA achieves this through the combination of GEMM-
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style architecture and sparsity-oriented design. For the uGEMM variant, due to a much

larger PE area, we size the array with M = 16, N = 16, K = 16, for both 4/1/4 and 8/1/8

versions, which brings them close to the iso-area with the GEO and GEO+ variants. Finally,

we include two SASCHA-GEO and GEO+ configurations with the same parameters as the

ones above, but with bit-slicing support, referred to as SASCHA-GEO-S and SASCHA-

GEO+-S. We do not include SASCHA-uGEMM slicing configurations, as the impact of

slicing on the uGEMM-style PE accuracy is beyond the scope of this work. All non-slicing

configurations use a stream length of 64, while the slicing ones use 64-bit long streams for the

MSB computation and 8-bit long streams for LSB. We assume that memory bandwidth is

provisioned for maximum expected throughput. When reporting sparse results, we pick the

maximum sparsity at which SC accuracy is within 4% of fixed-point, GEO for CIFAR-10,

and GEO+ for ImageNet, sliced or non-sliced, whichever is higher.

Figure 5.18: Area (a) and power (b) breakdown of SASCHA GEO 8/1/8.

Final results are shown in Table 5.2, for the TinyCONV and VGG-11 and -16 networks on

the CIFAR-10 dataset, and ResNet-18 and -34 networks on the ImageNet dataset. Results are

shown at two different levels of sparsity. We first analyze the performance of dense networks.

Compared to the dense GEMM versions with the same array size, non-slicing SASCHA

configurations maintain a similar throughput while suffering at most 31% loss in energy

efficiency. This is expected - while stream parallelism is used to recover runtime, it lowers PE

energy efficiency through lower SNG reuse. Further, in the dense case, SASCHA will require

more overall memory accesses due to indexing overheads and asynchronous scheduling. The
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Table 5.2: Area [mm2], power [mW], throughput [Fr/s] and energy-efficiency [Fr/J] for

different accelerators, models and datasets, and sparsity.
CIFAR-10 TinyConv CIFAR-10 VGG-11 CIFAR-10 VGG-16 ImageNet ResNet-18 ImageNet ResNet-34

Sparsity 0% 60% Sparsity 0% 70% Sparsity 0% 90% Sparsity 0% 80% Sparsity 0% 90%

Area Power Fr/s Fr/J Fr/s Fr/J Fr/s Fr/J Fr/s Fr/J Fr/s Fr/J Fr/s Fr/J Fr/s Fr/J Fr/s Fr/J Fr/s Fr/J Fr/s Fr/J

Architecture [mm2] [mW] [k] [k] [k] [k] [k] [k] [k] [k] [k] [k] [k] [k]

SCNN-M 0.3 - 1.7 - 3.0 - 0.11 - 0.42 - 0.11 - 0.42 - 8 - 79 - 4 - 46 -

Laconic-M 0.2 - 3.4 - 3.6 - 0.07 - 0.07 - 0.12 - 0.12 - 46 - 49 - - - - -

GEO ULP 0.24 50 10.6 240 - - - - - - - - - - - - - - - - - -

GEMM-GEO 0.20 78 6.6 72 - - 0.5 5.5 - - 0.26 2.9 - - 50 499 - - 27 299 - -

SASCHA GEO 4/1/4 0.21 75 6.7 73.5 8.8 93.5 0.8 8.2 1.1 10.5 0.65 7.0 0.95 9.8 50 525 105 969 27 301 76 754

SASCHA GEO 8/1/8 0.30 93 6.7 60.2 12.2 102.7 0.9 7.2 1.5 11.1 0.81 7.0 1.39 11.2 50 435 151 1078 27 246 121 921

SASCHA-GEO-S 4/1/4 0.19 62 6.8 76.2 7.5 83.7 1.3 10.8 1.5 11.9 0.68 7.3 0.84 8.4 46 481 97 821 29 357 68 736

SASCHA-GEO-S 8/1/8 0.26 80 8.8 73.6 10.3 86.1 1.6 10.1 2.1 11.6 0.91 7.3 1.21 8.9 47 435 140 863 36 331 108 894

GEMM-GEO+ 0.24 81 6.6 70 - - 0.5 5.3 - - 0.26 2.8 - - 50 485 - - 27 289 - -

SASCHA GEO+ 4/1/4 0.23 78 6.7 71.0 8.8 90.4 0.8 8.0 1.1 10.2 0.65 6.8 0.95 9.5 50 508 105 941 27 290 76 731

SASCHA GEO+ 8/1/8 0.32 99 6.7 56.1 12.2 96.1 0.9 6.7 1.5 10.5 0.81 6.5 1.39 10.5 50 406 151 1019 27 229 121 867

SASCHA-GEO+-S 4/1/4 0.21 65 6.8 75.4 7.5 82.8 1.3 10.7 1.5 11.8 0.68 7.2 0.84 8.3 46 476 97 814 29 353 68 755

SASCHA-GEO+-S 8/1/8 0.27 83 8.8 72.5 10.3 84.8 1.6 10.0 2.1 11.4 0.91 7.2 1.21 8.8 47 375 140 854 36 325 108 881

GEMM-uGEMM 0.34 112 2.1 17.5 - - 0.1 1.0 - - 0.06 0.55 - - 13 106 - - 7 57 - -

SASCHA uGEMM 4/1/4 0.26 82 2.0 23.0 2.9 32.5 0.2 2.3 0.3 3.4 0.19 2.1 0.36 3.9 13 148 33 354 7 77 26 272

SASCHA uGEMM 8/1/8 0.27 86 2.0 21.7 4.0 40.8 0.2 2.2 0.4 4.1 0.23 2.4 0.57 5.5 13 142 48 475 7 72 42 399

exception is SASCHA-uGEMM, where going from dense to sparse-parallel PEs can reduce

area and power, due to the large size of the former, which results in marginally higher energy

efficiency in the dense case. In the case of CIFAR-10 VGG networks, where the network has

high natural weight sparsity without pruning, throughput, and energy efficiency are improved

by up to 3.6X and 4.4X, respectively. Bit-slicing SASCHA-S configurations perform much

better on unpruned networks, as expected. By exploiting high inherent MSB slice sparsity,

they can improve the throughput by up to 1.33X over GEMM Dense and improve energy

efficiency by up to 1.2X, except in the CIFAR-10 VGG case, where improvements are higher.

GEO achieves higher throughput and energy efficiency on the dense TinyConv, which comes

from the fact that its architecture is highly optimized toward convolutional layers. Compared

to SCNN-M, SASCHA-GEO, and GEO+ can improve the throughput by 4X-8.7X, owing

to the higher efficiency of SC compute over fixed-point. SASCHA-uGEMM configurations,

despite having 4x fewer PEs than the other configurations, still outperform SCNN-M by

2.2X. Compared to Laconic-M, GEO and GEO+ configurations have up to 19X, while the
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uGEMM ones have up to 7.8X speedup on dense networks.

When running moderately sparse (60%) TinyConv, SASCHA accelerators improve the

throughput by up to 1.92X compared to the dense variants and up to 1.94X compared to the

unpruned network on the respective SASCHA configurations. At 90% sparsity, SASCHA

configurations can be up to 6.5X faster and 5.5X more energy-efficient than the dense ver-

sions. Compared to their respective versions running dense networks, they improve runtime

by up to 8.8X and energy efficiency by up to 10.1X. SASCHA-GEO and GEO+ maintain a

1.5X to 4X throughput advantage over SCNN-M on sparse convolutional networks, despite

SCNN taking advantage of both weight and activation sparsity, while SASCHA only utilizes

the former. SASCHA-uGEMM 8/1/8 outperforms SCNN-M by up to 2.2X on convolutional

networks. While sliced configurations are not as efficient at high sparsity, they still achieve up

to 4.7X and 3.4X throughput improvement over GEMM Dense and SCNN-M, respectively,

on sparse convolutional networks. Laconic-M extracts most of its benefits on a bit-sparsity

level even without pruning and does not show large improvements when small weights are

removed.

In Table 5.3 we show the achieved weight compression ratio for all four evaluated SASCHA

configurations and three evaluated networks. For weight compression, the underlying PE

architecture does not matter. As expected, at high sparsity, bit-slicing configurations have

lower effective compression due to indexing overhead affecting both the LSB and MSB slices.

The exception is the VGG-11 network, where a combination of high natural sparsity and

relatively low pruned sparsity allows the slicing configurations to come out ahead. SASCHA

8/1/8 has a higher compression ratio at 90% sparsity compared to 4/1/4, despite higher

indexing overhead. This is due to more efficient weight storage - for the same dot product

width, it will store half of the weights in each memory word compared to SASCHA 4/1/4.

For the latter, at high sparsity, many of those words will be underutilized.
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Table 5.3: Weight compression ratio for different SASCHA configurations, networks, and

sparsity levels.

Model TinyConv VGG-11 VGG-16 ResNet-18 ResNet-34

Sparsity 60% 70% 90% 80% 90%

SASCHA 4/1/4 1.09 2.00 4.22 1.43 2.11

SASCHA 8/1/8 1.22 2.27 5.34 1.75 2.85

SASCHA-S 4/1/4 0.90 2.34 4.07 1.22 1.68

SASCHA-S 8/1/8 0.93 2.52 5.19 1.38 2.10

5.7 Related Work

5.7.1 Sparse Accelerators.

Exploiting sparsity to improve performance in hardware has been extensively studied for

floating- and fixed-point accelerators. Some of the prior works only try to exploit the sparsity

of one operand type, like Cnvlutin (activations) [229], or Cambricon-X (weights) [90]. Others,

like Cambricon-S [230], SCNN [79], Bit-Tactical [219], or TensorDash [218], can exploit

both activation and weight sparsity, often through a combination of static and dynamic

scheduling. While most accelerators opt for some form of operand advancing through a

staging window [218, 219, 217], others like SCNN [79] or MatRaptor [222] rely on multiplying

all non-zero operands and mapping the results to appropriate partial sums afterward. Due to

the high cost of detecting and supporting sparse execution, the majority of sparse accelerators

focus on higher precision arithmetic like 32-bit and 16-bit floating-point or 16-bit fixed-point

[90, 218, 79, 217, 222]. Such datatypes and accelerators are more suited to training neural

networks. In contrast, SASCHA focuses on approximate edge inference, where quantized,

8-bit, and lower fixed-point precision has become a standard [20]. Despite only focusing on

weight sparsity, it can outperform fixed-point accelerators that also exploit sparse activations,
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thanks to highly efficient stochastic computation.

5.7.2 Stochastic Computing Accelerators.

While stochastic computing has been enjoying a recent renaissance due to its synergies with

deep learning algorithms; there is a surprising lack of configurable, system-level designs

available. A few examples include ACOUSTIC [5], which is an accelerator targeting convo-

lutional neural networks specifically, GEO [10], which improves on ACOUSTIC’s accuracy

and performance, uGEMM [64] and StoRM [224], which are flexible general matrix multiply

engines, and SCOPE [166], and in-memory DRAM accelerator. We compare SASCHA with

GEO and uGEMM, which target similar, low-precision edge inference. StoRM can be con-

sidered a specific case of uGEMM with specialized PEs. While it explores operand slicing, it

processes them in a spatially unrolled manner, requiring symmetric stream lengths and not

being able to utilize additional sparsity exposed by it, unlike SASCHA. SCOPE is a data

center accelerator with area requirements orders of magnitude higher than SASCHA. Other

works, like HEIF [105], or SC-DCNN [106] have proposed generating custom hardware for

specific neural network models. Those approaches often lead to impractically high area and

are of limited utility in the rapidly changing neural network landscape. BISC-MVM [107],

and SkippyNN [104], propose more accurate stochastic multiplier designs but are limited

to fixed-point addition and do not present system-level elaboration. Finally, some recent

works propose methods of doing stochastic computing in a deterministic manner, without

introducing any error [187]. However, they often require long stream lengths for processing

and are not competitive in terms of latency and energy.

5.8 Conclusion

In this Chapter, we presented SASCHA - a sparsity-aware neural network accelerator ar-

chitecture using stochastic computing. SASCHA exploits sparsity in a way that synergizes
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with the main advantages of SC. It encompasses a sparse multiply-accumulate block design,

GEMM accelerator architecture, and asynchronous scheduling method. Further, we pro-

pose a bit-slicing method unique to SC that can exploit sub-operand sparsity even in dense

networks. At 90% weight sparsity, SASCHA can be up to 6.5X faster and 5.5X more energy-

efficient than comparable dense SC accelerators with a similar area, and up to 8.7X faster

than sparse fixed-point accelerators, without sacrificing performance on dense networks. Our

future work will explore the interplay between sparsity and bitstream length in the context

of SC.

148



CHAPTER 6

SCIMITAR: Event-Based Tracking with Stochastic

Compute-In-Memory

Event-based cameras are a relatively new class of devices that offer low latency and band-

width, high dynamic range, sparse imaging data that is well suited towards high-speed

object tracking. However, this sparse format is not compatible traditional architectures used

in computer vision, geared towards dense, frame-based information. There is a need for new

devices that can work efficiently with event-based data, taking advantage of its inherent

sparsity, while being able to take advantage of its low latency. In this Chapter, we propose

SCIMITAR: Stochastic Computing In-Memory In-situ Tracking ARchitecture for Event-

Based Cameras, an accelerator for high-speed object tracking. SCIMITAR uses stochastic

compute-in-memory (SCIM) for highly efficient analog processing, in-situ stream generation

for compact implementation, and a host of optimizations for utilizing input sparsity. SCIM-

ITAR provides unparalleled throughput for ROI-based processing, with both latency and

energy that can scale with sparsity. We demonstrate SCIMITAR performance on an object

tracking application using detailed circuit level simulations.

Collaborators:

• Jiyue Yang, Electrical and Computer Engineering, UCLA.

• Alexander Graening, Electrical and Computer Engineering, UCLA.

• Vinod Kurian Jacob, Electrical and Computer Engineering, UCLA.
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• Professor Sudhakar Pamarti, Electrical and Computer Engineering, UCLA.

• Professor Puneet Gupta, Electrical and Computer Engineering, UCLA.

6.1 Introduction

A new class of imaging devices has emerged in recent years - the so-called event-based

cameras [231]. In contrast to their conventional, frame-based counterparts, those cameras do

not capture the entire image at a fixed frame rate. Instead, they try to imitate the behavior

of a biological retina by transmitting only the information about changes in their field of view

as an asynchronous event stream [231]. Certain characteristics of event-based cameras, like

implicit background filtering, low latency, and high dynamic range, make them a potential

replacement for frame-based ones for some classes of applications. One of those applications

is object tracking, where event-based cameras are already showing a great promise [232,

231, 233, 234]. However, the developing nature of this field means that researchers are still

establishing the best way of processing event-based data. Approaches vary from purely

asynchronous ones [235, 236, 237, 238], to ones that try reconstructing frames from events

[239, 240, 241, 242, 243]. While former are not yet well established, the latter do not take

full advantage of the sparse nature of the event stream.

At the same time, the low-latency, high data rate nature of event-based cameras proves

to be a blessing and a curse. On the one hand, it makes it possible to track high-velocity

objects without motion blur plaguing conventional cameras [240]. On the other hand,

general-purpose architectures cannot deal with the requirements of low-latency and spar-

sity presented by this type of data. One solution to this problem is using domain-specific

accelerators, custom-made for a particular application [12]. Indeed, multiple prior works

have proposed custom accelerators for event-based data, using FPGAs [235, 244], or ASICs

[72].

To push the performance of event-based object tracking systems, we propose SCIMITAR:
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Stochastic Computing In-Memory In-situ Tracking ARchitecture for Event-Based Cameras.

SCIMITAR uses two techniques that have become popular in machine learning accelerators

in recent years - stochastic computing (SC) [5, 64, 104], and compute in-memory (CIM)

[166, 245, 246]. Both are apt at processing low-precision, linear algebra kernels with low

latency and high energy-efficiency. What is more important, they can be combined as a

stochastic compute in-memory (SCIM) accelerator, which makes it possible to further im-

prove the performance by removing costly analog-digital converters (ADCs) [245]. SCIM is

a good candidate for processing event-based data, although it comes with a set of challenges.

First, it requires spatial unrolling of stochastic streams, which can lead to large chip area

[245]. Second, it cannot easily take advantage of the sparse nature of the event stream,

leading to many inconsequential computations. SCIMITAR solves those issues through the

use of: in-situ generation, which alleviates the need for stream unrolling, and a host of

microarchitectural optimizations utilizing sparsity.

Our contributions are as follows:

• First event-based object detection and tracking accelerator using in-situ stochastic

computing in-memory (SCIM) processing.

• Evaluation of different event-based data processing methods from the point of view of

hardware efficiency.

• In-situ stream generation for SCIM architectures, which can significantly cut down the

area requirement of SCIMITAR.

• A set of micro-architecture techniques to support high input sparsity, that demonstra-

bly improve the energy efficiency of SCIMITAR.
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6.2 Motivation

6.2.1 Event-Based Cameras

Event-based cameras are sometimes referred to as neuromorphic cameras since the original

design and data format was inspired by the biological retina [231, 247]. The biological

retina is thought to send pulses to the brain as individual cells in the eye sense changes

in intensity. Similar to this, event-based cameras only transmit pulses when the brightness

value of a specific pixel changes. Output from an event camera is typically a stream of

positive and negative events depending on whether a change is an increase or decrease in

brightness. Pixels that do not change do not send events. In a situation where the camera is

stationary, this means moving objects will cause events, but stationary background objects

will not, thus highlighting the most important information in the scene for many applications

such as tracking [231, 248, 249, 250]. Figure 6.1 shows how moving objects are highlighted

while the background disappears. If the event-based camera is moving, it will highlight

the edges of objects in its field of view, providing useful data for SLAM-type applications

[231, 251, 252, 251, 253].

Event-based cameras have several benefits compared to traditional frame-based cameras,

especially when it comes to object tracking:

• Sparse Data Output : Since only events are transmitted, in most applications, only a

small portion of the pixels will be active at a time. This behavior compares to frame

cameras, where all pixels transmit the measured brightness for every image/frame

captured. [231, 247]

• Fast Response to Changes : Event-based cameras can have very high maximum firing

rates for pixels, and they are not constrained by data output rate as much as frame

cameras due to the sparse format. For existing cameras, pixel latency varies from 120

to 3 µs. [231, 254, 255].
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• High Dynamic Range: Event-based cameras have very high dynamic range due to

the individual behavior of pixels (avoiding a shared exposure level) and because the

implementations for event-based cameras typically respond to changes in the log of

intensity instead of operating on a linear scale. This can give a dynamic range of 130-

140dB for event cameras compared to a dynamic range around 60dB for a traditional

camera. [231, 254, 256]

• Very High Temporal Resolution: Event-based cameras can provide continuous informa-

tion about the location of fast-moving objects that might move a lot between frames

on a traditional camera. Existing cameras support event rates between 1 and 1200

Meps (mega-events per second) [231, 254, 257].

Figure 6.1: Spinning Marker. This image shows event data generated from tossing a spinning

whiteboard marker into the air with a cluttered background. The stationary background has

disappeared so it is easy to see the moving objects. The white events are positive events

indicating an increase in brightness and the blue events signal a decrease in brightness.
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6.2.2 Event-Based Data Processing

Given this new data representation, we have to determine the best way of processing such

information. While it ultimately depends on the application, most approaches can be cat-

egorized into three groups [231]. First are the algorithms that process individual events

[235, 236, 237, 238]. Those event-based methods update their state on every incoming event,

guaranteeing minimum latency while avoiding the processing of irrelevant data. However,

given the young age of this field, such techniques are still not well developed. The second

type of approach processes events in groups [239, 240, 241, 242, 243]. It often involves re-

constructing the image frames. The frame format makes it possible to employ an abundance

of well-established computer vision (CV) algorithms. However, frame reconstruction causes

the sparsity of event data to be lost - frames will mostly be filled with inactive, zero-valued

pixels. We will refer to those methods as frame-based algorithms. Finally, the last type uses

so-called patches or regions-of-interest (ROIs) [258, 259, 260, 261]. This can be considered

a compromise between the first two categories - while still reconstructing partial frame in-

formation, only pertinent fragments of it (ROIs) are processed. Processing ROIs makes it

possible to avoid processing large, inconsequential parts of the scene while still being able to

harness conventional CV methods. Such ROI-based algorithms have been shown to drasti-

cally improve performance compared to frame-based ones [262], by reducing the amount of

computation required. The three approaches are shown schematically in Figure 6.2.

In this work, our goal is to find an approach that best complements custom hardware, to

provide the fastest and most energy-efficient implementation for tracking applications. For

this purpose, we need to consider not just the cost of computation, but also memory, which

is frequently overlooked, despite having a potentially much higher impact on system perfor-

mance [12]. In order to gain intuition into how different event data processing techniques

compare, we build a simple analytical performance model. We assume that a camera has an

HxW resolution and M events are processed in a single iteration. The overall interval in

which the events are acquired (t) is divided into D bins, and events belonging to a particular
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bin end up in the corresponding time channel. This spatiotemporal voxel grid representation

is a commonly used way of reconstructing event data, as it preserves temporal information

[231, 240]. As a proxy for computation, we assume the use of N spatiotemporal filters of the

size KxKxD, convolved with the image data for object detection, either the reconstructed

frame/ROI or individual events. Such filters, for example, Gabor ones, are commonly used

for object detection in tracking applications [263], and we use them as a general proxy for

computation cost. The maximum of a given filter is recorded and used for tracking, for

example, by Kalman or particle filters [259, 260]. For ROI-based processing, we assume that

C ROIs of size RxRxD, where R << W,H, are processed. We omit the computational cost

of selecting ROIs in this analysis. Prior works have shown that ROI detection, or region

proposal, requires much lower energy and latency compared to filtering itself [264, 265, 262].

All parameters of our model are shown in Figure 6.2.

For each approach, we consider the performance metrics shown in Table 6.1. In all

cases, we make the most optimistic assumptions about hardware capabilities. First, we are

interested in memory access counts. For simplicity, we assume all accesses are of the same

size. For all cases, the number of weight accesses is the same and equals filter size (KKD)

times the number of filters (N). In the case of event-based processing, only 2M input accesses

are required - one write and read per event. However, assuming that events are processed

sequentially, each convolution result would need to be individually updated, leading to M

event updates of KK convolution results for N filters. Given that there is no trivial way

of predicting where within the frame incoming events are located, there is also no way of

collating the results on the fly to reduce the number of output accesses without resorting to

frame- or ROI-based processing.

For frame-based processing, we require M event writes, and a frame read of size WHD.

However, assuming the filtering is completely unrolled spatially, all results are available, and

all maxima can be determined at the same time, leading to only N output writes. Similarly,

ROI-based processing requires M event writes, and C ROI reads of size RRD. Maxima
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Figure 6.2: Analytical model parameters, for frame- (top), ROI- (middle), and event-based

(bottom) processing.

Table 6.1: Analytical event-based tracking performance model. Event, frame, and ROI refer

to event-, frame-, and ROI-based processing, respectively.

Event Frame ROI

Accesses

Input 2M M+WHD M+RRDC

Output KKMN N CN

Weight KKDN KKDN KKDN

MAC KKMN KKDWHN KKDRRCN

Reuse

Input KKN KKN KKN

Output 1 WH RRC

Weight 1 KKD KKD
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need to be updated on every ROI, leading to CN output writes. We measure the required

computation in multiply-accumulate (MAC) operations. For event-based processing, M

events need to be convolved with N filters of size KK. For frame-based processing, the

entire WHD frame needs to be convolved with N filters of size KKD. For ROI-based

processing, C ROIs of size RRD need to be convolved with N filters of size KKD.
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Figure 6.3: Input (top) and output (middle) memory accesses, and MAC count (bottom),

with varying event count.

Let us now assume a camera resolution of W = 1280, H = 720 pixels, based on com-

mercially available models [231]. We then assume D = 8 time step channels. For filters,

we assume N = 32, K = 9 spatio-temporal Gabor filters. For ROI-based processing, we

assume R = 64 region size. Figure 6.2 shows how memory access counts and MAC change

when the number of events being processed varies from 10 to 1 million. We consider two
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ROI-based cases, with 10 and 100 ROIs, respectively. We see that while with a low event

count, event-based processing requires significantly fewer input accesses and computation

than other methods, that efficiency is quickly lost when the event count increases. At the

100k event mark, event-based processing is comparable to ROI-based one with 100 ROIs.

More importantly, the number of output accesses is significantly higher than other methods,

even at relatively low event counts.
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Figure 6.4: Input memory accesses (top), and MAC count (bottom), with varying ROI count.

We then compared the results for a fixed event count (M = 1000) but with a varying ROI

count and size (R = 64, and R = 32). Results are shown in Figure 6.4. We see that if the

number of ROIs can be kept low, ROI-based processing provides a good trade-off between

event- and frame-based processing. Finally, we also consider possible data reuse in each of

the approaches, as it can be used to amortize both memory and computation cost, especially
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in custom hardware architectures [13]. As shown in Table 6.1, while all approaches can

exploit the same level of input reuse, event-based processing cannot easily take advantage

of weight or output reuse. Based on all of the above, we decided to focus on ROI-based

processing: it allows us to take advantage of parallelism and data reuse while providing a

good efficiency trade-off between event- and frame-based approaches.

6.2.3 Stochastic Computing In-Memory

Given the focus on 2D convolution operators and ROI-based processing, we are looking for

technologies that make it possible to implement large, dense linear algebra kernels in a fast

and efficient manner. Fortunately, given the recent emergence of deep neural networks, which

rely heavily on linear algebra, there is now an abundance of techniques used for accelerating

such computations [13, 246, 5]. This further motivates our choice of ROI-based processing,

as purely event-based methods, while available, are not yet as well developed [235, 72].

Stochastic computing, discussed extensively in prior Chapters, is one of such techniques.

However, people have now found ways of improving its efficiency even more, in a scheme

called Stochastic Compute-In-Memory (SCIM) [245].

SCIM accelerators achieve much higher energy-efficiency by embedding SC’s computation

logic inside the memory [166, 245, 266]. Conventional Compute-In-Memory (CIM) accelera-

tors perform analog compute inside the memory, which requires power-hungry ADC/DACs

[267, 246]. Stochastic Computing (SC) uses tiny digital logic gates such as AND/OR gate

as the basic computation unit. Since SC is a digital computing scheme, no ADC/DAC is

needed. Figure 6.5 shows the structure of a 256-element MAC unit in an SRAM-based

SCIM macro. Each 6T SRAM cell stores a stochastic bit of the weight parameters. Two

extra NMOS transistors are added next to the 6T SRAM cell to perform an AND operation

between the stored stochastic bit and the compute word line. The outputs of all SCIM

cells are connected to form the compute line (CL), which effectively performs a wired-OR

operation. When all the multiplication results are zero, the CL stays at VDD. If at least
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Figure 6.5: 256-wide SCIM MAC structure.

one multiplication result is one, the CL will be discharged to VSS. Due to the large voltage

separation between VSS and VDD, a small inverter is used as a sense amplifier, which is

robust against PVT variations and local mismatches.

The SCIM macro stores the stochastic representation of the weight parameters, which

requires a large amount of storage and an extra conversion step while loading the macro. In

the loading cycle, the weight binary numbers are converted to stochastic bits by the column’s

stochastic number generator(SNG) and written into the macro. Each SCIM macro stores a

1-bit representation of the filters and computes 1 bit for the outputs. 2N memory cells are

needed to accurately represent N-bit precision. For example, a 4-bit binary number requires

16 cells to store stochastic bits in 16 SCIM macros separately. Due to the exponential

scaling of the SC’s stream length, the area penalty is worse for higher precision compared to

conventional CIM solution, which only needs N cells for storage [245].

Based on the above discussion, we believe that SCIM is very well suited towards custom

hardware tracking acceleration of event data. However, it comes with a host of issues.

First, stream unrolling, as explained above, leads to large area requirements, which can

prohibitive, particularly for edge devices [245]. Further, SC and SCIM, with their high
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parallelism and spatial reuse, are naturally geared towards dense computation and cannot

easily take advantage of event data sparsity [5, 64, 245]. While a SC architecture dealing

with weight sparsity has been proposed recently [11], here we are mainly concerned with

input sparsity. In the next section, we explain how our design addresses those issues.

As a note, ROI processing is not unique to event-based data. A similar approach can

be applied to conventional cameras, using forms of motion estimation to propose regions

of interest. However, this process is computationally cheaper for event-based cameras, as

motion estimation is inherently ”built into” the data format, and people have proposed that

event-based region proposal can be done with very little overhead [231, 264].

6.3 SCIMITAR Implementation

6.3.1 Stochastic Compute-in-Memory Macro with In-Situ SNG
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Figure 6.6: SCIM Macro architecture.
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In this work, we propose a Stochastic Compute-In-Memory accelerator with an in-situ

Stochastic Number Generator (SNG). The in-situ binary to stochastic number conversion

allows the SCIM macro to store the binary numbers instead of the unrolled stochastic bits,

therefore significantly increasing the macro density. The compact in-situ SNG only has a

small area overhead. The output of the in-situ SNG is reused by many in-memory SC MAC

units, which further reduces the SNG cost. Figure 6.6 shows an overview of the SCIM macro.

The SCIM unit is the smallest compute primitive within the macro. The SRAM-based

memory cell array stores a 6-bit fixed-point weight that has 1 bit for sign and 5 bits for

magnitude. The in-situ SNG converts the weight from binary to stochastic number using a

5-bit random number (RN1 – RN5). The random numbers are generated from the pseudo-

random number generator block, next to the memory and shared across the SCIM units

on the same row. The SNG output within each SCIM unit is multiplied with 32 inputs

(I1 – I32) and accumulated with other SCIM units in the same SCIM slice. Each SCIM

slice stores a 9x9 filter and computes 32 outputs, using nine unrolled input half-rows (9x36,

including overlap). There are 32 SCIM slices within the macro that share the same inputs,

each implementing a different filter. The outputs of the SCIM MAC are streams of 1-bit

values and are converted to digital bits by the sense amplifier at each Compute Line (CL).

An extra replica slice is built to track the process, voltage, and temperature (PVT) variation

of the circuit and generate the timing signals for the output sampling. The following sections

will provide a detailed description of the in-situ SNG and the in-memory SC MAC units.

6.3.2 In-Situ Stochastic Number Generator

We propose to embed a compact stochastic number generator (SNG) inside the memory to

achieve in-situ binary to stochastic number conversion, which significantly reduces the re-

quired storage size. Previous bit-parallel stochastic-CIM macro stores 2N stochastic number

in the memory for N-bit precision [245]. By embedding in-situ SNGs, only N number of

cells are required. During computation, the in-situ SNGs use random numbers generated
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Figure 6.7: Split-unipolar stochastic representation (top) and in-situ stochastic number gen-

erator (SNG) circuit (bottom).

near the memory and shared across columns to serially convert the binary numbers stored in

the memory to stochastic bits. The in-situ SNG circuit is shown in Figure 6.6. The SRAM

memory cells store the binary weight numbers. Besides the sign bit (MSB), each memory cell

has two extra cascaded NMOS transistors beside the regular 6T SRAM to perform an AND

operation between the stored binary bit and a random number that is generated outside of

the array. The probability of a random number is binary weighted from MSBs to LSBs: the

leading bit is selected by the random number with the probability of 0.51, while the nth LSB

is selected with the probability of 0.5K . The output of AND logic in each cell is connected

to form a local bitline, which performs a wired-OR operation. An inverter amplifies in-situ

SNG’s local bit line and inverts the signal to maintain the correct logic. Using the in-situ

SNG also means that the implementation is now agnostic to the stream length being used,

which was not the case for bit-parallel SCIM [245].

A split unipolar stochastic number generation is used to support signed numbers [5].

In the split-unipolar representation, a signed number is represented by two stochastic bit
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streams: WSC+ and WSC−, while only one of the bit streams is enabled by the sign bit. The

value of the number is encoded as the difference between two streams: WSC+−WSC−. If the

number is positive, WSC+ represents the value’s amplitude, and WSC− will produce a stream

of zeros, and vice versa for the negative numbers. A demultiplexer circuit is implemented

using pseudo-NMOS logic to generate a stochastic bit stream in split-unipolar format. The

sign bit stored in a memory cell selects which of the WSC+ and WSC− should be kept as zero

and passes the SNG output to the other stream. An inverter is added at the output as a

buffer.

6.3.3 In-Memory Stochastic MAC Unit

Previous work has demonstrated a stochastic in-memory compute macro for unsigned num-

bers [245]. In this work, we propose an in-memory SC MAC unit that supports both unsigned

and signed computation. With an interleaved multiplier design, higher energy efficiency and

lower area overhead of the MAC unit are achieved. Figure 6.8 shows the comparison be-

tween a conventional signed SC multiplier for split-unipolar stochastic representation [5],

and the proposed interleaved SC multiplier design. The weight is stored in the memory

and converted to a split-unipolar stochastic stream(W+, W−) by the in-situ SNG. The input

is read from a buffer, converted to stochastic bits (I+, I−), and applied to the in-memory

MAC unit. For the non-interleaved design, input/weight each has two stochastic streams

and a cross multiplication is performed: I+ ×W+, I+ ×W−, I− ×W+, and I− ×W−. Partial

output streams with the same sign, e.g. I+ × W+ and I− × W− are combined, and then

the negative result is subtracted from the positive one to obtain the final result. Individual

multiplication is done by an in-memory AND gate using only two NMOS transistors. The

output is precharged to VDD. If and only if both operands are high, there is a conducting

path pulling down the output to VSS, effectively performing an AND operation.

The interleaved multiplier cell design is used to reduce area overhead and energy con-

sumption. The computation is split into two phases. In the first one, the input’s positive
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Figure 6.8: Interleaved Signed SC MAC unit.

streams are applied and multiplied with weights. The intermediate outputs are converted to

binary numbers by counters. In the second phase, the input’s negative streams are applied.

The final result is the addition of the results from two cycles. The interleaved SC multiplier

design reduces the area overhead by half, at the cost of processing latency. However, the

overall energy consumption is reduced, since a more compact cell area benefits from shorter

routing and correspondingly lower parasitics.

Each SCIM unit has 32 SC MACs sharing the in-situ SNG’s outputs to increase the

weight reuse factor, effectively performing multiplication between one weight and 32 inputs.

The large reuse factor significantly amortizes the weight memory access cost and energy

overhead of the in-situ SNG. Increasing the reuse factor for the conventional charge-based

CIM solution is challenging due to the large area of the ADCs. Each MAC output of the

CIM macro requires an ADC. To achieve accurate MAC results, the compute cell using a

transistor or metal capacitor requires a large area to improve the matching property. This

limits the weight reuse factor of the conventional CIM macro to 1. The SCIM’s extremely

compact MAC unit only uses three NMOS transistors. Since the SCIM’s MAC output is

only 1 bit, a simple inverter can be used as a sense amplifier. Figure 6.9 shows the design of

a SCIM slice. 32 input lines are routed in the horizontal direction on top of the SRAM cells.
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The input lines use minimal spacing and occupy two SRAM cells’ height. The 32 inputs

multiply with the output of the in-situ SNG by the 32 SCIM MAC units. 81 SCIM units

form a SCIM slice that performs 32 81-way dot products. The MAC outputs (CLp1-32 and

CLn1-32) are amplified by an inverter at the bottom of the macro.
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Figure 6.9: SCIM Unit with 32 MAC reuse and SCIM slice

6.3.4 Event-Based SCIM Accelerator Architecture

Figure 6.10 shows the overall architecture of SCIMITAR. Given a limited set of operations,

the control logic is implemented as a finite-state machine (FSM) controlled through a set of

programmable registers. The exact programmability is discussed later. The I/O interface

transfers ROIs to input SRAMs and outputs/maxima from the output SRAM. SCIMITAR

supports two modes of operation: sparse, or neuromorphic, using a single 64x64 ROI with

up to eight time channels, and dense, using up to eight frame-based, grayscale 64x64 ROIs

concurrently. Based on that, the architecture is organized into eight columns, each consisting
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of an input SRAM, staging buffer, and a SCIM bank. There are eight input SRAMs, each

provisioned to double buffer one time channel of a 64x64 pixel ROI. Input SRAM width is

provisioned to hold 64 1-bit values, and multiple rows can store multi-bit inputs, as described

below.
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Figure 6.10: SCIMITAR architecture block diagram.

Values from input SRAM are first read into staging buffers, then optionally rotated, and

passed onto the SCIM banks. Since, as described in the previous Section, the SCIM macro

can only process half of the row at a time, staging buffers are provisioned for 36 6-bit values.

This includes the overlap needed to avoid gaps in convolution coverage. Within each SCIM

bank, the input values are written to the SNG buffers, where they are used to generate SC

streams when the computation starts. Each bank has nine SNG buffers, which collectively

hold nine rows of 36 values, making it possible to unroll 9x9 convolutional filters spatially.

167



This spatially unrolled convolutional window is similar to the one used in [5], as it maximizes

spatial reuse opportunities.

The weights are pre-loaded in the SCIM, and their streams are generated in-situ, as

described in the previous Section. Within each macro, a sliding 9x9 convolution is performed

across nine input rows, generating 32 outputs, for 32 filters, for a total of 1024 outputs per

bank. Outputs of each compute line, are fed into counters. After computation is finished,

counter outputs are sent to the global accumulator block. In the sparse mode, respective

outputs of up to eight counters are added implementing the combined 9x9x8 filter size. In

the dense mode, outputs of banks are not accumulated, as only 9x9x1 filters are supported.

We will now describe certain architectural optimizations, indicated in Figure 6.10 using

numbered circles.

1 Transposed Memory Layout

In both frame- and ROI-based approaches, a given pixel can ”fire” multiple times during

the same time window, as event rates are much higher than frame rates [231]. Certain

algorithms saturate, constraining pixel values to -1/0/+1, while others accumulate events,

meaning that active pixels can have values proportional to their event count. SCIMITAR

can work with either approach, while also supporting dense, grayscale frames with up to

6-bit precision.

To support seamless transitions between different input precisions, we use a transposed

memory layout as shown in Figure 6.11. Each memory word consists of a 6-bit next row id,

and 64 bits of data D. Instead of each memory word storing a set of all bits, it instead stores

one bit position for a certain number of values. When using 6-bit precision, 64 values will

be stored in 6 words, for 5-bit precision - 5 words, and so on. Thanks to this approach we

avoid wasting memory capacity when using lower precision, as well as memory access energy,

compared to a non-transposed format. Precision is programmed into one of the configuration

registers of SCIMIAR, so that control logic knows how many reads are required for a given
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Figure 6.11: Transposed memory layout for 6-bit (top) and 1-bit (bottom) input data.

bitwidth. In conventional, fixed-point architectures, such layout might increase memory

access latency, but SC stream latencies allow us to effectively hide it without performance

impact. The next row id associated with each memory word is used for zero detection,

described below.

2 Channel Load Skipping

While ROI processing provides a significant reduction in memory and computation com-

pared to full frames, individual ROIs are also highly sparse. To take advantage of this

sparsity, we propose to embed additional information in input memory to avoid storing and

loading parts of the ROI that contain no events. Since data in memory is organized in the

form of rows, we consider two levels of granularity: row and channel skipping. The former

will skip any slice of 64x8 pixels (one row across all eight time channels) if all values are

zero. The latter will skip any slice of 64 pixels (one row, one time channel), if all values are
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zero.

To support this functionality, input memory contains the next row index, which indicates

the index of the next non-zero row stored in the subsequent address. In case of row skipping,

the next row index is shared across all eight input SRAMs. For channel skipping, each

SRAM has its own next row index information. To evaluate potential storage compression,

we used an in-house dataset described in Section 6.4, partitioned it into 64x64x8 ROIs, and

calculated the memory required for each of the ROIs, including next row index information.

Results are shown in Figure 6.12. Row skipping reduces storage requirements by 2.36X

on average, while channel skipping does so by 8.88X, on average, even including indexing

overheads. Given those results we opt to implement channel skipping in SCIMITAR.
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Figure 6.12: ROI memory requirements for different compression schemes.

Channel skipping is implemented in local control logic, on a column-by-column basis.

Whenever reading a word from input memory, if next row id is more than current row+ 1,

where current row is the index of the currently read row, provided by the global control FSM,

local control logic skips the next NxP reads. N is equal to the next row id− current row,

and P is equal to input precision. This is shown schematically in Figure 6.13. In other

words, local input SRAM control will wait until global FSM catches up to its next non-zero
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row. The first row in any given ROI is always read, as no next row id is initially known.
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Figure 6.13: Channel load skipping and half-row multiplexing using partitioned input SRAM.

3 Half-Row Multiplexing

The SCIM Macro can only process half of the 64-wide row at a given time. Given the

relatively high energy cost of accessing SRAM, it might seem prudent to store half-rows

separately in memory, to save on accesses. However, to avoid a gap in convolution coverage,

each half needs to include the same 8-pixel overlap region. Further, next row id information

would need to be stored with each half-row. Instead of storing 64 + 6 bits, we would need

to store 2x(36 + 6) = 84 bits, leading to a 20% storage overhead. Instead, we partition

each input SRAM into three physical banks: left (bits 0-27), middle (bits 28-35), and right

(bits 36-63), as shown in Figure 6.13. A signal from the control FSM (L/R - left/right)

decides which banks are accessed (left-middle, or middle-right) and multiplexes the outputs

to appropriate positions of the staged data SD. This approach avoids storage overheads,

while saving access energy. next row id is stored in the middle bank, as it is always accessed.

4 Deserializing Staging Buffers & Zero Indicator
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Input values which transposed, or bit-serialized, in memory, need to be transposed before

being used to generate stochastic streams. To do this, we use deserializing staging buffers,

shown in Figure 6.14. Whenever a certain bit position is read from input SRAM, global

control logic indicates which bits in the buffers are enabled. Depending on the required

precision, parts of the buffer can remain unused. Each staging buffer can hold up to 6x64 =

384 bits of staged, deserialized data SDD. To further improve efficiency, staging buffers

contain a zero indicator bit. Upon detecting one or more zero rows, using the next row id,

local control will also set the zero indicator bit in its staging buffer, as shown in Figures 6.13

and 6.14. This bit is used downstream to gate the SNGs for that row, further saving energy.
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Figure 6.14: Deserializing staging buffers with zero bit indicator.

5 Time Channel Overlap

SCIMITAR supports up to 8 time channels in each ROI. In some applications subse-

quent ”frames” can be completely non-overlapping, meaning their time channels cover non-

overlapping windows. For example, if using 1ms time-channels, the first reconstructed frame

covers the first 8ms, the second one the next 8ms and so on. However, temporal resolution

can be vastly improved if there is an overlap between subsequent ”frames”. For example,

each subsequent reconstruction could be shifted by 1ms, where the reamining 7ms overlap.

Given that in SCIMITAR, filter time channels are assigned to physical SCIM macros, each

of which is connected to its own input SRAM, naively supporting such overlap would require

reloading the entire ROI, as time channels would need to be physically moved between in-
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put banks. To provide seamless support for overlapping time-channel ROIs, we propose to

connect staging buffers in a form of a circular buffer, as shown in Figure 6.15.

Initially, time channels are properly aligned to columns, for the first 8 time steps. Half-

rows can be loaded directly into staging buffers and passed to their respective SCIM banks.

After processing, time channel t = 0 is replaced with time channel t = 8 in column 0. After

loading each row to the staging buffers, they are rotated once, so that channel t = 8 ends

in column 7, channel t = 7 in column 6, and so on. Using this approach, time channels

can be overlapped with minimum number of memory accesses. The latency of rotating

staging buffers is again hidden using stochastic stream processing latencies. In the worst

case scenario, SCIMITAR needs to hide 6 cycles of memory reads (for 6-bit precision) and

7 cycles of rotation, for a total of 13 cycles. This is much lower than typical stream lengths

used, however, it might not be the case when early termination is used, as described in the

next Section.

6 Sliding Convolution Window

Within each SCIM bank, there are 9 SNG buffers, organized as shift registers. This is

done to emulate the vertically sliding convolution window. Whenever a new row is loaded,

all previous ones are shifted, with the last one (”highest”) shifted out. Since filter weights

have a fixed position in memory with respect to the values in SNG buffers, this is equivalent

to shifting the 9x9 convolutional window in each bank one row down. This approach is

similar to the one used in [5]. The zero bit is propagated with the values in SNG buffers,

and is used to get stream generation when all values are zero to save energy.

Figure 6.16 shows how computational energy efficiency if affected by the above opti-

mizations. The use of transposed layout, row multiplexing, and deserializing buffers lowers

the energy by 1.64X, when using low precision data. Adding channel skipping on top of

it, further reduces energy by 1.28X. Finally, time channel overlap and sliding convolutional

window allow us to save additional 14% on top of the above, for a 2.8X overall improvement.
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Figure 6.15: Time channel overlap support using circular staging buffers.
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Figure 6.16: Impact of proposed optimizations on computational energy efficiency of the

SCIMITAR architecture. Efficiency calculated on 99% sparse input data assuming 64-bit

long SC streams.

6.3.5 Multi-Level Early Termination

Stochastic computing has a known property of progressive precision, where the output

counter value converges onto the final result with each bit of the stream being processed

[64]. Hence, at every cycle of computation, we can treat the counter output as an estimate

of the final result. For example, counting the 1s resulting from a 16-cycle computation might

result in a count of 8. But if this is the case, we expect that if we only run part of the compu-

tation the ratio should still be about 50% 1s. This leads to the concept of early termination

(ET) [64]. Since early partial results from running a computation approximate the final

result, we can judge whether or not we are likely to care about the result of a computation

before the computation is complete.

The tradeoff with using results from shorter streams is that the shorter the stream is,

the more likely it is to have a large error. For example, if we expect a result of 50% for a

long stream, we might still expect about 50% for a short stream. But an error of 1 on a

16-bit stream could be 9/16 whereas an off-by-1 error for a 4-bit stream could be 3/4 which
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is significantly more serious. To avoid this size of the error, we do not use early termination

on the first 8 bits of the stream and only turn it on after that.

In our application, we are looking for peaks, or maxima, of the filter convolution. This

means that if a value is negative or even just very close to 0 after some number of cycles, it

will most probably not be a peak. Although the sum of the first few bits of a computation

may have a significant error, we can make a very confident prediction about whether or

not a result will be a peak well before the computation is finished. This is the concept of

early termination. Using early termination, we can save power on many different inputs and

latency when processing inputs that do not contain objects and thus do not produce any

peaks above the object identification threshold.

In our early termination implementation, we periodically check the result of the stream

to see if it is below a threshold that would allow us to discard the pixel as a peak candidate.

In an ideal case for early termination, we could check the count against a threshold every

cycle, but in our case, we have unrolled positive and negative streams in time (alternating

every 8 bits) so the value is only fair to compare to early termination every 16 cycles when

we have computed an equal number of positive and negative streams. This gives us the

potential to reduce the time of computations by up to 75%, assuming 64-bit streams, based

on a threshold that can be chosen for the application, with a high degree of confidence that

we will not lose any peaks that we care about.

We apply early termination to three levels of computation, as shown in Figure 6.17:

• Level 1: each output counter contains a comparator, that compares the value against

a global threshold. If the value is below the threshold at the time of the comparison,

we disable the counter until the next computation starts. Level 1 early termination

can therefore save output counter energy.

• Level 2: if all output counters corresponding to the same Gabor filter are disabled,

we then disable the stream generation for weights of that filter. This further reduces
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computation energy.

• Level 3: if all output counters are disabled, we stop computation altogether, and move

to the next iteration. This not only saves energy but also latency, as it effectively

translates to shorter stream lengths.

Figure 6.17: Schematic implementation of 3-level early termination.

We have evaluated early termination on a scaled-down, digital implementation of the

SCIMITAR architecture, implemented on an FPGA. We tested it on selected ROIs containing

objects from two in-house datasets containing various flying objects. Results, for varying

stream lengths, are shown in Table 6.2. From processing using 64-bit long streams, level 3

of early termination alone can provide up to 2.6X speedup.
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Table 6.2: Average ROI processing latency in cycles, with and without early termination for

different stream leangths.

Stream ROI Latency w/o ET [cycles] ROI Latency w/ ET [cycles] ET Speedup

16 2552 1943 1.3

32 3576 2010 1.8

64 5624 2131 2.6

6.4 Evaluation

6.4.1 Accuracy

While algorithmic performance is beyond the scope of this work, we evaluate how the use of

approximate computation, compares with ”exact” methods, i.e. using floating-point compu-

tation. For comparison, we use spatio-temporal, 9x9 Gabor filters with eight time channels,

each consisting of 1 ms worth of accumulated events. We convolve those filters with frames

generated using our in-house datasets of flying objects. The datasets are highly sparse

(96-98% sparsity). Frames are divided into 64x64 ROIs. For ”exact” output, we calculate

the results using Matlab. SCIMITAR results are based on a digital implementation, which

matches the behavior of the SCIM, written using Verilog RTL and executed on an Alveo

U200 FPGA accelerator card. We use three different stochastic stream lengths - 16, 32, and

64 bits, all with early termination. For the 64-bit scenario, we also evaluate the accuracy

without ET. We consider 3 accuracy metrics: ROI agreement, filter agreement, and distance

error. ROI agreement is the percentage of filter maxima that were found in the same ROI in

both exact and approximate computation. Within those, filter agreement is the percentage

of matching peak-filter pairs between exact and approximate evaluation, and distance error

is the average absolute distance, in pixels, between exact and approximate peaks.

Results of our evaluation are shown in Table 6.3. We see that approximate computation
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can match the peaks of between 80 and 90% for the ROIs considered. Within matched ROIs,

there is a very high correlation between exact and approximate peaks (> 99%), and the peaks

found using SC computation are generally within a few pixels of their ”exact” locations. It

is important to note, that the use of SC makes it possible to trade off performance and

accuracy - if higher fidelity is needed, longer stream lengths can be used. Further, early

termination can be disabled to further reduce the error in computation. Finally, the results

in Table 6.3 do not incorporate any of the techniques developed in Chapter 4, which can

significantly improve the precision of SC computation. A more detailed evaluation of the

SCIMITAR architecture on an end-to-end tracking application is a subject for future work.

Table 6.3: Accuracy metrics of approximate computation in tracking applications using

Gabor filters.

Stream ET ROI Agreement [%] Max Filter Agreement [%] Distance Error [pixels]

64 No 88 99 3

64 Yes 84 99 4.3

32 Yes 78 99 4.1

16 Yes 79 99 3.9

6.4.2 Hardware Evaluation

The SCIM macro is designed and simulated in 12nm technology using the extracted netlist

after layout, using the Cadence Virtuoso tool. The macro includes a digital controller, input

buffers, SCIM cell arrays, and read/write circuitries. The SRAM cell is custom-designed,

instead of using the foundry’s cell to pass the standard logic rules. A replica reference

column is used to track the process, voltage, and temperature (PVT) variation on the chip

and controls how long the compute line is discharged. The timing constraint of the SCIM

macro is simulated over multiple temperature, process, and voltage corners shown in Figure
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6.18. The worst-case cycle time is 880p sec for SS corner, 125 Celsius, and 0.6V supply, which

meets the target system frequency requirement of 1GHz. The macro energy is measured by

running a transient simulation using the extracted netlist and integrating the supply power

waveforms. A dense load is used for inputs and weight, which means they are nonzero and

have a 0.5 probability of being 1. Figure 6.18 shows the breakdown of the macro energy. The

energy is normalized by the number of 6-bit operations. A MAC is counted as two operations

and the 6-bit operation is equivalent to processing 64 SC bits. Input communication energy

is the biggest component of energy consumption, followed by compute line discharge, and in-

situ weight SNG. The total energy consumption per operation is 8.95 fJ, which is equivalent

to 112 TOPS/W.
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Figure 6.18: SCIM Macro timing (top), and energy breakdown (bottom).

For the system-level evaluation, we have implemented buffers and SNGs in Verilog RTL

and synthesized them using the same 12nm technology. SRAM energy is modelled based

on 12nm SRAM compiler tools. We estimate energy consumption assuming pessimistic 50%

switching probability of the stochastic streams, and three levels of input sparsity: dense (0%

sparse), 90%, and 99%. Further, we incorporate the impact of the optimizations proposed
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in Section 6.3.4 by statically profiling the datasets discussed before, and adjusting memory

and SNG energy.

Overall results, with a detailed breakdown, are shown in Figure 6.19. On a dense load,

SCIMITAR consumes 12.9 fJ per 64-bit SC operation, translating to energy efficiency of

77.2 TOPS/W. At 90% sparsity, thanks to proposed optimizations and the implicit gating of

analog SCIM logic with zero inputs, per-operation energy is only 1.89 fJ, or 527 TOPS/W.

At 99% sparsity, the energy is only 1.46 fJ/OP, translating to efficiency of 680 TOPS/W.

SCIMITAR offers very high energy-efficiency for processing ROI-based event-data, that can

scale with sparsity thanks to analog circuit computation, and additional proposed optimiza-

tions. A comparable in-memory accelerator demonstrated in [268] achieves 60 TOPS/W

with 6-bit precision, in a comparable 16nm technology.

Figure 6.19: Energy breakdown of the SCIMITAR components for dense (outer circle), 90%

sparse (middle circle), and 99% sparse (inner circle) workloads. Energy is calculated using

64-long stochastic streams.
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6.5 Conclusion

In this Chapter, we proposed SCIMITAR: Stochastic Computing In-Memory In-situ Track-

ing ARchitecture for Event-Based Cameras, an accelerator for high-speed object tracking.

SCIMITAR uses stochastic compute-in-memory (SCIM) for highly efficient analog process-

ing, in-situ stream generation for compact implementation, and a host of optimizations for

utilizing input sparsity. SCIMITAR provides unparalleled throughput for ROI-based process-

ing, with both latency and energy that can scale with sparsity. We demonstrate SCIMITAR

energy-efficiency using detailed circuit level simulations.
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CHAPTER 7

Conclusion

This chapter reviews the key contributions of this dissertation and outlines directions for

future work.

7.1 Overview of Contributions

In this dissertation a series of techniques have been proposed to enable computationally

and memory-heavy machine learning models to be implemented on resource-constrained

edge devices. These techniques are applicable in both software (3PXNet), including open-

sourced libraries, as well as hardware (ACOUSTIC, GEO, SASCHA, SCIMITAR), including

FPGA and ASIC implementations. They span the use and combinations of binarization

(3PXNet), sparsity (3PXNet, SASCHA, SCIMITAR, stochastic computing (ACOUSTIC,

GEO, SASCHA, SCIMITAR) and in-memory compute (SCIMITAR).

7.1.1 3PXNet

3PXNet, described in Chapter 2, demonstrates the first combination of binarization and

sparsity in a software implementation. The 3PXNet approach relies on overcoming the

challenges of combining both techniques without losing their benefits. It is done through a

process of Pruning, Permuting, and Packing trained network weights. 3PXNet opens up new

possibilities for embedded systems developers. 3PXNet results have been demonstrated on

a host of microcontroller devices. We have shown up to 300X and 38X model size reduction
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compared with 8-bit fixed-point and dense binarized models and up to 25X improvement in

runtime and energy. In practice, this enables the use of models that previously could not be

deployed on a particular platform due to memory or runtime constraints. Alternatively, it can

lower the system cost by enabling the use of cheaper parts with lower performance or memory

capacity. 3PXNet is based on commonly used frameworks: Pytorch for training and the C

programming language for deployment, making it broadly and easily applicable. Further, a

compiler makes translation from training to deployment seamless and user-friendly.

7.1.2 ACOUSTIC & GEO

Both ACOUSTIC and GEO, presented in Chapters 3 and 4 are system-level stochastic

computing accelerator architectures targeted at convolutional neural networks. ACOUSTIC

is the first comprehensive edge design that not only uses stochastic computing for acceleration

but also considers the programming model, scheduling, and memory hierarchy. Previous SC

works have focused only on the compute part, which made a holistic analysis impossible. By

putting SC in the context of an entire system, ACOUSTIC develops a set of crucial insights

regarding the most important benefits of using SC and how to best use them for system-level

benefits. ACOUSTIC then provides an baseline for SC accelerators, as well as an important

first step into their broader adoption. ACOUSTIC results have been demonstrated using

synthesis, performance simulation, FPGA, and even custom ASIC in Global Foundries 14nm

technology. The ACOUSTIC architecture delivers server-class parallelism within a mobile

area and power budget - a 12mm2 accelerator can be as much as 38.7x more energy-efficient

and 72.5x faster than conventional fixed-point accelerators. It can also be up to 79.6x more

energy-efficient than state-of-the-art stochastic accelerators and can be implemented in order

of magnitude less area than recent SC-based accelerators, delivering real-time performance

in a mobile/IoT energy/area envelope. The availability of working hardware devices justifies

performance claims and makes it possible for parties interested in using SC to evaluate its

viability.
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GEO builds up on the ACOUSTIC design by fixing its biggest shortcomings: accuracy

loss, reliance on memory bandwidth, and inefficient stream conversion. GEO does this

through a set of complementary techniques: trained, shared stream generation, progressive

shadow buffers, partial binary accumulation, and near-memory computation. Thanks to

these optimizations, GEO improves accuracy by 2.2-4.0% points compared to other SC-

based accelerators while also being 4.4X faster and 5.6X more energy efficient. GEO can

compete with fixed-point implementations with similar accuracy and area while delivering

up to 5.6X throughput and 2.6X energy-efficiency gains. GEO results have been verified in

synthesis and using performance simulation. By closing the accuracy gap between SC and

fixed-point computation, without sacrificing performance, GEO marks another significant

step towards the broader adoption of SC-based accelerators.

7.1.3 SASCHA

SASCHA provides the important next step in the evolution of SC-based accelerators. Not

only does it enable exploiting sparsity in weights to improve performance, but it is also more

flexible than ACOUSTIC and GEO, due to its GEMM-based nature. SASCHA PE design,

scheduler, and architecture are designed to overcome non-trivial complications in combining

SC and sparsity. This goal was achieved through an extensive processing element design

exploration factoring in different aspects of SC, building a scheduling algorithm to improve

utilization, and a novel use of SC bit-slicing to extract sparsity from even dense weights.

SASCHA results have been demonstrated using synthesis results, providing a strong founda-

tion for our claims. The ability to process general matrix multiplications makes it possible

for SASCHA to run models beyond just CNNs, like multi-layer perceptrons (MLPs) or trans-

formers. Further, SASCHA does not require users to sacrifice dense network throughput,

thanks to the ingenious use of parallel stream processing in SC, making it more versatile

than many sparse fixed-point accelerators.
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7.1.4 SCIMITAR

SCIMITAR is an apt conclusion to this dissertation, as it combines most of the themes

discussed in other parts: stochastic computing, sparsity, compute-in-memory, low-precision,

and domain-specific acceleration. SCIMITAR is specifically designed towards for the emerg-

ing event-based cameras, and takes advantage of their sparse, low-latency data streams to

accelerate object detection and tracking applications. Not only does SCIMITAR use state-of-

the-art stochastic compute-in-memory (SCIM) to provide very high energy-efficiency even on

dense load, it also incorporates circuit and architectural optimizations that allow us to scale

performance with input sparsity. On top of that, the introduction of the in-situ SNG tech-

nique can significantly cut down the area requirements of SCIM designs, making them more

suitable for edge applications. Despite using inherently approximate computation, SCIMI-

TAR provides results closely matching ”ideal”, floating-point computation, and techniques

are available for improving its accuracy further.

7.2 Directions for Future Work

Potential research avenues to expand on the work presented in this dissertation are discussed

below.

7.2.1 Exploration of Stochastic Computing Accelerators

While the various architectures presented here represent, or represented at the time of their

publication, the state-of-the-art in ML acceleration, they were largely designed by hand.

One way of improving them would be through automated design-space exploration, some-

thing that has been extensively applied to conventional accelerators, for example in [129].

As we have shown in Chapter 5, SC-based accelerators have different optimization axes, not

present in fixed-point architectures, that can lead to a different set of optimal parameters.
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Because of that, automated design space exploration that takes into account the peculiar-

ities of stochastic computing could uncover new and interesting insights into how to best

design such devices. Further, the evaluation in this thesis is largely limited to convolutional

vision models, whereas the ML landscape is moving towards transformer-based models. This

limitation was caused by the slow training time of SC network models, something that is

beyond the scope of this dissertation. However, given the recent advancements in training,

SC-based transformer, and other models will soon become a possibility. Designing architec-

ture for them will become a new challenge. While SASCHA presents a good starting point,

being a GEMM-based accelerator, it remains to be seen how effective it would be at running

transformer models. Finally, if SC accelerators become broadly used, they will require robust

compiler support. While a compiler for ACOUSTIC and GEO has been developed, it can

only support a limited subset of operations in basic models and is unable to find and exploit

code optimization opportunities. Much more work is required on this front.

7.2.2 Analog Stochastic Computing

While SCIMITAR, presented in Chapter 6, successfully marries stochastic computing and

analog, in-memory computation, there are plenty of potential extensions for this work. First,

we found new range-extending techniques, which can maintain accuracy at lower SC stream

lengths, significantly improving performance. They were initially elaborated in a purely

digital setting, currently in publication, but can be applied to analog, in-memory stochastic

computation as well. Second, the combination of analog computation, and SC robustness

remain to be explored. We know that, due to its non-positional representation, stochastic

computing is very timing error-tolerant [201]. Since analog circuits often burn a lot of

area and power for margining and tolerance, SC robustness could be used to design more

streamlined circuitry. Various other techniques could also be used: DVFS, sub-threshold

operation, pipelining, etc. Ideally, all of those components could be combined in an automatic

design exploration tool, as described in the previous subsection.
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7.2.3 Extending 3PXNet

Despite impressive performance gains, 3PXNet suffers from accuracy losses. Some gains

have been made in recent years in improving training and network architecture to recover

some precision, but the amount of information stored in a single bit remains a fundamental

limitation. To alleviate that, multi-bit binarized networks have been proposed [269], which

can use arbitrary precision for each of the operands, while still using efficient ”SIMD” XNOR

multiplication. To maintain performance gains over optimized, 8-bit libraries, precision is

limited to two or three bits, but even that can drastically improve accuracy [269]. Unfor-

tunately, existing work relies on using the so-called ”unipolar” multiplication, with inputs

being 0 or 1, which is not as efficient as bipolar, XNOR multiplication. Our ongoing efforts

have shown that XNOR multiplication can be used with a careful choice of activation func-

tions. Further, there is ongoing work on combining multi-bit XNOR networks with 3PXNet,

to deliver accuracy-competitive networks with minimal memory and runtime.
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