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ABSTRACT: Histone deacetylases (HDACs) are responsible
for the removal of acetyl groups from histones, resulting in gene
silencing. Overexpression of HDACs is associated with cancer,
and their inhibitors are of particular interest as chemo-
therapeutics. However, HDACs remain a target of mechanistic
debate. HDAC class 8 is the most studied HDAC, and of
particular importance due to its human oncological relevance.
HDAC8 has traditionally been considered to be a Zn-dependent
enzyme. However, recent experimental assays have challenged
this assumption and shown that HDAC8 is catalytically active
with a variety of different metals, and that it may be a Fe-
dependent enzyme in vivo. We studied two opposing
mechanisms utilizing a series of divalent metal ions in physiological abundance (Zn2+, Fe2+, Co2+, Mn2+, Ni2+, and Mg2+).
Extensive sampling of the entire protein with different bound metals was done with the mixed quantum-classical QM/DMD
method. Density functional theory (DFT) on an unusually large cluster model was used to describe the active site and reaction
mechanism. We have found that the reaction profile of HDAC8 is similar among all metals tested, and follows one of the
previously published mechanisms, but the rate-determining step is different from the one previously claimed. We further provide
a scheme for estimating the metal binding affinities to the protein. We use the quantum theory of atoms in molecules (QTAIM)
to understand the different binding affinities for each metal in HDAC8 as well as the ability of each metal to bind and properly
orient the substrate for deacetylation. The combination of this data with the catalytic rate constants is required to reproduce the
experimentally observed trend in metal-depending performance. We predict Co2+ and Zn2+ to be the most active metals in
HDAC8, followed by Fe2+, and Mn2+ and Mg2+ to be the least active.

■ INTRODUCTION

The acetylation of lysine residues is an important reversible
post-translational modification that modulates protein function,
affecting a variety of cellular processes.1−5 Proteomic
surveys6−8 have identified acetyl-lysine residues in diverse
groups of proteins, including transcription factors,9,10 cell
signaling proteins,11 metabolic enzymes (most prominently
acetyl-CoA synthase12−14), structural proteins in the cytoske-
leton,15,16 and HIV viral proteins.17,18

One of the first discovered examples of lysine acetylation was
that occurring in histones,19,20 the predominant protein
components of chromatin. Acetylation of histones has been
linked to gene regulation: the addition of an acetyl moiety to
histone lysine residues gives rise to an open chromatin structure
that facilitates DNA transcription, while the removal of acetyl
from histone acetyl-lysine residues is associated with a closed
chromatin structure, transcriptional repression, and gene
silencing.21 The enzymes responsible for the addition and
removal of acetyl groups are known as histone acetyltrans-

ferases (HATs) and histone deacetylases (HDACs)22−26 for
historical reasons, although it is now recognized that some of
them may act on nonhistone proteins as well.1,3,4

Because overexpression of HDACs is associated with
pathological states, including cancer, HDACs are of interest
as drug targets.24,27−30 Inhibition of HDACs results in histone
hyperacetylation and transcriptional activation of genes that are
linked to growth arrest and apoptosis in tumor cells.31

Suberoylanilide hydroxamic acid (SAHA), a HDAC inhibitor
that coordinates directly to the catalytic metal ion of zinc-
dependent HDACs, was approved by the FDA as an anticancer
drug in 2006.24

HDACs are classified into four subtypes based on
phylogenetic similarity.32 Classes I, II, and IV are zinc-
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dependent hydrolases, while members of class III are NAD+-
dependent and do not contain a catalytic metal ion. Of the zinc-
dependent HDACs, histone deacetylase 8 (HDAC8) is the
best-characterized by experiment.33−39 X-ray crystal structures
of several HDAC8 enzyme−inhibitor and mutant−substrate
complexes have been obtained.33−36

The crystal structure of the HDAC8 Y306F mutant, in
complex with an acetylated lysine substrate (PDB accession
code 2V5W),35 illustrates the key residues involved in
deacetylation (Figure 1). The active site of HDAC8 contains

a metal-binding center that is coordinated to one histidine
(H180) and two aspartate (D178 and D267) residues. A water
molecule, which is present in the crystal structure, coordinates
with the zinc and is associated with two additional histidine
residues, H142 and H143. These histidines form dyads with the
aspartates D176 and D183, respectively. Given that the
mutation of residue 306 from tyrosine to phenylalanine is
sufficient to render the enzyme inactive, this residue must also
play a role in the deacetylation process. In the crystal structure,
the acetyl-lysine substrate appears coordinated to the zinc, with
a carbonyl oxygen (R(Zn−O) = 2.02 Å).
Previously suggested reaction mechanisms for the deacety-

lation process include a general acid−base catalytic pair
mechanism25,40 and a proton shuttle catalytic mechanism.41

These mechanisms were hypothesized on the basis of previous
studies of histone deacetylase-like protein (HDLP),22,42 a
homologue of HDAC found in hyperthermophilic bacteria. In
the general acid−base mechanism (Figure 2, mechanism a), a
singly protonated H142 acts as a base, abstracting a proton
from the water molecule, while a doubly protonated H143 acts
as an acid, donating a proton to the substrate nitrogen.22,23 The
acetyl group leaves in conjunction with nitrogen protonation.
This mechanism relies on an unusual (at neutral pH)
protonation state for H143 that is not supported by theoretical
calculations.41,43 In the proton shuttle mechanism (Figure 2,
mechanism b), H142 and H143 are initially singly protonated.
H143 alternates between acting as a base and acting as an acid,

first abstracting a proton from water and subsequently
transferring it to the substrate nitrogen.41

While HDAC8 is of interest as a drug target inhibitor for
pathological treatments, there has been a small amount of
theoretical analysis surrounding the mechanism by which
HDAC8 catalysis functions. Parallels have been drawn between
the active site of serine proteases and HDAC8.22 The nature of
the active site has led to a variety of mechanistic speculations
and hypotheses that have been examined theoretically.41,42

Most of these prior investigations utilized mixed quantum
mechanical/molecular mechanical (QM/MM) methods to
elucidate HDAC8’s mode of catalysis. Expensive ab initio
Born−Oppenheimer molecular dynamics has been used,45 but
the computational expense was so high that the active site had
to be significantly truncated, and the effects of the nearby
potassium ion and potassium-binding pocket were included
only as an electrostatic correction post-sampling. The role K+

plays in HDAC8 catalysis is a contentious matter. Theoretical
investigations have concluded that this K+ has a stabilizing
electrostatic effect;41 however, experimental studies have
claimed potentially inhibitory effects.38 These mechanistic
studies have also sought to examine the impact of the His−
Asp dyads that coordinate directly to an active site water likely
involved in catalysis. Generally, it has been found that these
dyad contacts are necessary to facilitate adequate basicity of the
participating His residues. Computational studies thus far have
centered exclusively on the hypothesis that HDAC8 functions
as a native Zn2+ enzyme. However, Gantt et al.37 demonstrated
that HDAC8 functions with a variety of physiological divalent
metals, and suggested that HDAC8 may be an Fe2+ dependent
enzyme, contrary to all published theoretical models, currently.
In this study, we examine how HDAC8 may function when

utilizing several different divalent metal ions, Co2+, Fe2+, Zn2+,
Ni2+, Mg2+, and Mn2+. Analyzing a variety of metals is
important because it has previously been shown that different
metals are capable of facilitating alternative enzymatic
functions.44 Our model relies on a mixed quantum-classical
description, and utilizes the largest published QM active site,
which reveals significant differences in the catalytic profile from
previously published theoretical results. We also examine the
role that the nearby K+ and its binding pocket and the active
site His−Asp dyads may play in catalysis. We will also discuss
the capabilities of each metal to bind to HDAC8, and how that
may influence apparent catalysis in vivo.

■ COMPUTATIONAL METHODS
The initial structure of HDAC8 was obtained from the crystal
structure of the Y306F mutant (PDB accession code 2V5W).35

Residue 306 was transformed from phenylalanine to tyrosine
using UCSF Chimera. The protonation states of all residues
were chosen in accord with their pKa values at neutral pH,
including singly protonated His180 on the δ site, and singly
protonated H142 and H143 on the ε site.

QM/DMD Simulations. Different metal variants of
HDAC8 might not necessarily have identical equilibrium
structures, and therefore, it was important to perform full
statistical mechanical equilibration, with the quantum mechan-
ical (QM) treatment of the metals, and the sampling of the
protein backbone. Mixed quantum-classical simulations were
carried out using QM/DMD,45 a hybrid quantum mechanics
(QM)/discrete molecular dynamics (DMD) method. This
method provides the advantages of fast sampling of protein
conformations without the need to rely on parametrization of

Figure 1. Active site of HDAC8 extracted from the crystal structure
(PDB code 2V5W), highlighting the most critical residues relevant to
catalysis within the active site. In this work, F306 was reverted to
tyrosine to facilitate catalysis (yellow, Y306F). Blue residues participate
directly in catalysis or coordination of the divalent metal ion, the
orange residue is the crystal structure substrate, and represented in
purple is a nearby K ion surrounded by a small net of residues holding
it in place.
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the classical force field for metal ions. It has been shown to
perform very well in the structural and mechanistic studies of
natural and modified metalloenzymes.44,46−50 In QM/DMD,
QM calculations are performed using density functional theory
(DFT) as implemented in Turbomole v6.6.51 Sampling in the
classical regime is carried out using DMD,43 a variant of a
classical MD based on solving energy and momentum
conservation equations rather than Newtonian equations of
motion. The protein is partitioned into three regions: (1) a QM
region, in which atoms can only be moved via a QM
optimization (these are the metal and atoms immediately
bound to it); (2) a mixed QM−DMD region, in which atoms
can be moved by QM or by DMD, depending on the stage of
the simulation (this region is discussed separately in the section
below; it effectively constitutes a large cluster model of the
active site); and (3) a DMD-only region, containing the bulk of
the protein. The DMD parameters for the QM−DMD region
are adjusted on the fly, based on the QM calculations. Solvent
effects are included implicitly in the force field of DMD. In the
QM region, solvent has been modeled using COSMO52 using a
dielectric constant ε of 4 (in consideration of the buried active

site), and, separately, nonpolarizable point charges (AMBER
force field) have been included. All zinc states had their
electronic energy and COSMO corrections recomputed using ε
of 8 and 20the resulting energy range was found to be within
the expected error of DFT calculations (see Table 4 of the
Supporting Information).
Beyond QM/DMD iteration 0, which is a DFT optimization

performed on the QM region of the initial structure, each
iteration of QM/DMD consists of a DMD step followed by a
QM step. To improve sampling, the DMD simulation begins
with annealing at the start of each iteration. QM-only atoms are
held fixed and a few additional constraints (such as the
maximum allowed distance variation between histidine−
aspartate dyads) are applied, in accord with previously reported
recommendations.45,46,48,49,53 After the annealing, the temper-
ature is kept low for the final 10 000 DMD time units (0.5 ns),
when the dataan ensemble of structuresis collected.
The Kabsch54 RMSD is computed for all pairwise structures

to quantify their geometric similarity. On the basis of the
RMSDs, a hierarchical clustering algorithm is used to group the
structures into distinct clusters. For this study, the number of

Figure 2. Schematic reaction diagrams for all previously considered HDAC8 mechanisms: Reaction a relies on the unusual initial protonation state of
the coordinating His reaction. Further, concerted addition to the carbonyl with transfer of proton to His142, as in reaction a, is found less favorable
due to electrostatic effects of the nearby protein (as discussed in the “Contributions outside the QM Subsystem” section later in this paper). Reaction
b was originally considered by the Zhang group,41,42 and reaction c was studied by Chen et al.60 as an alternative to the Zhang mechanism. Reactions
b and c are the mechanisms most studied in this paper. The relevant protons responsible for facilitating these mechanisms are highlighted in red and
blue. Mechanism a was not heavily considered due to the requirement that His residues take on an unlikely protonation state at neutral pH.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.6b00997
J. Phys. Chem. B 2016, 120, 5884−5895

5886

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcb.6b00997/suppl_file/jp6b00997_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcb.6b00997


clusters was set as 3. The lowest DMD energy structure within
each cluster proceeds to the QM step. The QM step begins by
expanding the QM−DMD boundary and cutting the QM−
DMD region from the DMD-generated structures. Atoms at
the QM−DMD boundary are capped with hydrogen atoms. To
maintain the positions dictated by the protein backbone, the
boundary atoms and the capping hydrogens are frozen for the
duration of the QM step. DFT single point energy calculations
are carried out using the TPSS functional.55,56 The def2-
TZVPP basis set57 is used for the metal atoms, while all other
atoms are described by def2-SVP.57 The Grimme dispersion
correction58 is included for all QM calculations. Structures are
assigned a scoring index based on their deviation from the
lowest energy QM region and the lowest energy DMD
structure found during the iteration. An ideal structure would
have both the lowest QM energy and the lowest DMD energy,
but the best structure found during each iteration may
represent a compromise between the two. As in previous
studies, the QM and DMD portions were weighted equally
when assigning a scoring value. The QM region of the best-
scoring structure is optimized under the same conditions
described for the single point energy calculations, followed by
removing the capping hydrogens, reinstallation of the QM
region into the protein, and shrinking the QM−DMD
boundary to the QM-only region. The resulting DMD- and
QM-optimized structure is used as a starting structure for the
next QM/DMD iteration. The simulations were propagated to
convergence in terms of the active site all-atom RMSD,
backbone RMSD, QM, and DMD energies, which typically was
reached within 20−25 iterations, roughly corresponding to 10
ns of dynamics.
Figure 3 shows typical results of a QM/DMD run,

specifically for HDAC8 with Zn2+ bound to the divalent site.
Across all of the metals in this study, metal coordination largely

remains similar as in the Zn2+ case. One notable exception is
Ni2+ which assumes a larger coordination number; Ni2+

becomes overcoordinated by acquiring the second oxygen
ligand of Asp178.

Large QM Subsystem Requirement. The choice of the
QM−DMD subsystem sizes was found to be critical, with the
minimal models producing clearly wrong results. The smallest
112-atom QM−DMD subsystem shown in blue in Figure 4 was
originally studied. This seemingly reasonable QM−DMD
region appeared to be problematic, because upon optimization
at the QM level (with any choice for the basis set and DFT
method) the substrate acetyl oxygen dissociated from Zn2+

(R(O−Zn) = 3.09 Å), whereas in the crystal structure of the
Y306F mutant this coordination is present. Over the course of
40 QM/DMD iterations, the substrate remained uncoordinated
to the metal, and coordinated instead to Y306. Of course, it is
possible that the Y306F mutation itself is responsible for the
difference in the substrate binding, and the substrate detach-
ment in the presence of Y306 is therefore mechanistically
meaningful (note that the F306Y mutant is catalytically
inactive). To rule out this possibility, we also simulated the
Y306F mutant in the presence of the substrate. It was found
that the substrate still dissociates from the zinc into an
unreactive conformation (contrary to the crystal structure),
thereby discrediting the choice for the smaller QM−DMD
system. Interestingly, in previous studies, this effect was never
reported. The implications for the reaction mechanism must be
profound, as the detached substrate is not a position conducive
to catalysis. We find that a larger QM region is absolutely
necessary.
The QM−DMD subsystem was then expanded to include a

total of 165 atoms, as seen in Figure 4. Of particular importance
is a conserved K+ ion located within 7 Å of the active site that
was investigated in a previous QM/MM study.41 Single point

Figure 3. Typical convergence plots of QM/DMD runs. The top left graph displays the energy of the QM active site, and the top right displays the
DMD energy of the protein as a function of QM/DMD iteration number. Note that sporadic high-energy structures would be discarded in the
iterative procedure. The bottom left displays the convergence of the backbone RMSD, while the bottom right exhibits the convergence of the active
site RMSD. A leveled off RMSD graph indicates the lowest energy structures can be weighed on the basis of Boltzmann statistics. This simulation
with Zn2+ in the active site is representative of all studied systems.
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calculations that included K+ revealed stabilization of transition
states. Furthermore, complexes lacking K+ were found to have a
longer zinc−substrate distance of 2.23 Å, compared to 2.13 Å in
the wild-type structure. Thus, K+ with its minimal coordination
sphere was included in our QM system. We argue that, without
the coordination sphere, the electric field of K+ would not be
shielded, and thus would be exaggerated. All together, the
QM−DMD region consisted of the side chains of H142, H143,
D267, and Y306, the backbone chain spanning L177, D178
(with its side chain), L179, H180 (with its side chain), H181,
G182, and D183 (with its side chain), the side chain of S199,
the backbone of L200, the side chains of the dyad residues
D183 and D176 connecting to metal-coordinating H142 and
H143, respectively, and the additional G304 and G151. The
backbone of the latter two amino acids provided hydrogen
bonds to D178, and allowed for its single-dentate coordination
to the metal, which in turn left a place for substrate binding.
Simulations done with this choice for the QM−DMD region
showed a bonding distance of ca. 2.15 Å between Zn2+ and the
substrate, which is very reasonable. We find this choice for the
QM region justified and sufficient.
We note that the choice for the QM−DMD region expands

upon prior investigations significantly, and represents the
largest studied QM active site. Previous investigations by the
Zhang group41,42,59 (Figure 4, blue) included H142, H143,
D178, H180, D267, and Y306, but this provided an incomplete
description of the dyad network attached to H142 and H143,
whose basicity is the key to the first step of the reaction. The
complete QM description of this network was provided by
Chen et al.,60 who included D176 and D183. However, in their
work, the influence of the potassium ion was included only via

single point calculations. Additional parts not previously
considered to be of importance but now included are G182,
S199, G303, the carbonyl groups of G304, L200, G151, and the
backbones spanning residues L177−D183 (Figure 4, gray).

Mechanistic Study. The QM−DMD region described in
the previous section was also used for the subsequent QM-only
mechanistic study. All calculations of the stationary points on
the reaction profile have been optimized with Turbomole v6.6
using the TPSS functional and Def2-TZVPP basis set for all
metals, and Def2-SVP basis sets for nonmetal atoms. Spin-
unrestricted calculations were performed on all active sites. Re-
equilibration of all metals, except Zn and Mg, in low- and high-
spin states was attempted. High-spin states were consistently
preferred by >10 kcal/mol for all points along the reaction
profiles; thus, reaction pathways involving low-spin states were
considered uncompetitive and are not included. Vibrational
frequency analysis was done using the same level of theory, and
the nature of all transition states was determined by the
presence of a single imaginary frequency aligned with the
reaction coordinate. Single point energy calculations were
carried out using the larger Def2-TZVPP basis set for all atoms.
We note that the size of the QM region necessary in this work
is very large, and more expensive DFT calculations, for
example, hybrid functionals, are beyond reach in this context.
Nevertheless, we chose to compromise in this way, in view of
the identified chemical significance of the large cluster model.

Electron Charge Density Analysis. The quantum theory
of atoms in molecules (QTAIM) can be used to understand
bonding interactions based on the topology and geometry of
the charge density (ρ(r)).61 Topological classifications can be
made on the basis of critical points (CPs), i.e., points where the
gradient of the charge density vanishes. There are four types of
stable CPs in a 3D scalar field such as ρ(r). Maxima generally
occur at atomic nuclei and are thus called nuclear CPs. Cage
CPs occur inside atomic cages and are local minima in ρ(r).
There are also two types of saddle points in ρ(r). The first, a
ring CP, has positive curvature in two directions, and is
topologically required inside rings of atoms. The other saddle
point has one positive curvature and is called a bond CP. This
name derives from the fact that the presence of a bond CP is
indicative of a ridge of charge density originating at bond CPs
and terminating at nuclear CPs. These ridges are called bond
paths, since they possess the topological properties imagined
for a chemical bond. The magnitude of the charge density at
bond CPs often correlates to the strength of interactions
between atoms.61−63 In this work, we used QTAIM to
investigate ρ(r) for different metal variants, to elucidate the
electronic origin of the calculated mechanistic differences.
The charge density for the reactant geometries of HDAC8

with all six metal ions was calculated with the Amsterdam
Density Functional Package (ADF) version 2014.0164−66 using
similar computational parameters as in the QM mechanistic
study. A TPSS functional56,67 and COSMO solvent model with
a dielectric constant of 4.0 were utilized. A double ζ quality
basis set, DZP, was employed for all atoms except the metal,
which was calculated using a triple ζ quality basis set, TZP.68

Spin-unrestricted calculations were performed on the Zn and
Mg active sites, while all other metals were calculated in their
high-spin states. The Bondalyzer add-on package in Tecplot69

was then used to analyze the calculated charge densities.
Born−Oppenheimer Molecular Dynamics (BOMD)

Simulations. BOMD simulations were done for the full
DFT sampling of the complexes of the studied metals with

Figure 4. Diagram of residues included in the QM profile in previous
and the present studies. The bound substrate is shown in orange. The
original work by the Zhang group41,42,59 included residues colored in
blue. The investigation by Chen et al.60 included the blue residues, as
well as the additional residues D176 and D183 in green. The current
study expands on both of these by including additional residues
colored gray, and the K+ ion colored purple, as justified in the text.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.6b00997
J. Phys. Chem. B 2016, 120, 5884−5895

5888

http://dx.doi.org/10.1021/acs.jpcb.6b00997


organic chelators. This was needed for the assessment of the
relative metal binding affinities to the HDAC8 protein, as
described below.

■ RESULTS AND DISCUSSION
1. Catalytic Mechanism. A step toward understanding the

chemistry of HDAC8 is elucidating the nature of the catalytic
metal ion. Most often it is assumed to be Zn2+. Since the
enzyme is functional with Zn2+, this metal becomes a natural
suspect, due to its abundance, low toxicity, flexibility of
coordination,70 and fast ligand exchange.71 However, recent
experimental evidence indicates that HDAC with other divalent
metals exhibits similar efficacy, sometimes surpassing that of
Zn2+. It is particularly noteworthy that Co2+ and Fe2+ were
found to be more active than Zn2+.37 In this work, we study the
Zn2+, Fe2+, Co2+, Ni2+, Mn2+, and Mg2+ variants of HDAC8.
In QM/DMD simulations, all metals generally exhibited a

distorted square pyramidal geometry. Representative structures
were taken from QM/DMD trajectories for the mechanistic
study (the corresponding geometries of the active sites are
given in the Supporting Information). We examined mecha-
nisms b and c (Figure 2). While part of mechanism c (ts1c) was
found to be viable, tsc2 corresponding to the subsequent
concerted proton shuttling was not found; thus, further
characterization of mechanism c was not pursued.
Mechanism b was found to be a viable catalytic pathway for

all studied metals (Figure 5, Table 1). The second transition

state (ts2b) appears to be rate limiting. This result marks a
pronounced deviation from previously published models, which
claimed the first transition states, ts1b, to be rate-limiting. This
may be an artifact of the QM region being too small in the
earlier study. We further find that Zn2+ facilitates the fastest
catalytic path, followed by Co2+, Mg2+, Fe2+, Ni2+, and Mn2+.
This is a notable contrast to experimental assays published by
Gantt and co-workers37 who found Co2+ and Fe2+ to be the
most active, followed by Zn2+, and little reactivity for Ni2+ and
Mn2+. Because the proton transfer step is rate limiting, it would
be reasonable to expect some tunneling of the proton to
contribute to the kinetics. A quantum tunneling correction

factor to the rate constant, developed by R. P. Bell,72 was
calculated to be approximately 1.4; thus, it is expected
tunneling has some noticeable effect on the kinetics; however,
the identity of the metal does not significantly alter this
correction.

Why Such a Difference for Different Metals? The main role
of the metals in the reaction comes in the first step, in ts1b,
where the carbonyl of the substrate is activated for nucleophilic
attack. This determines both the activation barrier and the
energy of the resultant intermediate, thereby shaping the entire
reaction profile. We examine ts1b using QTAIM, to shed light
on the electronic effects leading to the metal-dependent
performance. The lower energy barriers for Zn2+, Ni2+, Co2+,
and Fe2+ may be in part due to the higher number of occupied
d orbitals than for Mn2+ (Mg2+ obviously lacking any). The
greater number of d electrons implies that orbitals higher up in
the enzyme’s molecular orbital manifold will be filled. In
general, orbitals higher in the manifold are characterized by a
greater number of antibonding orbitals and hence more
interatomic nodal planes. It is orbitals of this type that stabilize
topological rings and cages by contributing density along bond
paths though not along nodal planes. This combination leads to

Figure 5. Reaction pathway for HDAC8 and a variety of divalent metal
ions (TPSS/Def2-TZVPP+Gibbs free energy corrections//TPSS/
Def2-DZVPP, COSMO).

Table 1. Computed Reaction Profiles with Different
Methods and Choices for the Active Sitesa

TS1 Int TS2

full active site,
TPSS/Def2-SVP + Gibbs
free energy corrections,
COSMO

Zn2+: 10.25 Zn2+: 7.80 Zn2+: 13.09
Fe2+: 10.77 Fe2+: 6.04 Fe2+: 13.98
Co2+: 7.02 Co2+: 5.26 Co2+: 13.94
Ni2+: 9.83 Ni2+: 8.12 Ni2+: 15.24
Mn2+: 12.54 Mn2+: 11.73 Mn2+: 17.02
Mg2+: 11.04 Mg2+: 9.97 Mg2+: 13.98

full active site,
TPSS/Def2-TZVPP +
Gibbs free energy
corrections,b COSMO

Zn2+: 11.42 Zn2+: 10.45 Zn2+: 16.01
Fe2+: 12.77 Fe2+: 8.50 Fe2+: 16.68
Co2+: 10.52 Co2+: 7.43 Co2+: 16.82
Ni2+: 11.50 Ni2+: 10.71 Ni2+: 17.75
Mn2+: 14.55 Mn2+: 14.54 Mn2+: 20.15
Mg2+: 13.35 Mg2+: 13.22 Mg2+: 17.47

no K+ c Zn2+: 11.38 Zn2+: 8.52 Zn2+: 17.00
Fe2+: 12.23 Fe2+: 8.85 Fe2+: 17.25
Co2+: 11.53 Co2+: 8.07 Co2+: 18.24
Ni2+: 11.58 Ni2+: 9.56 Ni2+: 18.26
Mn2+: 14.19 Mn2+: 12.64 Mn2+: 21.17
Mg2+: 12.85 Mg2+: 11.01 Mg2+: 18.34

no K+ nor ligands
coordinating itc

Zn2+: 9.98 Zn2+: 5.25 Zn2+: 13.74
Fe2+: 11.74 Fe2+: 5.661 Fe2+: 15.40
Co2+: 9.60 Co2+: 4.60 Co2+: 13.05
Ni2+: 11.37 Ni2+: 7.77 Ni2+: 16.12
Mn2+: 12.86 Mn2+: 8.55 Mn2+: 17.72
Mg2+: 11.44 Mg2+: 7.45 Mg2+: 14.83

no K+ site and no D176 and
D267c

Zn2+: 22.92 Zn2+: 20.95 Zn2+: 22.95
Fe2+: 23.13 Fe2+: 20.45 Fe2+: 19.75
Co2+: 23.32 Co2+: 20.95 Co2+: 22.95
Ni2+: 24.10 Ni2+: 22.24 Ni2+: 23.18
Mn2+: 25.88 Mn2+: 23.19 Mn2+: 25.40
Mg2+: 25.11 Mg2+: 23.07 Mg2+: 22.88

aFor all calculations, the Def2-TZVPP basis set was used for all metals.
bGibbs free energy corrections (ZPE + entropic and thermal
corrections) were calculated with the Def2-SVP basis set. cSingle
point energies based on the frozen geometries of complete active sites,
computed at the TPSS/Def2-SVP level of theory without any free
energy corrections.
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deeper rings and greater curvature at bond CPs. In the plane of
a ring of nuclei, as shown in Figure 6, the ring point is a
minimum in the charge density. In order for a ring point to
exist in this region, a bond path must form between the water
molecule and substrate carbonyl.

A bond path is present in the reactant state between the
substrate carbonyl and water molecule when Zn2+, Ni2+, Fe2+,
or Co2+ is placed in the active site of HDAC8. This bond path
is not present for Mg2+ or Mn2+. While this bond is not
indicative of a strong interaction (based on low values of charge
density at the bond CP as well as the curved nature of the bond
path), it still indicates a stabilizing interaction between the
water molecule and substrate. It can be seen in mechanism b
that, when a proton is transferred from the water molecule to
H143, a bond forms between the carbonyl carbon and water
oxygen. This bond has already begun to form in the reactant
state for Zn2+, Ni2+, Fe2+, and Co2+, which facilitates the
removal of a water hydrogen and ultimately lowers the
activation energy of this reaction step.
Analysis of Contributions of Protein Parts on the Reaction

Profiles. The individual effects of various amino acids in the
active site and their role in producing the computed energetics
were analyzed. Specifically, we omit certain portions of the
active site in the QM site and calculate the energies of the
resultant structures without reoptimization. It is recognized that
we are making an approximation that the nature of the
stationary points would not change significantly upon such
changes. This decomposition analysis is highly qualitative, and
the goal here is to put all the effects on similar footing with
respect to the computational methodology, in order to be able
to discuss their respective contribution. Results are summarized
in Table 1.
Role of Potassium Ion. Previous studies have suggested that

K+ may play an important electrostatic role in HDAC8
catalysis, but observations have been conflicting.38,41 It has
been generally found that K+ decreased the rate-limiting
transition state barriers, and facilitated a more efficient catalytic
path. A reaction pathway using the QM active site in this work
without K+ calculated with a Def2-TZVPP basis set can be
found in Table 1.

Within our model, the K+ ion does influence the catalytic
pathway, albeit to a lesser degree than previously thought. It has
a mild stabilizing effect on the rate-limiting transition state: for
Mn2+, Co2+, and Ni2+, the stabilization is less than 0.5 kcal/mol,
while, for Zn2+, there is a destabilization by ∼0.1 kcal/mol.
Mg2+ remained relatively unaffected by the presence or absence
of K+ in its rate-limiting transition state. It was also found that
K+ had a mild destabilizing influence on ts1b and Int1 with all
metals, while having little impact on the product state. Prior
investigations have reported more significant stabilizing effects
on the rate-limiting step of approximately 4 kcal/mol.41 Our
findings suggest that the impact of potassium as a stabilizing
electrostatic component may have been exaggerated in the
literature. However, K+, being so proximal to the active site,
might play a critical role in facilitating general active site
rearrangement during the reaction.
To additionally assess the role of the K+ binding site as a

whole, a significantly contracted active site was built; it
contained the side chains of the residues H142, H143, D178,
H180, D267, Y306, D176, and D183 (numbering as in the pdb
structure 2V5W), resembling the previously published model
by Chen et al.60 (Figure 4, blue and green residues). In general,
the rate-limiting transition state was stabilized by an additional
3−4 kcal/mol. The ts1b was found to be stabilized by
approximately 1−2 kcal/mol. Most apparent, the intermediate
state was stabilized by ∼5 kcal/mol for all metals, while the
product state was destabilized by ∼1 kcal/mol. These findings
suggest that K+ is an important component of the active site,
but the effect of this ion needs to be considered in the presence
of the shielding ligand environment.

Role of the Catalytic His−Asp Dyad Contacts. The D176
and D267 residues might play a role in positioning and
polarizing H142 and H143, both of which were suspected to be
catalytic bases in the reaction. The contributions the catalytic
dyad contacts lend toward HDAC8 catalysis have been a matter
of discussion.60 An even more contracted QM site was
constructed to characterize the effect of the H142−D176 and
H143−D267 dyad contacts. This site excluded the D176 and
D267 dyad residues. A visual representation of this region can
be seen in Figure 4 (blue residues), and resembles some of the
first published QM regions.42 This system in our calculations
concurs with current literature, demonstrating the critical
importance of these dyad contacts. The His−Asp dyad residues
provide exceptional stability to the catalytic pathway. In the
absence of these residues, the positioning and protonation sites
of H142 and H143 would be adversely affected. Additionally,
their removal results in destabilization of the ts2b rate-limiting
transition state on the order of ∼5 kcal/mol, and would render
HDAC8 extremely slow. However, more generous destabiliza-
tion is afforded to many other states of the system, which alter
the general catalytic landscape. Specifically, the intermediate
state increases in energy by 10−12 kcal/mol. Most notably, the
ts1b state increases in energy by ∼12 kcal/mol for all metals,
rendering this the new rate-limiting transition state for all
metals, consistent with the results of prior theoretical
investigations considering the same mechanism. Though
these effects are exaggerated without geometry optimizations,
they still suggest that these dyad contacts are critical to the
catalytic function of HDAC8. They most apparently serve to
increase the basicity of H142 and H143 and provide
stabilization of intermediate states via electrostatics and
polarizing hydrogen bonds. These results also demonstrate
that these dyad contacts are likely crucial for communicating

Figure 6. Critical points and bond paths of interest in the active site of
HDAC8 with Zn (left) and Mn (right). When Zn is present in the
active site, a bond path forms between the water oxygen and the
carbon atom from the substrate carbonyl. This topologically
necessitates a ring critical point to exist in the active site as well.
When Mn is present, no ring CP is found, as there is not a bond path
between the water and substrate carbonyl. Ni, Fe, and Co give the
same topology as Zn, while Mg has the same topology as Mn. Sphere
coloring is as follows: C-black, N-blue, O-red, metal-gray, bond CP-
cyan, ring CP-green.
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with the nearby K+ binding region. Although the K+ binding
pocket has an overall destabilizing electrostatic effect, it likely
allows for configurational rearrangement of the Asp dyad
contacts to better coordinate to their respective His partners.
This in turn alters the entire landscape of the predicted catalytic
path, shifting the rate-limiting transition state from ts1b to ts2b
by increasing the basicity of these dyad His residues. The
increased basicity, however, means deprotonation of the His
residue to the substrate will require higher energy. When these
contacts are removed, the energetic landscape reverts back to a
shape consistent with, albeit higher in energy, the earliest
published theoretical work. Thus, HDAC8 balances electro-
static destabilization with favorable configurational rearrange-
ment to produce the catalytic profile published here.
Contributions outside the QM Subsystem. Early in the

mechanistic studies published on HDAC8, the Zhang group
showed significant electrostatic contributions of several nearby
residues.42 Most of the residues cited in the Zhang group’s early
paper have been explicitly included in the 165-atom QM
subsystem presented here, sans a His−Glu salt bridge whose
effects canceled in the early paper. In order to test for further
electrostatic contributions, COSMO solvation of the larger
active site was replaced with a system of point charges derived
from the AMBER force field,73−76 as implemented in
Nwchem.77 The resulting point charges were transferred back
to Turbomole for recalculation of all intermediates and
transition states for mechanism b. Current implementations
prohibit the combination of implicit solvation and electrostatic
embedding, and thus, we are forced to consider these effects
separately. This, however, does not alter our ultimate
conclusions, which will be presented below. The mechanism
was found to not change, but there are some important
energetic differences summarized by the example in Figure 7.
As Figure 7 shows, the electrostatic environment, treated as

explicit nonpolarizable point charges, favors mechanism b,
which starts with the proton shuttled directly to H143, while it
disfavors mechanism c where the proton first moves to the

H142. Thus, the electrostatic contributions from outside the
already-large QM subsystem do not significantly alter the
mechanism of action; however, they still help direct the relative
pathway.

2. Metal Binding. We have also explored how metal
binding affinity may affect the overall reactivity of HDAC8’s
deacetylating action. Gantt and co-workers have shown that
several of the metal ions in this investigation were inactive in
vitro;37 however, many of the computed rate-limiting transition
state energies found in this paper are well under the ceiling of
catalytic inactivity. It is possible that the binding affinity of each
metal toward HDAC8 could have an effect on in vitro catalytic
activity, and may play an important role in in vivo metal
selection. Here, we attempt to elucidate how significant this
effect might be.
To this end, first, we have compared the accuracy of DFT to

the experiment, in assessing metal binding, using the
experimentally known stability constants of the complexes of
the studied metals with GEDTA and DTPA (Table S1).78

From these stability constants, the free energies of reactions
(1−4) in Figure 8 are known (Table S1). Further, from ΔΔG
of reactions 1 and 2, one can close the thermodynamic cycle for
DPTA on the upper left in Figure 8. Analogously, one can close
the cycle for GEDTA on the upper right in Figure 8, using
ΔΔG of reactions 3 and 4. Through combination of these two
cycles, one can then calculate the ΔG of metal swapping
between the two chelators

‐ + ‐

→ ‐ + ‐

− −

− −

DTPA M GEDTA M

DTPA M GEDTA M
a

2
b

2

b
2

a
2

bypassing the complicated calculation of the solvated metal
ions, Ma

2+(aq) and Mb
2+(aq). The ΔG values of metal swapping

were calculated both from the experimental data and with DFT.
The structures of the metal−GEDTA and metal−DTPA
complexes that we used were geometry-optimized and also
subjected to 5 ps of BOMD, to verify the ground state
geometries (they are shown in Figure S1). To avoid the
additional desolvation complications, polydentate ligation of
the chelating agent was selected such that the bound metal had
no solvent access, preventing explicit water coordination, and
allowing for the exclusive use of COSMO. The theoretical and
experimental ΔG of metal swapping can be found in Table S2.
The computed ΔG values were found to be in good agreement
with experiment, having an average of 0.5 ± 1.5 kcal/mol error
(Table S3). Despite small absolute errors, there is a notable bias
across substitutions involving Mn2+the authors concede this
source of error may be due to some deficiency in the
representation of the metal ion in silico or in describing its
coordination mode.
This methodology was then applied to a theoretical metal

swap between DTPA and HDAC8

‐ + ‐

→ ‐ + ‐

− −

− −

DTPA M HDAC8 Co

DTPA Co HDAC8 M
b

2 2

2
b

2

using ΔG of reactions 1 and 2 and 5 and 6 in Figure 8, and with
Ma set to Co

2+ as a reference. The above reaction can be paired
with the experimental ΔG of reactions shown in Table S1, to
yield ΔG of the following process:

Figure 7. Difference in Gibbs free energies for the most active Co2+−
HDAC8, relative to the reactant state, upon electrostatic embedding.
An increase in energy indicates embedding has a destabilizing effect,
while a decrease in energy indicates a stabilizing effect of embedding.
States ts1c and His142 intermediate are only considered in mechanism
c, while ts1b, His143 intermediate, and ts2b are considered in the
current mechanism.
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+ ‐

→ + ‐

+ −

+ −

M (aq) HDAC8 Co

Co (aq) HDAC8 M
b

2 2

2
b

2

This gives the desired relative affinities of the different metals to
HDAC8, collected in Table 2.

As one may see, Co2+ is predicted to bind to HDAC8 very
strongly. It is followed by Zn2+ and Fe2+. Mn2+ and Mg2+ have
considerably smaller affinities for HDAC8. However, Ni2+ is
calculated to have the highest binding affinity toward HDAC8
among all the studied metals. This ordering can be related to
the active site geometries and corresponding electronic effects.
A particularly direct interaction exists between the metal and
H180, which is therefore highly important for metal binding.
For this residue, the relationship between binding affinity and
the amount of charge density at the Nε−metal bond CP is
linear (Figure 9). The charge density at the bond CP is a
consequence of σ-bonding and π-back-donation with the
available d-AOs on the given metal. Mg, lacking any occupied
d-AOs, has a significantly lower charge density at the bond CP
and lower binding affinity than any of the transition metals,
despite having a relatively short bond length (which is simply
due to its smaller size). Thus, the geometric and electronic
parameters of this Nε−metal bond can serve as predictors of
the metal binding affinity in this case.
Metal Binding Affinity and Reactivity. In protein assay

experiments, the purified protein is often equilibrated in a high
concentration solution of the desired metal ions. These ions are
then purged from the mixture, leaving the protein−metal
complex behind. Under these conditions, the metal ions exist in
equilibrium between protein and solution. If metal binding
affinity is too small, this could render the system less active than
demonstrated by computational studies. This difference in
binding affinity could also play a key role in the overall catalytic
activity of enzyme capable of utilizing different metals, and
elucidate its preference for any one particular ion. We now aim
to evaluate the ability for the protein to retain a metal and

subsequently use it for catalysis. Our simple probabilistic model
captures the combined effects of metal-binding equilibration
and subsequent catalysis relative to any particular ion. In the
equation

= ·K k Krel cat binding

Krel stands for the relative total catalytic activity of a particular
protein−metal complex, kcat represents the catalytic activity as
determined by QM mechanistic analysis, and Kbinding embodies
the relative equilibrium binding constant between a metal and
an enzyme. These values can be represented as Boltzmann
distributions utilizing the above computed quantities in
catalysis and binding affinity to yield

= − Δ −
ΔΔ‡⎛

⎝⎜
⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟K

G
RT

G

RT
exp exprel

binding

whose values are summarized in Table 3. An alternative two-
state ensemble model for binding was also used to assess
catalytic efficacy (Figure S2), which agreed qualitatively with
the current simple model for a reasonable range of binding
affinities.
This model qualitatively predicts the trend seen in catalytic

activity for these metals in experiment, though the trend is
slightly perturbed,37 either due to experimental errors or
inaccuracies of our model. Co2+ is predicted as the most active,
followed by Zn2+ and Fe2+. Additionally, noncatalytic metal

Figure 8. Schematic of all considered thermodynamic cycles exploited for relative binding affinities.

Table 2. ΔΔG of Binding between Metal Ions and HDAC8,
Relative to Co2+

metal ΔΔG binding, kcal/mol

Co2+ 0.00
Fe2+ 3.52
Mg2+ 16.75
Mn2+ 6.28
Ni2+ −4.33
Zn2+ 1.99

Figure 9. Trends between QTAIM ρ(r) at bond CP and ΔΔG of
metal swapping.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.6b00997
J. Phys. Chem. B 2016, 120, 5884−5895

5892

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcb.6b00997/suppl_file/jp6b00997_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcb.6b00997


Mn2+ is predicted as being 5 orders of magnitude less reactive
than Fe2+. This is due to both manganese’s poor binding affinity
to the active site of HDAC8 and its higher ΔGrxn. Zn

2+ is
predicted to be less catalytically active than Co2+, despite its low
reaction barrier, due to its poor affinity, while Co2+ exhibits
high catalytic activity in spite of a higher reaction barrier. Fe2+

competes with Co2+ and Zn2+, even though it has a higher
reaction barrier than Zn2+. However, Ni2+, experimentally
shown to be inactive, is a clear outlier, and is predicted to be
exceptionally catalytic, due to high binding affinity. This may be
an artifact of the simple model, since coordination of Ni2+ is
different from those of other metals. Mg2+ examined in this
work was not tested experimentally. We show that, even though
it has reasonable reaction energetics, its affinity to HDAC8 is
very low, and Mg2+ is ultimately predicted by our calculations
to have a very low catalytic activity. Thus, it is obvious that the
d-AO structure is required in HDAC8, despite the simple Lewis
acid catalysis performed by the metal in this enzyme.

■ CONCLUSIONS
We computationally studied the metal-dependent mechanism
and performance of the Fe2+, Co2+, Mn2+, Ni2+, Mg2+, and Zn2+

variants of the HDAC8 enzyme, in corroboration with and also
beyond the existing experimental data. It was found that an
unusually large QM region was required in both mixed
quantum-classical dynamics simulations and subsequent mech-
anistic study (the QM region is nearly doubled as compared to
all previous published studies), to properly describe this
enzyme. This expansion has significant impacts on the overall
catalytic ability of HDAC8, and predicts the rate-determining
step of the reaction to be different from previous findings.
Instead of the nucleophilic attack, the second proton transfer
step appears to be rate-determining. We have shown that the
His−Asp dyads coordinating to the metal bound water are
critical in facilitating catalysis, and defining the new rate-
determining step. We also have shown that the nearby K+ ion
together with its coordination sphere has only a mild stabilizing
electrostatic effect, in contrast to previously published results.
We additionally devise a scheme for estimating the relative
binding affinities of different metals to the protein. In
combination with the reaction free energies, this quantity
allows us to reproduce the experimentally observed trend in
metal-dependent performance of HDAC8, with the exception
of Ni2+. Co2+ is predicted to be the most active catalytic metal
in HDAC8, followed by Zn2+ and Fe2+, whereas Mn2+ and Mg2+

are several orders of magnitude less active. We note that our
model does not include any information about relative metal
availability, and other reactivity in the cellular environment,
which might further impact the apparent preference for
different metal variants.
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