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Abstract

Privacyis an important consideration when sharing clinical data, which often contain sensitive 

information. Adequate protection to safeguard patient privacy and to increase public trust in 

biomedical research is paramount. This review covers topics in policy and technology in the 

context of clinical data sharing. We review policy articles related to (a) the Common Rule, HIPAA 

privacy and security rules, and governance; (b) patients’ viewpoints and consent practices; and (c) 

research ethics. We identify key features of the revised Common Rule and the most notable 

changes since its previous version. We address data governance for research in addition to the 

increasing emphasis on ethical and social implications. Research ethics topics include data sharing 

best practices, use of data from populations of low socioeconomic status (SES), recent updates to 

institutional review board (IRB) processes to protect human subjects’ data, and important concerns 

about the limitations of current policies to address data deidentification. In terms of technology, 

we focus on articles that have applicability in real world health care applications: deidentification 

methods that comply with HIPAA, data anonymization approaches to satisfy well-acknowledged 

issues in deidentified data, encryption methods to safeguard data analyses, and privacy-preserving 

predictive modeling. The first two technology topics are mostly relevant to methodologies that 

attempt to sanitize structured or unstructured data. The third topic includes analysis on encrypted 

data. The last topic includes various mechanisms to build statistical models without sharing raw 

data.
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1. INTRODUCTION

Research involving health information faces significant challenges, risks, and limitations 

related to patient privacy. There is increasing public awareness of the potential risks of 

sharing sensitive data and concern about patient privacy (1, 2). The widespread adoption of 

electronic health records (EHRs) and the desire for interoperable systems made these 
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concerns more salient, with patients becoming interested in controlling their own data (3). 

Recent work has suggested that many patients do not approve having all their health data 

shared with anyone, even when the main identifiers have been removed; instead, they want 

control over what should be accessed by whom (4). A patient’s ability to granularly control 

their electronic health data is an important element in discussions about privacy (5). Existing 

policies and technologies have addressed some of these concerns from different 

perspectives.

Current health and technology policies include a focus on patient rights to privacy and 

human subjects’ protections in research. The US Department of Health and Human Services 

Common Rule was designed to implement steps to improve human subjects’ protection in 

research and to facilitate research (6). The Common Rule was updated for the first time 

since 1991, and main portions of the updated Common Rule may become effective in 2018. 

The updated Common Rule regulations provide more flexibility on the ethical conduct of 

human subjects in research, such as enabling more exemptions for low-risk studies and 

allowing broader patient consent practices to be implemented.

Additionally, the Health Insurance Portability and Accountability Act of 1996 (HIPAA) 

rules are of particular importance. HIPAA contains privacy and security rules that help 

protect patient privacy.

The HIPAA privacy rule was designed to regulate the use of protected health information 

(PHI) held by so-called covered entities (e.g., health care organizations) within the United 

States. It requires appropriate privacy protection of health information to be applied (e.g., 

deidentification of PHI for secondary use of data in biomedical research). There are two 

deidentification mechanisms under the HIPAA privacy rule: expert determination and safe 

harbor. The former requires an expert to certify that there is no significant risk of the patient 

being identified from the data. The latter specifies a particular set of identifiers to be 

removed from the data.

The HIPAA security rule describes national standards for proper storage, use, and 

transmission of electronic personal health information handled by covered entities. It is 

designed to protect the confidentiality, integrity, and security of patient data (7).

As a complement to policy, many technology solutions were designed to preserve patient 

privacy beyond the requirements of HIPAA (8), and new technologies are continuously 

being developed to meet the emerging needs of researchers and data custodians. For 

example, algorithms have been developed to protect the process of building a model without 

sharing patient-level data (9), and various data anonymization techniques have been 

developed to support privacy-preserving dissemination of data (10, 11). Advanced security 

models can enable confidentiality during the entire data lifecycle, including computation on 

encrypted data (12). Technology solutions are not a replacement for policy, as they often 

focus on very specific tasks. Policies should describe when and how particular technologies 

should be employed.

In this article, we review the most relevant publications on clinical data privacy policy and 

technology that became available in MEDLINE, prioritizing those published in the past five 
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years. Given the breath of technology and data types used in biomedicine, we are focusing 

mostly on EHRs since other data typically require an equal or lower level of protection. 

Because of the increasing integration of EHRs with genomic data, we also include some 

relevant techniques that emerged in recent years in the section titled Technology.

2. POLICIES TO PROTECT PATIENT PRIVACY

2.1. General Concerns About the Common Rule, HIPAA, and Governance

Revisions to the Common Rule include new requirements for patient consent, including a 

requirement for clinical trials consent forms to be publicly available online within 60 days. 

Further directives include different requirements for consent in order to conduct research 

with remnants of biospecimens and use of a single IRB for research involving multiple sites. 

Other features of the revised Common Rule include requirements to provide consent forms 

to patients in a more condensed and simplified format. Additionally, the definition of 

“vulnerable subjects” has been broadened to include individuals with limited cognitive 

abilities or that are educationally or economically disadvantaged (13). More leniency is now 

provided to researchers for obtaining broader consent to use the same data for possible 

future research on a not-yet-known topic. Additionally, two new exemptions include the use 

of identifiable (but publicly available) data for secondary use, as well as exemptions for 

long-term data and specimen storage if broad consent was given (14). A summary of key 

changes is shown in Table 1.

Protections of human subjects in IRB processes are currently not implemented uniformly, as 

the Common Rule can be subject to different interpretations (15). It is unclear whether the 

revised rules will lead to fewer variations.

HIPAA covers many different aspects of health care-related regulations. We focus on the 

privacy protection policies under HIPAA, which were designed to guide covered entities in 

handling PHI in a protected manner. The data deidentification methods defined under the 

HIPAA privacy rule include standard deidentification, expert determination and safe harbor 

methods. Standard deidentification involves methods where there is “no reasonable basis” 

for believing that the patient can be identified from the data. Covered entities must 

additionally meet one of the two requirements of data deidentification. Expert determination 

requires the use of statistical methods by trained experts, with the assurance and process 

documentation that there would be a “very small risk” of reidentification of patients from the 

data. However, there is no clear definition of “very small risk” to define or clarify the terms 

of these requirements. Safe harbor is another option that requires the omission of 18 types of 

patient identifiers from the data. The advantage of this method is that it is procedurally 

simple and can be automated. The main disadvantage is the decrease in data usefulness once 

all of the requirements are met (19). Benitez & Malin (20) evaluated privacy risks with 

respect to the HIPAA privacy rule and showed its vulnerability: The reidentification rate 

ranged from 0.01% to 0.25%. Figure 1 illustrates both mechanisms from a high level; 

interested readers can refer to Reference 19 for more details.

Despite policies and regulations, there are continuing concerns in the literature related to 

patient privacy. Liu et al. (21) discussed the HIPAA safe harbor policy for data sharing and 
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its limitations, particularly for data from patients with similar or rare diseases and the risks 

of reidentification. Rodrigues et al. (22) discussed the necessary security requirements of 

sharing EHR data in the cloud using third-party cloud services. The efficiency of data 

deidentification policies and regulations is questionable. For example, some researchers have 

proposed a utility and reidentification space to efficiently quantify rule-based policies (23). 

By reviewing a wide range of approaches to reducing disclosure risk, O’Keefe & Rubin (24) 

discussed trade-offs between disclosure risk and data utility. Additional policy topics have 

surfaced. Glenn & Monteith (25) noted that various types of patient medical or health data 

are outside the scope of HIPAA. These data include mobile health and social media data 

owned by various business entities. Despite compliance with legal privacy protections in the 

health care and technology sectors, threats to patient privacy continue to pose serious 

concerns. A major question is: How can health care and clinical providers assure patients’ 

trust in the privacy and security of their data (25, 26)? DeAngles (27) discussed the need, at 

the federal level, for EHR regulation to promote more widespread EHR use through the 

development of an interoperable national network of advanced EHRs: Federal and state laws 

need to be synchronized to minimize fragmented data waste and to reduce health care costs.

A clear data governance framework and easy-to-follow guidelines are key for policies and 

technology to meet privacy and security needs. Distributed research networks need 

governance guidelines to address the social and ethical concerns of patients, and some have 

included patients in the governance process (28). Holmes (29) discussed the changing 

landscape of data governance.

2.2. Patient Perspectives, Consent for Use of Data, and Research Ethics

Mamo et al. (28) discovered that patients were willing to share data to increase health care 

knowledge but also noted patient concerns with data security, as well as broader issues of 

social responsibility, commercialization of data, and the public benefit. Sources of concern 

included personal health data collected from a broad range of sources, such as from clinical, 

genome, social, behavioral, environmental and financial sources (28, 29).

Accessing data for health care improvement and biomedical research is critically important, 

but Luchenski et al. (30) highlighted the challenge of balancing these benefits with public 

concerns about security and privacy. Trachtenbarg et al. (31) discussed patients’ interests in 

medical information privacy but also highlighted the costs of privacy and risks to patient 

health if important information is not shared. Their study reported that most patients were 

not willing to pay for increased data privacy and that they understood the importance of data 

sharing to improve health care. K.K. Kim et al. (32) addressed gaps in data sharing and 

privacy research in a study of California consumer views on privacy and security of EHR 

data for the purposes of research and improved health care. Bull et al. (33) discussed the 

increased support for data sharing for biomedical research in the literature, concluding that 

the support for data sharing by individuals was influenced by the existence of data sharing 

ethics and best practices policies. K.K. Kim et al. (34) identified factors required to increase 

patient trust, confidence, and willingness to share their electronic data: Consumer choice to 

share health data was affected by beliefs and attitudes towards EHRs, research benefits, and 

individual control of the data.
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The consequences of selection bias are unclear when excluding data from patients who do 

not consent to data sharing for research. There are situations in which data sharing can be 

considered minimal risk and of high potential benefit to society (35), thus calling for a 

framework for balancing preferences, risks, and benefits.

In a discussion of data privacy for rare disease research, Mascalzoni et al. (36) argued for 

alternative approaches to data privacy and consent from the perspective of opportunity rather 

than barriers. They suggested IT-based approaches to provide a balance between patient data 

control and the opportunity to participate in research. Even in highly competitive situations 

such as in the context of therapeutic clinical trials, there are examples from the 

pharmaceutical industry in which researchers accessed clinical trial data and shared them 

with others while minimizing risks to privacy and confidentiality (37). Findings have shown 

that, in general, patients support the use of data for research, even though some insist on 

prior consent (1). An example of this development is iCONCUR (informed consent for 

clinical data and bio-sample use for research) (4), developed to provide patients with 

granular-level informed consent options for the use of their data and biospecimens for 

research purposes.

The transition from paper records to EHRs was identified as a challenge in working with 

longitudinal patient data, as both formats continue to exist at the present time. The current 

limitations of working with health record data in paper and electronic formats affect the 

ability of data to be used for research purposes. Challenges related to data privacy, as well as 

data presentation and interoperability, continue to exist (38).

3. TECHNOLOGY

We have identified various topics in health care technology, including HIPAA compliant 

deidentification, data anonymization, encryption methods, and privacy-preserving predictive 

modeling. At a high level, deidentification covers methods aiming at the HIPAA privacy 

rule; data anonymization provides an additional layer of protection to remove unique 

identifiability; encryption methods support secure data storage, retrieval, and sharing; and 

privacy-preserving predictive modeling uses a suite of combined technologies to fulfill data 

analysis needs while protecting privacy.

3.1. Deidentification Methods

Deidentification methods were introduced to protect patient privacy by removing sensitive 

information from health care data to comply with policy (i.e., the HIPAA privacy rule). 

Rule-and machine learning-based systems have been developed for automatic HIPAA-

defined deidentification of EHRs. Rule-based systems leverage human expertise to define 

patterns to deidentify data and can be implemented in a straightforward manner for 

structured data (e.g., excluding the 18 identifiers defined by HIPAA safe harbor), but 

implementation is nontrivial for narrative text. Hanauer et al. (39) reported an experiment to 

quantify the human annotation efforts needed to build a deidentification system for narrative 

patient records using the MITRE Identification Scrubber Toolkit for statistical 

deidentification of history and physical notes, as well as social worker notes. The results 

show a good F1 score (0.95) after 21 rounds of iterative annotation (this is quite laborious 
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when compared with pure machine learning systems). Meystre et al. (40) discussed 

automated deidentifying clinical information text based on the 2010 i2b2 (Informatics for 

Integrating Biology and the Bedside) natural language processing challenge corpus and a 

corpus of clinical notes from the Veterans Health Administration (VHA), which still resulted 

in clinical information with 0.81% exact overlap and 1.78% partial overlap with PHI. 

Gardner & Xiong (41) developed a framework named HIDE (Health Information for 

Deidentification) to deidentify unstructured medical data using a simple Bayesian classifier, 

which showed an overall accuracy of 0.75 (identifying medical record number, account 

number, age, date, name, etc.) on 100 textual pathology reports from a cancer center. 

Ferrández et al. (42) presented BoB, a hybrid clinical system automating text 

deidentification that combined rule- and machine learning-based models. The proposed 

system was evaluated for generalizability and portability based on a manually annotated 

VHA corpus, as well as the i2b2 challenge corpus of 2006. BoB demonstrated recall of 

92.6% and had reasonable precision (83.6%). Dernoncourt et al. (43) developed another 

deidentification system based on artificial neural networks. In comparison with existing 

systems, their model did not require specifically designed features or rules and achieved 

better deidentification performance on the publicly available i2b2 2014 deidentification 

challenge data set (F1 score = 97.85) and the MIMIC (F1 score = 99.23) data set. To date 

there is no single method that is considered sufficient or required for narrative text 

deidentification.

3.2. Data Anonymization Methods

The goal of patient data anonymization is to hide information from an individual in a cohort 

of others so that no one is uniquely identifiable. This cannot be guaranteed using 

deidentification methods alone. Approaches proposed in this category aim at removing the 

unique identifiability, a major vulnerability that puts individual participants at risk of 

reidentification. It is important to note why unique identifiability is important to protect 

privacy and how it goes beyond HIPAA deidentification protections. For example, while it 

would be difficult to determine the identity of an individual from a database containing 

biometrics and diagnoses alone, if the goal is to determine the diagnosis of an individual 

whose biometrics (e.g., fingerprints, genome sequence) we obtained by legal or illegal 

means, it would be trivial to match the biometrics in a disclosed database and look up the 

diagnosis associated with it. That is, deidentification does not take into account information 

external to the database that can be linked to the data being disclosed.

Various techniques have been developed to anonymize data while maintaining data utility as 

much as possible. One of the pioneer anonymization definitions is called k-anonymity (44), 

which aims at guaranteeing that each individual patient’s information cannot be 

distinguished from the information of at least k – 1 other patients in a single database. This 

type of method and its various derived methods do not address the problem of data being 

linkable to external databases. For example, l-diversity and t-closedness principles extended 

k-anonymization. Several studies were conducted to anonymize data based on these 

definitions using suppression and generalization operations. For example, Aristodimou et al. 

(45) proposed a pattern-based multidimensional suppression technique (kPB-MS) for 

privacy-preserving data publishing to minimize the information loss through k-anonymity in 
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which feature selection was incorporated to reduce data dimensionality and combine 

attributes for record suppression. Yoo et al. (46) described a generalization method satisfying 

both k-anonymity and l-diversity that used conditional entropy to measure the loss of 

information as well as mutual information for sensitive attributes.

Generalization methods have also been adopted for anonymizing structured terminologies in 

EHRs [i.e., ICD-9 (International Classification of Diseases, Ninth Revision), ICD-10, and 

SNOMED-CT (Systematized Nomenclature of Medicine-Clinical Terms)]. Tamersoy et al. 

(47) presented a method to support secure sharing of patient-specific longitudinal data for 

biomedical research. Sequence aligning and clustering methods were adopted to aggregate 

temporal and diagnostic information while preserving data utility. Martínez et al. (48) 

developed a generalized semantic framework to support statistical disclosure control on non-

numerical attributes in EHRs. Structured medical knowledge represented in SNOMED-CT 

was incorporated to build the semantic operators for comparison, aggregation, and sorting of 

these non-numerical attributes. S. Kim et al. (49) designed privacy-preserving data cubes 

with an anonymization process for preserving the privacy of EHR data sets. Three variations 

of data cubes were constructed corresponding to the k-anonymity and l-diversity rules based 

on global generalization, local generalization, and bucketization.

Loukides & Gkoulalas-Divanis (50) proposed a method to anonymize diagnosis codes with 

generalization and suppression, taking into consideration that a patient’s identity could be 

linked with genome sequences using diagnosis codes. Hughes et al. (37) developed an online 

system to anonymize patient-level clinical trial data using replacement and suppression with 

an objective to maximize the utility for research. Heatherly et al. (51) employed a k-

anonymization algorithm to anonymize clinical profiles for a patient hypothyroidism study 

at three medical centers, and utility was assessed at different population levels. The study 

demonstrated that anonymization on the entire EHR reduced the amount of record 

generalization when compared to the anonymization approach that focuses on a specific 

cohort, and most generalized codes (~70%) do not lose too much granularity. Poulis et al. 

(52) presented another approach to anonymize the demographics and diagnosis codes for 

protection from reidentification and to minimize information loss while ensuring the 

usefulness of anonymized data for targeted analyses (utility constraints were specified by 

data owners to limit the amount of generalization).

Dwork (53) developed an elegant framework for controlling the degree of reidentification in 

a manner that is independent of knowledge of potential linkable databases. Differential 

privacy methods ensure the specific degree of reidentification risk that is associated with the 

disclosure of a database or statistics. Controlled noise is added to the data or statistic to 

make reidentification hard, creating a trade-off between data utility and reidentification risk. 

Several authors have explored the use of this framework in biomedical research, including 

EHRs (54–56). To reduce the noise that needs to be introduced to support differential 

privacy, Ji et al. (57) proposed a differential privately distributed model of logistic regression 

integrating public and private data sets. H. Li et al. (58) presented a hybrid support vector 

machine based on both public and private data sets in which an RBF (radial basis function) 

kernel was leveraged to handle nonlinearly separable cases. Differentially private solutions 

by Simmons et al. (59, 60) demonstrated the practicability of returning meaningful GWAS 
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(genome-wide association study) results while protecting privacy with appropriate privacy 

budgets. Their results on a rheumatoid arthritis data set outperform those from previous 

studies based on differential privacy (61–63) with high accuracy. Barriers for the 

implementation of differential privacy in health sciences include, but are not limited to, the 

lack of an objective approach for determining the right amount of noise to achieve an 

acceptable balance between privacy protection and utility of the disclosed data, as well as 

the lack of corresponding policies.

3.3. Security Methods for Safeguarding Medical Data Privacy in Storage, Retrieval, and 
Sharing

Several encryption methods have been studied to ensure data confidentiality in storage, 

retrieval, and sharing, including secure data exchange, searchable encryption, and attribute-

based encryption. A line of research has been devoted to encryption-based secure data 

exchange. Thilakanathan et al. (64) proposed a secure protocol for users to control the 

encryption keys for their personal health data, independent of cloud services, which enables 

patients and health care providers to securely share sensitive medical data. Similar work was 

proposed by C.-L. Chen et al. (65), who utilized the features of mobile devices to support 

secure medical data exchange in a cloud environment. Bredfeldt et al. (66) suggested secure 

messaging for higher quality diabetes care to prevent the disclosure of PHI. Their proposed 

method includes a flagging mechanism to prevent the unintentional sharing of PHI when 

transferring health data for research in distributed network environments. Public key 

encryption-based searchable encryption is another active area of study to support secure 

retrieval of encrypted medical data from multiple sources. When users provide an encrypted 

keyword trapdoor (generated by a keyword selected by the user and her secret key), the 

server will return matching data in an encrypted format to ensure confidentiality during the 

data retrieval process. Y.-C. Chen et al. (67) identified an index for accessing EHRs by 

patients and clinicians while still preserving patient privacy using a keyword search over 

encrypted data. This method is susceptible to keyword guessing attack, in which case an 

attacker can learn the keyword used to generate the trapdoor. Wu et al. (68) developed a 

secure channel-free encryption method against keyword guessing attacks for EHRs. 

Similarly, Yuan et al. (69) implemented a privacy-preserving cohort discovery service for 

distributed clinical research networks using elliptic curve cryptography to provide a strong 

data privacy guarantee. The software was highly parallelized and tested over an encrypted 

database of 7.1 million records from the Healthcare Cost and Utilization Project, specifically 

including three kinds of cohorts: elderly cervical cancer patients with radical hysterectomy, 

oropharyngeal and tongue cancer patients with robotic transoral surgery, and female breast 

cancer patients with mastectomy. Another area of research is attribute-based encryption, 

which prevents collusion by making the decryption possible only if the attribute of the 

ciphertext matches that of the user key. Eom et al. (70) enhanced security for EHR systems 

using improved attribute-based encryption to enhance patient control over their data while 

protecting individual privacy. Zhang et al. (71) proposed another strategy based on 

anonymous attribute-based encryption to enforce the security of patient data while providing 

fine-grained access.
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3.4. Privacy-Preserving Predictive Modeling

Federated data analysis has been widely studied for privacy-preserving predictive modeling 

with applications for both regression and classification. It facilitates secure collaboration 

among multiple organizations without revealing sensitive patient-level information. A 

common goal of federated data analysis is to produce the number of patients with a 

particular characteristic (i.e., number of patients in a cohort) across multiple health care 

institutions. Wyatt et al. (72) implemented the Federated Aggregate Cohort Estimator for 

cohort discovery through a collaboration between the University of Alabama at 

Birmingham, The Ohio State University, the University of Massachusetts Medical School, 

and the Denver Health and Hospital Authority. Such examples are also common in PCORnet 

(National Patient-Centered Clinical Research Network) (73) and other clinical data research 

networks. Requesting counts, averages, proportions, and other statistics are just some simple 

ways of consulting federated databases, but each already carries reidentification risks. 

Multivariate analyses, deep learning, and other statistical and machine learning (i.e., 

artificial intelligence) methods can also be executed over distributed databases and have 

been subjects of research and pilot implementations. Motivated by the idea of building 

shared models without sharing data (74) on horizontally partitioned data (i.e., data from 

different patients located in different databases containing the same variables), Y. Li et al. 

(75) introduced a dual optimization method to solve logistic regression problems with 

vertically partitioned data (i.e., data from a single patient hosted at different organizations 

such as hospitals and sequencing centers). Wu et al. (76) proposed a grid-based response 

with multicategory ordinal and multinomial logistic regressions on horizontally distributed 

data. Both approaches provide an accurate global solution based on data from distributed 

sources. Two distributed privacy-preserving ensemble strategies were developed based on 

boosting and parallel boosting algorithms for EHRs horizontally distributed across multiple 

agents (77). These methods can be constructed without sharing patient-level information and 

reduce the risk of deidentification during information exchange.

Another area of research is to keep the entire data set encrypted during analysis. Brumen et 

al. (78) demonstrated the feasibility of an encrypted decision tree approach using standard 

encryption algorithms (e.g., advanced encryption standard) and technology solutions to 

outsource medical data analysis to overcome legal, privacy, and confidentiality issues. 

Advanced predictive modeling requires homomorphic encryption, a technique that is only 

starting to be explored in biomedicine and is aimed at supporting direct computation over 

encrypted data. Liu et al. (79) leveraged a naive Bayesian classifier to develop a patient-

centered privacy-preserving clinical decision support system using Paillier homomophic 

encryption. Rahulamathavan et al. (80) presented a protocol for clinical decision support 

based on a Gaussian kernel-based classification of encrypted medical data from the public 

database at the University of California, Irvine. Bos et al. (12) adopted homomorphic 

encryption for the privacy of predictive analysis tasks with encrypted clinical data including 

logistic regression and Cox proportional hazards. Graepel et al. (81) showed the potential of 

applying a machine learning model to encrypted data, and a later work by Dowlin et al. (82) 

demonstrated the feasibility of using artificial neural networks on homomorphically 

encrypted health care data. The recent iDASH (Integrating Data for Analysis, 

Anonymization, and Sharing) genomic data privacy competitions have also promoted the 
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progress of encryption-based methods in protecting sensitive data to support specific data 

analyses (83, 84).

4. DISCUSSION AND CONCLUSION

Privacy and its preservation are complex topics that can only partially be addressed by 

policy and technology. It is encouraging that regulations are being revised and that public 

opinion is shaping the discussion. It is also increasingly apparent that data governance 

should include the perspective of those whose data are being shared and that patients are 

interested in control of their data.

Some aspects of key changes to the Common Rule reveal components that were supported 

or unwelcome depending on the perspective of the individual. In general, aspects of 

increased protections for human subjects were seen as more favorable, such as more concise 

clarification of informed consent (13). Some disagreed with the increased lenience of 

previous Common Rule aspects such as the more relaxed permissions of broad consent 

across research institutions, as they raise accountability concerns (17). Most of the 

disapproval for the revised Common Rule concerned the new requirements for unidentified 

partial biospecimens to be reviewed by the IRBs (13), since many noted that specimens 

could not ever be truly unidentifiable (17, 18). The HIPAA privacy rule cannot completely 

ensure patient privacy. As a result, it is necessary for researchers and policymakers to 

consider new approaches to this issue more proactively through technological advancements 

coupled with policies and to help data stewards navigate the complex human subjects data-

sharing environment.

We have observed impressive progress in privacy technologies; for example, machine 

learning-based approaches to deidentification of clinic narratives are pushing the limits of 

accuracy and can be more efficient than rule-based methods devised by humans. However, 

machine learning methods are not perfect, and much work is still needed to increase their 

usefulness in practice, as even the weak HIPAA safe harbor rule has shown an equivalent of 

a 0.013% reidentification rate (85) with structured EHRs, which is one order of magnitude 

lower than state-of-the-art deidentification techniques for clinical narratives (43). We also 

observed that, in terms of data anonymization, many recent articles still refer to the 

traditional k-anonymization standard to sanitize data, despite its identified limitations [e.g., 

attribute disclosure and inference attacks (86, 87)]. The alternative approach of differential 

privacy (53) has a provable deidentification guarantee and has attracted some recent 

algorithm development (88–91); however, it has not yet been intensively used in real 

applications. One prominent challenge for differential privacy is to define an appropriate 

privacy budget and to determine how to renew it when the predefined budget is depleted. 

This is a policy challenge rather than a technological limitation, but decision makers need a 

clear understanding of the differential privacy concept. Reformulating privacy and security 

policies in light of the rapidly evolving technology and adoption is a complex problem.

In this article, we reviewed several security technologies in the context of data storage, 

retrieval, and sharing that are intended to provide data safety guarantees but may have 

important impact on protecting privacy, especially in commercial cloud environments. To 
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enable privacy-protecting predictive analytics, we often need to combine deidentification, 

anonymization, and encryption techniques to maximize data utility and minimize risks to 

privacy. The choice of appropriate techniques to strike the right balance between utility and 

privacy requires deep understanding of the capabilities of individual methods and of the 

analytical task at hand.

Based on our survey of privacy concerns, technology, and current policies impacting 

research involving patient data, privacy concerns will continue to grow as access to patient 

data becomes more ubiquitous and detailed. Researchers will need to remain mindful of 

policy changes concerning patient data while also remaining mindful of associated emerging 

technologies. To answer the question, How can health care and clinical providers assure 

patients’ trust in the privacy and security of their data?, we need continued vigilance through 

proactive policies and technological developments.
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Figure 1. 
Summary and limitations of two deidentification mechanisms, safe harbor and expert 

determination, under the HIPAA (Health Insurance Portability and Accountability Act) 

privacy rule.
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Table 1

Comparison of key changes in the updated Common Rule

Topics Previous Common Rule features Revised Common Rule features

Informed consent requirements There are transparency requirements to 
improve subject understanding of the 
consent details (16).
A single posting on a site location is 
required (16).

There must be a clear and concise description of the 
research (13, 14).
A consent form for clinical trials must be available online 
for 60 days (14).

Consent for researching individual 
data on biospecimens or other 
identifiable data

Only in “very rare cases” can 
researchers work with biospecimens 
without consent (16).

Research with broad consent is permitted for both current 
and future research with the data/specimens (13, 14).

Exempt research criteria There are six categories of exemptions, 
including research using educational 
methods, educational exams, and 
“benign interventions” with adults (14, 
17).

There are eight categories of exemptions, including 
stricter requirements for protecting educational class time 
or performance, protections from identification, protection 
from risk of individual harm, or further IRB approval (14).
The two new categories of exceptions involve the use of 
publicly available data for secondary use and the storage 
and maintenance of publicly available data (14).

IRB authorization for 
interorganizational research

Each organization involved in 
collaborative research must submit 
separate IRB applications (14).

A single authorization must be requested for 
interorganizational cooperative research; the compliance 
requirement is delayed until Jan. 20, 2020(14, 18).

IRB approval criteria There are requirements for minimal 
risk to participants, analysis of benefit-
risk factors, and equity in selecting 
research subjects (14).

The definition of “vulnerable populations” is changed to 
include the socioeconomically disadvantaged, children, 
prisoners, and subjects with limited cognitive ability to 
make decisions (14).

Details on the ongoing approval of 
IRB

There is continued IRB review of 
studies involving minimal risk (13, 14).

Criteria not requiring continued IRB review are expanded. 
There is continued review for cases where exemptions are 
based on IRB limited review (13, 14).

Human subjects term expansion for 
biospecimens that cannot be identified

Biospecimens with nonidentifiable 
features do not require IRB approval 
(18).

Expanded protections require IRB approval for the use of 
deidentified partial biospecimens (13, 18).

Adverse outcomes reporting There are exemptions for research 
involving “benign interventions” (17).

Researchers are required to report adverse outcomes on a 
federal website (18).

Abbreviation: IRB, institutional review board.
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