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ABSTRACT OF THE DISSERTATION 

 

Omnidirectional Optical Communicator for Cube-Satellite Crosslink: Design and Analysis 

by 

Imam Uz Zaman 

Doctor of Philosophy in Electrical Engineering 

University of California, Irvine, 2021 

Professor Ozdal Boyraz, Chair 

 

 

Advanced space missions embrace constellation or swarm-like CubeSats, small reconfigurable 

satellite platforms, to achieve unprecedented spatial and temporal resolutions at a significantly lower 

investment. The realization of a high-speed inter-satellite optical communication link is essential to 

ensure the success of such CubeSat missions. CubeSats are a class of research spacecraft called 

nanosatellites. CubeSats are built to standard dimensions (Units or “U”) of 10 cm x 10 cm x 10 cm. 

Size, Weight, and Power-Cost (SWaP-C) have never become so crucial as it is in a typical CubeSat 

platform. The desired performance metrics are extremely challenging to achieve with the available 

resources defined by the satellite platform. Therefore, special design and optimization rules are 

indispensable to design a simple optical transceiver with full-duplex capability, fast-tracking speed, 

and a full field of regard. In this dissertation, I address the challenges pertinent to inter-satellite 

communication systems and present a potential omnidirectional communication method. In 

particular, I present transceiver design optimizations for omnidirectional optical communication, 

collaborative communication strategies between RF and optical for maximum reach, and CubeSat 

crosslink implementation based on the wavelength-selective-optical-transceiver design. I 

demonstrate the relations and dependencies among key transceiver design parameters such as 

scanning mirror’s smallest step angle, laser beam divergence, optics dimensions, and scanning area 

filling efficiency, etc. Additionally, the optimization challenges of the transmit laser beam size 

considering the interplay among beam divergence, beam clipping, and scattering are studied in detail. 



xv 

 

Besides, this dissertation presents the optical and mechanical design of the transceiver units that can 

fit inside a state-of-the-art CubeSat to achieve an omnidirectional high-speed (more than 400 Mb/s) 

optical crosslink. Furthermore, a mathematical model is derived to investigate the link performance 

in the presence of angular pointing jitters for different receiver architectures. Alongside the statistical 

pointing error model, the derived model incorporates major receiver design parameters such as 

detector radius, receiver aperture size, F-number of the lens system, beam compression ratio, etc. It 

is shown that an optimum receiver design based on the presented model can achieve more than five 

orders of magnitude Bit Error Rate improvement even at large pointing errors. 
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Chapter 1 
 
 
 

Introduction  
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Over the years, CubeSats have evolved from a purely educational tool to a prevailing platform 

for technology demonstration and scientific instrumentation [1]–[3]. A CubeSat is a type of 

nanosatellite that is constructed in modules of multiples units (U), 1U ≈ 10 cm × 10 cm × 10 cm.  Due 

to the platform limitation, Size, Weight, and Power-Cost (SWaP-C) have never become so crucial as it 

is in the typical CubeSat platforms (smaller than 12U) where the performance metrics clash with the 

available volume (less than 0.02 𝑚3), weight (less than 36 lb.) and average power availability (below 

150 W). Therefore, advanced CubeSat missions are expected to be designed in such a way that each 

one of the CubeSats in a constellation is assigned to a specific time-synchronous role, and 

collaboratively, they are assigned to accomplish a complex task [1], [4], [5]. Each satellite of the 

constellation is required to gather the expected information, share it with its peers, process partially, 

relay the information, and may downlink the result to a base station. An engineered 3D constellation 

of these satellites can play a vital role in achieving small, affordable, and transformative approaches 

to enable complex missions such as wind measurement, weather prediction, topography, etc. without 

sacrificing performance metrics that are achieved in conventional space technologies. One of the 

major required features of this constellation in space is the high-speed data communication with a 

360𝑜 Field of Regard (FOR). The full FOR facilitates simultaneous point-to-point data 

communications as well as data relaying among an arbitrary set of satellites.  Depending on the type 

of application, the required data rates can go up to gigabits per second, while power consumption 

and physical size are limited by the platform. Therefore, the design of an omnidirectional 

communication network for the CubeSat platform requires special design and optimization rules.  

An Omnidirectional Optical Antenna (OOA) is a promising choice to establish a multi-gigabit data 

transmission link among small satellites.  An OOA is capable of establishing full-duplex, high-speed 

data communication to other optical antennas in any direction.  The omnidirectional optical system 

in an extremely resource-limited CubeSat platform is a new and demanding concept that possesses 

its unique design and optimization challenges. The major design challenges include but not limited 
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to, a) high-speed 360o FOR scanning telescope design, b) telescope design with low beam divergence 

and high beam quality, c) wide Field of View (FOV) receiver design, d) telescope design considering 

scanning mirror’s speed-size tradeoffs, e) crosstalk minimization caused by optical back reflections, 

f) tolerance to pointing jitter,  g) low available total power, and h) light-weight, etc. To establish high-

speed optical connectivity among different CubeSats in the constellation, the optical communicator 

must possess full FOR, high scanning rate, fast Angle of Arrival (AOA) detection system as well as the 

capability to maintain multiple communication links simultaneously. State-of-the-art optical 

communication links are usually focused on point-to-point links and the systems are designed for 

larger satellites.  The majority of the designs use larger optics, consume very high power (in the order 

of hundreds of Watts) that does not satisfy CubeSat resource limits. Besides, the conventional optical 

links do not possess high speed (greater than or equal to 500 Mb/s) crosslink data transmission and 

data relaying capabilities. Hence, the CubeSat scale optical crosslink design requires unprecedented 

optical design techniques, optimization methodology, and implementation strategy.  This 

dissertation presents a detailed analysis of design rules, techniques, and theories to effectively 

implement a high-speed omnidirectional optical crosslink for CubeSat swarms. 

In this dissertation, an optical communicator design methodology is presented that is based on 

a CubeSat scale Wavelength Selective Optical Transceiver (WSOT) system architecture. WSOT system 

can achieve a 360𝑜 Field of Regard (FOR), longer than 100 km of communication distance, and more 

than 400 Mb/s data rates. The analyses include the optical telescope design method, design 

optimization techniques, and experimental validation using FlatSat models. Besides, the achievable 

communication range and power consumption are also studied. In particular, this dissertation 

focuses on the system level optics integration and design rules to achieve omnidirectional 

communication in the CubeSat platform. An in-depth study of the optical design methodologies, 

housing techniques, component optimizations to address the optical system design challenges is 

presented.  
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Moreover, in this dissertation, the performance tradeoffs among potential wireless technologies 

and major Commercial-of-The-Shelf (COTS) components (e.g. scanning mirrors, collimators, phased 

array antenna, etc.) are investigated. The study of the power consumption, pointing requirement, and 

antenna requirement of each technology to implement an omnidirectional communicator is 

presented. The performance limit of the state-of-the-art wireless technologies considering the 

realizable link parameters is also investigated. The achievable data rate and communication distance 

are studied thoroughly for different communication systems. The analyses show that an optical 

communication link is capable of delivering more than two orders of magnitude higher data 

throughput than that of microwave links in an omnidirectional platform. However, the study shows 

that due to the size and power restriction, a performance crossover region exists where the 

performance of a microwave channel exceeds the performance of the optical channel. The crossover 

distance and crossover data rate are studied thoroughly with different system configurations and 

modulation formats to assess the maximum reach of wireless technologies in a CubeSat crosslink. 

Furthermore, by considering the deleterious effects such as beam divergence, satellite vibration, etc., 

I investigate the optimization rules for design parameters (aperture size, beam width, laser power, 

and scanning mirror specifications) to achieve a blind-spot free communication with maximum reach 

and maximum data rate. This dissertation also presents the concept of Effective Communication 

Beam Region (ECBR) and Effective Communication Beam Width (ECBW) to address pointing 

accuracy challenges due to host CubeSat vibrations and receiver position uncertainties. Analytical 

studies related to the scanning mirror-based beam steering system as well as the scanning mirror’s 

smallest step angle requirement are also presented.  Also, the relations and dependencies among 

scanning mirror’s smallest step angle, laser beam divergence, optics dimensions, communication 

distance, and scanning area filling efficiency, etc. are demonstrated in detail. 

Finally, in this dissertation, I present a mathematical model to investigate the link performance 

in the presence of angular pointing jitters for different receiver architectures. Alongside the statistical 
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pointing error model, the derived model incorporates key receiver design parameters such as 

detector radius, receiver aperture size, F-number of the lens system, beam compression ratio, etc. to 

demonstrate the impact of receiver architecture on the pointing jitter. The study shows that by 

careful selection of beam compression ratio and F-number, more than five orders of magnitude Bit 

Error Rate (BER) improvement is achievable even at large pointing error.  

1.1 Background 

Modern wireless inter-satellite communications are mostly based on microwave (Radio-

frequency) technologies. Recent progress in the microwave-based CubeSat communication systems 

demonstrates a high data rate (up to 1.6 Gb/s)  point to point communication with complex 

subcarrier modulation and high power consumption [6]–[9]. The versatile deployment of microwave 

technologies for simultaneous communication between multiple satellites in the CubeSat platform is 

limited by the bandwidth restriction, the available power, and the required antenna gain. Optical 

communication technologies have excellent directivity, and therefore, it has the potential to provide 

one to two orders of magnitude improvement in data transmission capacity over the microwave 

counterpart. Additionally, considering comparative data capacity to that of microwave technologies, 

optical communication systems usually consume less power and the transceivers can be fabricated 

in a significantly smaller form factor [10]–[12]. Nevertheless, the implementation of a PAT (Pointing, 

Acquisition, and Tracking) system in an optical communication system is a challenging task [13]–

[15]. With the advancement of the high-resolution and fast-speed scanning mirrors and position 

sensors, the required pointing accuracy can be attained by the available technologies.  The currently 

accessible cutting-edge sensors demonstrate an angular resolution better than 1 µrad. [16]–[18].  

Besides, the state-of-the-art ISOL usually operates in the presence of random angular pointing 

error (also known as pointing jitter). This pointing error arises primarily from the noise associated 

with the tracking sensors, the disturbance originated from the mechanical vibration, and the base 
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motion of the satellites [19]–[22]. As a result, ISOL suffers from performance degradation. Up to date, 

several analytical models have been presented to understand the impact of pointing jitter on the 

performance of the digital and analog optical links [23], [24]. Also, the authors studied the impact of 

random pointing and tracking error on coherent and incoherent optical satellite link in [15]. Several 

other works also investigated the performance degradation of the optical link due to the pointing 

jitters [19], [22], [25]. The main focus of the majority of these works was given towards the modeling 

of the nature of pointing jitters and therefore to estimate the overall link performance in terms of Bit 

Error Rate (BER) or Bit Error Probability (BEP). However, the effect of the receiver architecture on 

the communication performance in the presence of pointing jitter is yet to be studied. Since the 

receiver architecture plays a critical role in the ISOL’s immunity to the random pointing error, it is 

desirable to have an analytical study that facilitates a quick estimation of the link performance by 

using realistic receiver architecture parameters.  

Up to date, several optical communication methods have been explored for mini and 

microsatellites [26]–[29]. Among many of these methods, most of the efforts have been given on the 

long-range Low Earth Orbit (LEO) to Earth point-to-point data communications which usually utilize 

large ground telescopes (in the order of meters in dimension) as the receiver terminal. For instance, 

LEO to Earth optical communication with a data rate as high as 1 Gb/s is demonstrated in small 

satellite platforms (up to 6 kg payload incorporated in a 130 kg satellite that produces up to 1 W 

optical transmit power with about 37 W electrical power consumption [27], [28]). In [30] authors 

analyzed the feasibility of a coherent system that can fit in a small satellite platform to address the 

power and size constraints imposed by a small satellite platform. The analysis shows that up to 100 

Mb/s point to point laser communication with a 20 cm aperture and 30 mW laser source. The optical 

communication between CubeSats with more stringent SWaP-C limits is a relatively new area of 

research and development. LED array-based LEO to Earth communication at 5 kHz with 200 W peak 

optical power is achieved in an experimental CubeSat (FITSAT-1) as one of the earliest developments 
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in this field [31]. Similarly, LEO to Earth communication with 100 Mb/s data rate and up to 20 W 

electrical power consumption has been demonstrated [32], [33]. A current NASA mission (CubeSat 

crosslink mission, “CLICK”) sets a goal to achieve a 20 Mb/s at ranges from 25 km to 580 km by 

incorporating a 500 mW laser [34]. To the best of the authors’ knowledge, all the research and 

development work on the satellite optical links (LEO-LEO, LEO-Earth) have been done either for 

satellites with significantly less SWaP-C constraints or for a single point to point (one to one) data 

communication link. Moreover, these satellites do not possess high speed (greater than or equal to 

500 Mb/s) crosslink data transmission and data relaying capabilities. However, the constellation and 

formation fly of such satellites necessitates optical communicator with omnidirectionality and data 

relaying capabilities to minimize data storage and on-board electronic processing. Omnidirectional 

(one to many) high-speed data communication and data relaying capability among small satellites 

are still open for investigation in optical domain. 

1.2 Dissertation Organization 

This dissertation is organized into four chapters. In Chapter 2, a detailed performance 

comparison of the available wireless technologies is presented to access the feasibility of achieving 

omnidirectional data communication in a CubeSat platform. The crossover distance and crossover 

data rates are studied thoroughly with different system configurations and modulation formats to 

assess the maximum reach are also presented in this chapter. Chapter 3 presents the design and 

experimental validation of the wavelength-selective-optical-transceiver (WSOT) based 

omnidirectional CubeSat communication system. The discussion on how to scale the system 

performance in terms of power and maximum reach is also demonstrated in this chapter. In Chapter 

4, the detailed optical transmitter design challenges and optimization rules to achieve a full field of 

regard optical antenna is demonstrated. The unprecedented size, weight, power, and cost constraints 

imposed by the CubeSat platform and the availability of the commercial-off-the-shelf components are 
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considered in the analyses. In Chapter 5, I present a mathematical model to investigate the link 

performance in the presence of angular pointing jitters for different receiver architectures. The 

analyses carried out here can be the basis for optimum optical receiver design to achieve the best 

inter-satellite optical link performance in the presence of pointing errors. 
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Chapter 2 
 
 
 
Wireless Technologies for Small Satellite 
Crosslink Data Communication 
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The realization of omnidirectional inter-satellite links is important to ensure the success of 

missions using constellation of multiple satellites as shown in Figure 2.1. The successful 

implementation of omnidirectional communication necessitates a detailed analysis of the strengths 

and weaknesses of the wireless technologies considering the distinct physical and technological 

constraints imposed by CubeSat technology and dynamic nature of desired multi-satellite 

constellations. Recent progress in the Radio Frequency (RF) and millimeter-wave (mmWave) 

demonstrate a high data rate (up to 1.6 Gb/s) point-to-point communication with complex subcarrier 

modulations and high-power consumption [1], [2].   

 

Figure 2.1. Wireless communication systems for CubeSat crosslink. 

 

In this chapter, I present an in-depth feasibility study and performance crossover analysis of the 

available wireless technologies in the omnidirectional CubeSat platform. In particular, I study the 

performance of RF ( 2.4 GHz, 5 GHz, 26 GHz), mmWave (34 GHz, 60 GHz), and optical communication 

(from 180 THz to 400 THz) medium with self-imposed boundary conditions to satisfy the CubeSat 

SWaP-C constraints. I investigate the realizable data rate in different simple modulation formats with 

realistic physical constraints. It is shown that even though the optical communication shows 

significantly better performance up to a certain distance, there is a performance crossover region 

between microwave (RF and mmWave) and optical communication links. The crossover distance and 
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crossover data rate of different system combinations and modulation formats are also calculated to 

analyze the maximum reach and the maximum data rate of the communication systems. 

Furthermore, a feasibility study of wireless technologies in achieving omnidirectionality in terms of 

power consumption and antenna requirements is presented in this chapter. 

2.1 Comparative Study of the Link Budget Parameters 

The comparative performance study of wireless communication begins with the well-known 

link budget equation that estimates the received power 𝑃𝑟𝑐𝑣 based on the transmitted power 𝑃𝑇 , total 

antenna gain 𝐺, total loss 𝛤, and combined antenna efficiencies 휂 in a simple formula that is expressed 

as [35]   

 𝑃𝑟𝑐𝑣 = 𝑃𝑇𝐺Γ휂 (2.1) 

Total antenna gain 𝐺 here is the combined gain of the transmitter antenna gain 𝐺𝑇 = 𝑓(𝐷𝑇 , 𝜆) 

and receiver antenna gain 𝐺𝑅 = 𝑓(𝐷𝑅 , 𝜆) i.e. 𝐺 = 𝐺𝑇𝐺𝑅 , where 𝐷𝑇, 𝐷𝑅, and λ represent transmitter 

diameter, receiver diameter, and operating wavelength. Total loss 𝛤 includes transmitter feeder loss 

𝐿𝑇 , receiver plumbing loss 𝐿𝑅, the path loss 𝐿, the pointing loss 𝐿𝑃 = 𝑓(𝐺𝑇) and therefore, 𝛤 can be 

expressed as 𝛤 = 𝐿𝑇𝐿𝑅𝐿𝐿𝑃.  Assuming that we have transmitter and receiver antenna efficiencies of 

휂𝑇 and 휂𝑅 , respectively, we define the combined antenna efficiency as 휂 = 휂𝑇휂𝑅 . Almost all of these 

parameters depend on the size, available electrical power, and wavelength. Hence, constraints 

imposed by CubeSat dimensions differs significantly from the constraints imposed by relatively large 

satellite resources even though the performance expectations are quite similar. Hence, several 

boundary conditions pertinent to the CubeSats platform are imposed in this study. Some of these self-

imposed conditions are, a) CubeSats are smaller than 12U (1U ≈ 10 cm × 10 cm × 10 cm), b) total 

power consumption of the communication payload is less than 50 W (12U limit), c) microwave 

antenna size (dish size) is less than 200 mm, d) maximum optics diameter is 50 mm, e)  transmit 

power, 𝑃𝑇 = 1 W, and f) only non-deployable antennas to accommodate multiple antennas to achieve 
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omnidirectionality. 

The transmit antenna gain 𝐺𝑇 represents the power transmitted by an antenna in a specific 

direction as compared to an isotropic antenna and can be estimated from the full-divergence angle 

(휃) [in rad] of the transmit beam [36], [37], 𝐺𝑇 ≈
16

𝜃2 . Since 휃 =  𝑓 (𝜆, 𝐷𝑇 ), the 𝐺𝑇 can also be 

estimated as 𝐺𝑇 ≈ (
𝜋𝐷𝑇

𝜆
)
2

. The receiver antenna gain 𝐺𝑅  is defined as the ratio of the received power 

to the power received by an isotropic antenna and can be estimated as 𝐺𝑅 ≈ (
𝜋𝐷𝑅

𝜆
)
2

. It can be realized 

that both 𝐺𝑇 and 𝐺𝑅 are proportional to the square of the diameter to the wavelength ratio (𝐷𝐾/𝜆)  

where 𝑘 ∈  {𝑇, 𝑅}. Here, 𝑇, 𝑅 represent the transmitter and the receiver, respectively. In other words, 

the larger the antenna diameter the higher the gain is, and in contrast, a smaller wavelength (or a 

higher carrier frequency) realizes a higher gain for a given antenna size. Consequently, optical 

frequencies possess much higher antenna gain compared to that of RF and mmWave systems for a 

given antenna size. The realizable antenna gains for different aperture sizes and frequency are shown 

in Figure 2.2.  

 

Figure 2.2. Achievable antenna gains for different carrier frequencies and antenna diameters. 

Indeed, the upper limit of the antenna size is limited by the CubeSats platform such as available 
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volume, size, weight, etc. The RF and mmWave communication systems usually use the same physical 

antenna to send and receive the signals, therefore one can assume 𝐺𝑇  =  𝐺𝑅 . On the contrary, most 

of the optical transceivers incorporate transmitters with smaller optics (𝐷𝑇) and the receiver with 

comparably larger optics (𝐷𝑅). Therefore, the antenna gains (𝐺𝑇 and 𝐺𝑅) can be very different in 

optical communication. The achievable 𝐺𝑇 and 𝐺𝑅 for different antenna sizes and carrier frequencies 

are presented in Figure 2.2. 

It can be seen from Figure 2.2  that microwave systems can achieve a maximum total gain (𝐺𝑇 +

𝐺𝑅) of about 84 dBi with 25 cm antenna diameters. In contrast, more than 100 dBi antenna gain is 

readily achievable in optical frequencies by using optics that are more than 5 times smaller in 

dimension than that of microwave antennas. For instance, a combined antenna gain (𝐺𝑇 + 𝐺𝑅) of 

about 182 dBi is realizable with a 10 mm transmitter beam and a 30 mm receiver aperture at 194 

THz (1550 nm) optical communication system. An optical antenna can achieve a higher antenna gain 

due to very high antenna directivity (small beam divergence angle 휃). The diffraction-limited full-

divergence angle 휃 [in degrees] can be estimated as, 휃 ≈  1.26 (
180𝜆

𝜋𝐷𝑇
). The required antenna 

diameters (normalized to 1 µm) to achieve different divergence angle are shown in Figure 2.3. For 

instance, it can be seen that 60 m, 5.55 m, 2.4 m, and 0.74 mm antennas are required for 2.4 GHz, 26 

GHz, 60 GHz, and 194 THz carrier frequencies, respectively to achieve a beam divergence of about 

0.15𝑜. It is evident that a small divergence angle (less than 1𝑜) is not feasible in RF and mmWave 

communication systems due to the need for a very large antenna diameter that exceeds commonly 

used CubeSats (1U to 12U) dimensions. However, optical antennas can achieve a very small 

divergence angle (less than 0.01𝑜) with less than 1 mm antenna aperture (optical telescope). 

Although high directivity is desired for efficient power delivery to the Rx antenna, it comes with 

stringent pointing accuracy requirements. Therefore, a sophisticated pointing and acquisition system 

needs to be implemented in the optical communication system to maintain effective data 

communication. To achieve a throughput loss less than 3.0 dB, the required pointing accuracy 𝜖 (in 
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rad) of an inter-satellite communication link can be expressed as [37], 𝜖 ≈
𝜆

20𝐷𝑇
. 

The required pointing accuracy for different antenna sizes and operating wavelengths are 

calculated and presented in Figure 2.4. It can be seen from Figure 2.4 that about 10 rad to 1 mrad 

pointing accuracy is needed for RF frequencies (up to 25 GHz) with the antenna diameter ranges from 

1 cm to 50 cm. The mmWave link requires about 10 times higher pointing accuracy (0.1 rad to 0.1 

mrad) compared to RF for the same antenna diameter range over the frequency range of 26 GHz to 

300 GHz.  Evidently, the optical regime has the most stringent pointing accuracy requirement of 10 

µrad to 0.1 µrad for optical frequency greater than or equal to 180 THz. The path loss L between the 

feed points of two isotropic antennas in free space at a distance 𝑟 can be given in term of  the carrier 

frequency 𝑓 and the speed of light 𝑐, 𝐿 = (
𝑐

4𝜋𝑓𝑟 
)
2

.  Due to higher carrier frequency, the optical 

communication experiences higher path loss (more than 50 dB) than that of RF and mmWave 

frequencies.  

 

Figure 2.3. Required antenna diameters for different full divergence angle. 
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There exist intertwined relationships among the above-mentioned link parameters. For 

example, a large transmit antenna gain 𝐺𝑇 is achieved in mmWave and optical communication by 

transmitting a high directional beam (low 휃). The high directional beam tends to cause a higher 

pointing loss 𝐿𝑃 as the beam pointing and tracking between the transmitter and receiver becomes a 

challenging task [15], [38]. As described in the next section, the high directional beam also 

necessitates a larger number of transmitters to attain omnidirectionality (360𝑜 FOR). Moreover, it is 

apparent from the path loss equation that optical communication experiences a higher loss compared 

to that of RF and mmWave due to higher 𝑓. However, the high 𝐿 is mostly compensated by the very 

large antenna gain terms (𝐺𝑇 𝑎𝑛𝑑 𝐺𝑅) in the link budget equation. The detailed communication link 

performance considering the interplay among all the link parameters is investigated in the later 

section of this chapter. 

2.2 Transceiver Antenna Requirement for Omnidirectional Communication 

To achieve omnidirectional communication, both the transmitter (TX) and the receiver (RX) 

 

Figure 2.4. Required pointing accuracy for different wireless links. 
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need to possess a full FOR (360𝑜). The required number of transceivers to achieve a FOR of 𝛼𝑟𝑒𝑞 (in 

degrees) is given by, 

 

𝑛 ≈ 𝑐𝑒𝑖𝑙𝑖𝑛𝑔 ((
sin (

παreq

720
)

sin (
𝜋𝛼
720

)
)

2

) (2.2) 

Here, 𝛼 is the FOR (in degrees) of the transceiver system. In the case of directional RF and 

mmWave antenna (patch antenna, dish antenna), 𝛼 corresponds to the antenna beamwidth (or 

divergence angle). In a Phased Array Antenna (PAA) based system with a full scanning angle of 𝛼𝑃𝐴𝐴, 

𝛼 =  𝛼𝑃𝐴𝐴. In a scanning mirror-based optical communication system with a full mechanical 

scanning range of 𝛼𝑚𝑒𝑐, 𝛼 ≈  2𝛼𝑚𝑒𝑐. The required number of transceivers needed to achieve 

omnidirectional communication in a static (non-beam steering) RF and mmWave communication 

system is calculated and shown in Figure 2.5. It can be seen from Figure 2.5 that a 2.4 GHz RF system 

requires 7, 15, 27 antennas when the antenna diameters (size of the dish) are 100 mm, 150 mm, and 

200 mm, respectively. The requirements of a large number of antennas is a direct consequence of 

transmitting a high directional beam to achieve a large antenna gain. Moreover, a higher operating 

frequency demands for larger 𝑛. Therefore, realizing a high-speed, long-distance communication in 

RF and mmWave is not feasible with dish antennas or patch antennas due to the trade-off among 𝐺𝑇 

, 𝐺𝑅 , and 𝑛. The emerging PAA enables effective beam-switching and beam-scanning in RF and 

mmWave system and therefore, it possesses the potential to achieve a full FOR with a lesser number 

of transceiver units than the calculated 𝑛 in Figure 2.5. Many PAA systems have been demonstrated 

in the past several years. For example, in [39], authors present a 28 GHz PAA system (8 × 6 elements, 

56 mm × 42 mm) that can achieve a gain of 21 dBi with 10𝑜 beam width and ±110𝑜 beam scanning. 

A metamaterial thin lens-based antenna (26 GHz to 30 GHz, greater than 55𝑜 beam width, about 

24.5% antenna efficiency) is presented in [40] that shows a 24.2 dBi antenna gain and ±27𝑜 scanning 

range. In [41], authors present a 28 GHz bulk-CMOS phased- array transceiver (4 × 6 elements) which 
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can attain 44/34 dBi antenna gain with ±45𝑜 beam scanning range. Furthermore, A 28 GHz 32-

element phased-array transceiver IC that is capable of ±50𝑜 scanning with 1.4 degrees beam-steering 

resolution (greater than 10𝑜 beam width) is presented in [42]. 

 

Figure 2.5. The required number of transceivers to achieve a full FOR. 

 

The state-of-the-art RF and mmWave PAAs still create a large beam divergence (usually greater 

than 5𝑜) and therefore demonstrate low antenna gains compared to the optical antennas. Based on 

the PAA mentioned above, it can be calculated that 2, 19, 7, and 6 PAA antenna systems are required 

to achieve an omnidirectional communication for the antenna systems mentioned in [39], [40], [41],  

and [42], respectively.  Since the state-of-the-art PAA systems are very power-hungry systems, the 

implementation of the required number of antennas is limited by the available power in the SWaP-C 

limited CubeSat platform. COTS high-speed (about 1 KHz) scanning mirror technologies are compact 

(diameter less than 15 mm) and they can achieve a wide optical scanning angle (as high as 100𝑜) 

[43]. Because of the advancement of the scanning mirror technologies, it is possible to to obtain a full 

FOR in a less than 6U CubeSat platform by incorporating 9 and 6 independent transceivers by 

incorporating scanning mirrors with full mechanical scanning ranges of 40𝑜 and 50𝑜, respectively 
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[3], [44].  

2.3 Sample Power Consumption Estimation of Wireless Transceivers 

 

SWaP-C restrained CubeSat platform is extremely power limited. For example, state of the art 

solar panel such as eHawk can generate about 75 W and 140 W average electrical power in a 6U and 

12U platforms, respectively [4], [45]. Assuming that only 40% of the total power is allocated for the 

communication payload, the available powers are about 30 W and 56 W in 6U and 12U CubeSats, 

respectively. Sample block diagrams of a microwave transceiver (RF and mmWave) and an optical 

transceiver are presented in Figure 2.6.  

 

Figure 2.6. Sample block diagrams of the transceiver architectures (a) RF and mmWave, (b) optical. 

 

The short description, the gain or loss, and the approximate power consumption of the major 

link components are summarized in Table 2.1. The power consumption of the Passive Components 

(PC) is set to zero. The Splicing and Pump Combiner (SPC) losses of the optical transceiver are lumped 

together in the table and not shown in Figure 2.6(b). The power consumption approximation of the 

sample microwave communication link (RF and mmWave) is based on the manufacturer’s 
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specification of the COTS components. The calculated power consumption of a microwave TX to 

produce a 1 W output power is about 6 W (using Table 2.1). Similarly, the estimated RX power 

consumption is about 3.45 W. Hence, to establish a point-to-point link with a 1 W transmit power, 

the microwave communication system requires about 9.45 W electrical power. 

 

Table 2.1 Parameters of the major transceiver components. 
Item Description Gain/Loss (dB) P(w) 

LNA Low noise amplifier ≈ +25 ≈ 0.3 

BPF Band pass filter ≈ −0.2 0.0 (PC) 

LPF Low pass filter ≈ −1.8 0.0 (𝑃𝐶) 

MX Mixer ≈ −9.0 0.0 (𝑃𝐶) 

PA Power amplifier ≈ +24.5 ≈ 2.4 

PLL Phase locked loop 𝑁/𝐴 ≈ 0.1 

AMP Amplifier ≈ +13 ≈ 0.25 

DPX Duplexer ≈ −1.5 ≈ 0.0 (𝑃𝐶) 

LD Laser diode (100 mW) 𝑁/𝐴 ≈ 0.5 

MZM Mach-Zehnder modulator ≈ −5.0 ≈ 0.25 

OSW Optical switch ≈ −0.8 ≈ 0.2 

TIA Transimpedance amplifier ≈ +32.5 (𝐾Ω) ≈ 0.3 

OA Optical amplifier ≈ +15 ≈ 3.5 

SM Scanning mirror ≈ −0.15 ≈ 0.5 

SPC Splicing and pump ≈ −0.1 ≈ 0.0 (𝑃𝐶) 

TX Block Transmit signal processor 𝑁/𝐴 ≈ 3.0 

RX Block Receive signal processor 𝑁/𝐴 ≈ 2.5 

 

The power consumption of the optical transceivers is dictated by the realizable efficiencies of 

the lasers and the optical amplifiers that can vary quite a bit from one system to another. To estimate 

the power consumption, a 1550 nm (194 THz) optical communication system is considered. Besides, 

the wall-plug efficiency of the Laser Diode (LD) and Optical Amplifier (OA) are assumed 
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approximately as 20% and 15%, respectively. At a 50% duty cycle about 500 mW average output 

optical power is required to generate a 1 W peak optical power. As shown in Figure 2.6(b), about 16 

dB optical gain is needed from OA to achieve a 1 W peak power that incorporates a 100 mW LD. 

Therefore, considering the data provided in Table 2.1, the optical transmitter power consumption, 

𝑃𝑇𝑋𝑂𝑃𝑇  ≈  8.0 𝑊, and the receiver power consumption, 𝑃𝑅𝑋𝑂𝑃𝑇  ≈  3.0 𝑊. Therefore, the sample 

optical transceiver consumes about 11.0 W electrical power. 

The high-power consumption and the required number of transceivers  𝑛 to achieve a 360𝑜  FOR 

transceiver with non-beam steering RF and mmWave communication system is hardly feasible in the 

current CubeSat platform. Furthermore, incorporating multiple active PAA to facilitate the beam 

steering based omnidirectional communication is challenging in the existing CubeSat due to the high-

power consumption of the PAA (e.g. greater than 500 W for a single 64 element system [46]). In 

contrast, the advancement in miniature high scanning speed mirror technologies (power 

consumption less than 0.5 W) such as micro-electro-mechanical systems (MEMS), dual-axis vector 

mirror-based optical transceiver can achieve a full FOR with a predefined number of transceivers and 

reasonable power consumption as described above. For instance, in the example design shown in 

Figure 2.6(b), it can be estimated that about 16.5 W electrical power is required to operate two 

simultaneous optical communication links (one point to point and one data relaying). The detailed 

design challenges and trade-offs of the omnidirectional optical transceivers are presented in Chapter 

4, and Chapter 5. 

2.4 Comparative Performance Analysis 

The achievable data rate and the achievable communication distances of the wireless point to 

point communication system with different modulation formats and design parameters are studied 

in this section. The RF, mmWave, and optical links are quite different from each other when 

considering the realistic link parameters. In this analysis, the considered values for each parameter 
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are chosen based on a literature survey and manufacturer specifications that are typically used in the 

state-of-the-art systems [11], [44], [48], [49]. Considering the CubeSat SWaP-C constraints and the 

size of optics (volume, weight), I choose optical transmitter aperture, 𝐷𝑇(𝑜𝑝𝑡) = 10 𝑚𝑚 and receiver 

aperture, 𝐷𝑅(𝑜𝑝𝑡) = 50 𝑚𝑚. Since RF and mmWave antennas are relatively lightweight and compact, 

the considered antenna sizes  𝐷𝑘(𝑟 𝑓,𝑚𝑚𝑊𝑎𝑣𝑒) = {100 𝑚𝑚, 150 𝑚𝑚, 200 𝑚𝑚}. Here the subscript 

𝑘 ∈  {𝑇, 𝑅} where 𝑇, 𝑅 represent the transmitter and the receiver, respectively. The link constants 

considered in our analyses are summarized in Table 2.2. 

Table 2.2 Link budget parameters. 

Item Wireless technologies Value 

Transmit power (𝑃𝑇 ) RF, mmWave, Optical 1 𝑊 

Tx diameter (𝐷𝑇 ) RF, mmWave 5 to 20 cm 

 optical 10 mm 

RX diameter (𝐷𝑅) RF, mmWave 5 to 20 cm 

 optical 50 mm 

Pointing loss (𝐿𝑃) RF - 0.3 dB 

 mmWave - 1.0 dB 

 optical -3.0 dB 

Tx-Rx feeder loss RF -5.1 dB 

 mmWave -4.1 dB 

 optical -3.5 dB 

Receiver sensitivity RF, mmWave -108 dBW 

 optical ≈ −90 𝑑𝐵𝑊 

Receiver noise figure RF, mmWave 6 dB 

Noise bandwidth (B) RF, mmWave, optical 1 GHz 

Photodiode gain optical 100 

Noise equivalent power optical 30
𝑝𝑊

√𝐻𝑧
 

Link margin (M) RF, mmWave, optical - 3 dB 

 

2.4.1 Achievable Data Rate in Different Modulation Formats 

Assuming antenna efficiencies, ηT  =  휂𝑅  =  1, the link budget equation stated in Eq. (2.1) of 

section 2.1 can be simplified to approximate the received power 𝑃𝑟𝑐𝑣  (in dB), 

 𝑃𝑟𝑐𝑣 = 𝑃𝑇 + 20 log(𝑅𝑇) + 20 log(𝑅𝑅) − 20 log(𝑟) − 20 log(𝜆) + 10 log(𝐿𝑝𝐿𝑅𝐿𝑇) + 9.943 (2.3) 
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 Digital communication systems require a certain ratio of energy per bit 𝐸𝑏 to noise density 𝑁𝑜 

(𝑁𝑜 = 𝑁/𝐵 ), 𝐸𝑏/𝑁𝑜. Here, N is the total noise power and B is the communication bandwidth. The 

required received power 𝑃𝑟𝑒𝑞 to realize a target data rate 𝑅𝑏 can be expressed as   
𝑃𝑟𝑒𝑞

𝑁
≈

𝐸𝑏

𝑁𝑜
×

𝑅𝑏

𝐵
× 𝑀. 

Here, 𝑁 is the total noise power, 𝐵 is the bandwidth, 𝐸𝑏 is the energy per bit, and No is the noise 

density (𝑁𝑜 =
𝑁

𝐵
 ). The 𝑅𝑏 can be approximated as 𝑅𝑏 [𝑑𝐵] ≈  

𝑃𝑟𝑐𝑣

𝑁
−

𝐸𝑏

𝑁𝑜
+ 𝐵 − 𝑀. If the available 

received power is more than the required power i.e. 𝑃𝑟𝑐𝑣 > 𝑃𝑟𝑒𝑞 , the communication link is over-

powered and may waste energy.  The 𝑅𝑏 in this case is limited by the bandwidth of the receiver 

system. On the other hand, if 𝑃𝑟𝑐𝑣  <  𝑃𝑟𝑒𝑞, the communication link can not support error-free data 

communication at the target 𝑅𝑏. To establish an error-free data communication, the state-of-the-art 

Forward Error Correction (FEC) schemes such as RS(255,239), RS (255, 191) require pre-FEC Bit 

Error Ratio (BER) less than 4 × 10−3 to attain a post-FEC BER less than 5 × 10−15 [50], [51]. The 

relations to estimate the required BER in different modulation schemes such as Quadrature Phase 

Shift Keying (QPSK), Binary Phase Shift Keying (BPSK), Quadrature Amplitude Modulation (M-QAM), 

On-Off Keying (OOK), Pulse Position Modulation (L-PPM) and Pulse Amplitude Modulation (PAM-M) 

are summarized in Eq. (2.4) [52], [53].  

 

𝐵𝐸𝑅𝑄𝑃𝑆𝐾,𝐵𝑃𝑆𝐾 ≈
1

2
𝑒𝑟𝑓𝑐 (√

𝐸𝑏

𝑁𝑜
) 

𝐵𝐸𝑅𝑀−𝑄𝐴𝑀 ≈
√𝑀 − 1

√𝑀 log2 𝑀
𝑒𝑟𝑓𝑐 (√

3 log2 𝑀

2(𝑀 − 1)
⋅
𝐸𝑏

𝑁𝑜
) 

𝐵𝐸𝑅𝑂𝑂𝐾 ≈
1

2
𝑒𝑟𝑐 (

1

√2
⋅ √

𝐸𝑏

𝑁𝑜
) 

𝐵𝐸𝑅𝐿−𝑃𝑃𝑀 ≈
1

2
𝑒𝑟𝑓𝑐 (

1

4
log2 𝐿 ⋅ √

𝐸𝑏

𝑁𝑜
) 

𝐵𝐸𝑅𝑃𝐴𝑀−𝑀 ≈
1

2
𝑒𝑟𝑐 (

1

2√2

log2 𝑀

𝑀 − 1
⋅  √

𝐸𝑏

𝑁𝑜
)   

(2.4) 
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Here M represents the level of QAM and PAM modulations. L represents the level of PPM 

modulation. Equation (2.4) assumes the symbol energy is divided equally among all the bits and the 

Gray encoding is used so that at acceptable SNR, one symbol error is correlated to exactly one bit 

error. The theoretically obtainable BER in different modulation formats at different Eb/No (in dB) is 

calculated and presented in Figure 2.7. For instance, one can see that BPSK, QPSK, and 4QAM 

modulations require a minimum 𝐸𝑏/𝑁𝑜 of around 12.5 dB and 8.5 dB to possess 𝐵𝐸𝑅 ≤  10−9 and 

𝐵𝐸𝑅 ≤  10−4, respectively. In contrast, the PAM-4 and the PAM-8 modulations require very high 

𝐸𝑏/𝑁𝑜 (more than 25 dB) to maintain 𝐵𝐸𝑅 ≤  10−9. The 𝑅𝑏 (that maintains a 𝐵𝐸𝑅 ≤  10−9) for 

different carrier frequencies, modulation schemes, and microwave antenna sizes are calculated.  

 

Figure 2.7. BER versus 𝐸𝑏/𝑁𝑜 for different modulation formats. 
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The sample achievable data rates for OOK, 4-QAM, and 2-PPM modulation schemes are 

presented in Figure 2.8. In this example, a 150 mm antenna size is considered for RF and mmWave 

systems, whereas the optical transceiver incorporates a 10 mm transmitter aperture and a 50 mm 

receiver aperture. It can be seen that optical communication achieves Rb ≥ 1 Gb/s up to around 200 

km communication distance that is about 1 to 2 orders of magnitude higher than that of mmWave 

communication. Low-frequency RF channels (2.4 GHz, 5 GHz) achieve 𝑅𝑏  ≤  10 𝑀𝑏/𝑠 when 

communication distance, 𝑟 ≥  100 𝑘𝑚. One can notice that in shorter distances (less than about 100 

km) the optical communication system is over-powered for the given modulation formats. In other 

  

 

Figure 2.8. Example of achievable data rates for different carrier frequencies and modulation formats. (a)OOK, 

(b) 4-QAM, (c) 2-PPM. 
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words, the theoretical achievable data rate (calculated from 𝑃𝑟𝑐𝑣) is much higher than the practical 

realizable data rate that is limited by the receiver bandwidth (in our sample analysis, that is about 1 

GHz). Therefore, in shorter distances, the optical communication systems can provide 10s of Gigabits 

data rate if the receiver system is designed accordingly.  At a very long distance (𝑟 ≥  400 𝑘𝑚), the 

achievable data rate of mmWave channels, as well as high-frequency RF communications (e.g. 26 

GHz) exceed the data rate of the optical communication. Therefore, there exists a performance 

crossover region between the optical system and microwave system for given system parameters e.g. 

antenna sizes, optics, transmit power, receiver design, etc. The inherent low receiver noise of the 

microwave communication system is one of the major advantages that facilitates longer 

communication distance at low data rates, which is the main reason for the performance crossover.  

To see the performance crossover more clearly, refer to Figure. 2.9 which shows the achievable 𝑅𝑏 at 

𝑟 =  500 𝑘𝑚.  

The system parameters used in Figure. 2.9 are the same as those used in Figure 2.8. It can be 

 

Figure 2.9. Example of achievable data rates at 500 km in different modulation formats. 
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seen from Figure. 2.9 that a 60 GHz communication system with a 200 mm antenna can theoretically 

achieve a 𝑅𝑏 of about 100 Mb/s in a BPSK modulation that is almost four times higher than that of a 

194 THz optical communication (25 Mb/s). 

2.4.2 The Crossover Distance and Data Rate 

The crossover distance 𝑟𝑐𝑟𝑜𝑠𝑠 is defined as the communication distance above which a 

microwave communication system demonstrates an equal or better performance than that of a given 

optical communication system. The crossover data rate 𝑅𝐵𝑐𝑟𝑜𝑠𝑠 is defined as the data rate at 𝑟 =

 𝑟𝑐𝑟𝑜𝑠𝑠. To compare the performance crossover, the system combinations 𝑆𝑐 are selected from the 

following parameter sets: microwave frequency= {2.4 GHz, 5.0 GHz, 26 GHz, 34 GHz, 60 GHz}, optical 

frequency= {194 THz, 284 THz, 353 THz}, microwave antenna size= {50 mm, 100 mm, 150 mm, 200 

mm}, optical transmitter aperture= {10 mm}, and optical receiver aperture= {50 mm}. Moreover, a 

1.0 W transmit power for all communication links and up to 800 km communication distance (𝑟𝑙𝑖𝑚  = 

800 km) are considered for the analysis. The systems under consideration for the crossover analysis 

are represented as, 𝑆𝑐 = (
𝑀𝑖𝑐𝑟𝑜𝑤𝑎𝑣𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑀𝑖𝑐𝑟𝑜𝑤𝑎𝑣𝑒 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 𝑠𝑖𝑧𝑒)

𝑂𝑝𝑡𝑖𝑐𝑎𝑙 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
). With the design 

parameters given in Table 2.2, the sample crossover distances among RF, mmWave, and optical 

channels with different microwave antenna sizes and modulation schemes are calculated 

(numerically) and presented in Figure 2.10. Interestingly, the crossover distance 𝑟𝑐𝑟𝑜𝑠𝑠(𝑖 − 𝑗) 

between a microwave system 𝑖 and optical system 𝑗 is independent of the modulation scheme for a 

given 𝑆𝑐. The crossover distance for a given design parameters defined as the distance at which both 

microwave and optical wireless links have equal channel capacities, 𝐶𝑖(𝑟𝑐𝑟𝑜𝑠𝑠)  =  𝐶𝑗(𝑟𝑐𝑟𝑜𝑠𝑠), where 𝐶𝑖 

and 𝐶𝑗 denote the channel capacities of microwave system and optical systems. The following is the 

pseudocode for the 𝑟𝑐𝑟𝑜𝑠𝑠 estimation, 

𝑑𝑒𝑓𝑖𝑛𝑒 𝑎𝑙𝑙 𝑆𝑐 (
𝑖
𝑗
) ; 𝑖 ← 𝑚𝑖𝑐𝑟𝑜𝑤𝑎𝑣𝑒 𝑠𝑦𝑠𝑡𝑒𝑚, 𝑗 ← 𝑜𝑝𝑡𝑖𝑐𝑎𝑙 𝑠𝑦𝑠𝑡𝑒𝑚 

𝑛 ← 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑦𝑠𝑡𝑒𝑚 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 
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𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑆𝑥 ∈ 𝑆𝑐 (
𝑖
𝑗
) , 𝑥 ∈ [1, 𝑛]: 

 𝑖𝑓 min (𝐶𝑥,𝑖) ≥ min(𝐶𝑥,𝑗) |𝑟 < 𝑟𝑙𝑖𝑚   

 𝑡ℎ𝑒𝑛 ∃𝑟𝑐𝑟𝑜𝑠𝑠,𝑥(𝑖 − 𝑗)|  |𝐶𝑥,𝑖(𝑟𝑐𝑟𝑜𝑠𝑠) − 𝐶𝑥,𝑗(𝑟𝑐𝑟𝑜𝑠𝑠)| = 0 

 𝑒𝑙𝑠𝑒 𝑟𝑐𝑟𝑜𝑠𝑠 𝑑𝑜𝑒𝑠 𝑛𝑜𝑡 𝑒𝑥𝑖𝑠𝑡 𝑤𝑖𝑡ℎ𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑒𝑑 𝑟𝑎𝑛𝑔𝑒 

 

It can be seen from Figure 2.10 that between the given 26 GHz (with 200 mm antenna) 

microwave system and the given 194 THz optical communication system, the performance crossover 

distance is about 540 km regardless of the modulation formats. The crossover distance changes with 

the system design parameters. For instance, it can be seen from Figure 2.10 that the capacity 

crossover distance between 34 GHz (with 200 mm antenna) mmWave system and 194 THz optical is 

around about 416 km i.e. 125 km smaller than that of 26 GHz and 194 THz system. Therefore, the 

given 26 GHz and 34 GHz microwave systems tend to perform better compared to the considered 

optical system at distances 𝑟 > 540 km and 𝑟 > 416 km, respectively.  Any 𝑆𝑐 other than the presented 

ones in Figure 2.10 do not have 𝑟𝑐𝑟𝑜𝑠𝑠 within the considered distance (𝑟𝑙𝑖𝑚 ). That is to say, for any 

other system combinations, the sample optical communications show a higher data rate than that of 

 

Figure 2.10. Crossover distances between microwave and optical communication systems. 
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RF and mmWave systems for 𝑟 ≤  𝑟𝑙𝑖𝑚. The 𝑅𝐵𝑐𝑟𝑜𝑠𝑠 of different modulation formats are quite 

different from each other as it depends on the required SNR per bit 𝐸𝑏/𝑁𝑜. 𝐸𝑏/𝑁𝑜 depends on the 

modulation formats. Therefore 𝑅𝐵𝑐𝑟𝑜𝑠𝑠 = 𝑓(𝐸𝑏/𝑁𝑜(𝑚𝑜𝑑𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟𝑚𝑎𝑡𝑠)).  

As an illustration, the calculated 𝑅𝐵𝑐𝑟𝑜𝑠𝑠 for different 𝑆𝑐 and modulation formats are presented 

in Figure 2.11. One can see that the crossover data rates between 60 GHz (150 mm antenna) and 194 

THz channels are 22.5 Mb/s, 44.8 Mb/s, and 2.8 Mb/s for OOK, 4QAM, and 2PPM modulation 

schemes, respectively.  

 

The crossover data rate scales with the antenna size and the operating frequencies. It can be 

seen from Figure 2.11 that more than 8 times higher crossover data rate is possible between a 60 

GHz and a 194 THz communication system by increasing the microwave antenna size to 200 mm. 

The performance crossover distance and performance crossover data rate between microwave and 

optical systems are dictated by the system design parameters e.g. antenna sizes, transmit power, etc. 

In the above-mentioned study, we provide sample calculations of the possible performance 

 

Figure 2.11. The data rate at the crossover distance for different communication systems. 



29 

 

crossovers based on the selected parameters. The analysis can be done with any design parameters 

set to study and understand the performance reach of the communication technologies.  
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Chapter 3  
 
 
 
Omnidirectional CubeSat Crosslink by 
wavelength-selective transceivers 
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Size, weight, and power are key challenging parameters for all kind of satellite missions starting 

from design to launching, and day to day operations. Most of the research and development works 

on the satellite optical links for Low Earth Orbit (LEO) to LEO or LEO to Earth have been done either 

for satellites with significantly less SWaP-C constraints (when it is compared to Cubesats) or for a 

single point to point (one to one) data communication link. Constellation and formation fly of small 

satellites as shown in Figure 3.1 necessitates optical communicator with omnidirectionality and data 

relaying capabilities [4], [44], [47] to minimize data storage and on-board electronic processing. 

Omnidirectional (one to many) high-speed data communication and data relaying capability among 

small satellites are still open for investigation in the optical domain.  

 

Figure 3.1. Inter CubeSat data communication using WSOT [54]. 

 

In this chapter, I present an omnidirectional optical communication design based on a CubeSat 

scale Wavelength Selective Optical Transceiver (WSOT) system architecture that can achieve a 360𝑜   

Field of Regard (FOR), longer than 100 km of communication distance, and more than 400 Mb/s data 

rates. This analysis utilizes Zemax based optical telescope design, experimental studies on the FlatSat 

model followed by numerical validation of the achievable communication range and power 

consumption. A conservative Bit Error Rate (BER) estimation based on the Gaussian statistical 
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analysis [55] is also performed on the received signal. Experimentally, it is shown that in the worst-

case scenario (in the absence of advanced transimpedance amplifier, error correction coding, etc.), 

the achievable receiver sensitivities are -33 dBm and -29.5 dBm at 200 MHz and 400 MHz, 

respectively to generate BER of less than or equal to 10−4. Considering the receiver sensitivity, it is 

estimated that with a 1 W peak transmit power (500 mW average power with 50% duty cycle) and 

15 mm transceiver (TX and RX) aperture, the WSOT system can achieve communication distances up 

to 125 km and 80 km for 400 Mb/s and 800 Mb/s NRZ signals, respectively. The scalability of the 

system performance in terms of power and maximum reach is also studied in this chapter. 

3.1 CubeSat Omnidirectional Antenna Design Challenges and The Transceiver Design 
Approaches  

 

A wide FOR optical transmitter is a must to implement a long-range omnidirectional data 

communicator. The gain 𝐺𝑇 of the optical transmitter can be increased by increasing the ratio of 

transmitter beam size 𝐷𝑇 to the operating wavelength 𝜆 and can be expressed as, 𝐺𝑇 = (
𝜋𝐷𝑇

𝜆
)
2

. The 

wide FOR can be realized in the transmitter architecture by incorporating a fast beam scanning 

mechanism e.g. scanning mirrors, phased array antenna, etc. The required number of transmitters 

 𝑛𝑇 can be estimated from the steering range 𝛼𝑠 of the scanning mechanism and the required field of 

regard (full angle) 𝛼𝑟𝑒𝑐  and can be expressed as,  𝑛𝑇 = 𝑐𝑒𝑖𝑙𝑖𝑛𝑔 ([
𝑠𝑖𝑛(𝜋𝛼𝑟𝑒𝑐 720⁄ )

𝑠𝑖𝑛(𝜋𝛼𝑠 360⁄ )
]
2
). If a scanning mirror 

is used for the scanning purpose, the mechanical scanning angle 𝛼𝑚𝑒𝑐 of the mirror can be defined as 

𝛼𝑚𝑒𝑐 ≈
1

2
𝛼𝑠. Using the equation, one can find that 15, 9, and 6 independent transmitter branches are 

required to achieve a full field of view (360𝑜) by incorporating a scanning mirror with 30𝑜, 40𝑜, and 

50𝑜 full mechanical scanning ranges, respectively. Two of the most promising Commercial-Off-The-

Shelf (COTS) scanning mirror technologies that can achieve wide FOR and high-speed scanning are 

MEMS mirror [56] and Dual Axis Vector (DAV) scanning mirror [43]. These scanning mirrors possess 
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tradeoffs among size, scanning speed, and scanning angle. MEMS mirrors have smaller diameter (less 

than 5 mm), small scanning angle (less than ±7𝑜) but high scanning frequency (greater than 1 kHz). 

In contrast, DAV mirrors are generally large in diameter (greater than 10 mm). They have a high 

scanning angle (greater than 25𝑜) but low scanning speed (smaller than 400 Hz). Based on these two 

different mirror mechanisms, two simple design approaches can be adopted to achieve an 

omnidirectional optical antenna: type A and type B (as shown in Figure 3.2).  The type A approach 

incorporates MEMS mirrors. This type A design approach requires independent transmitter and 

receiver apertures due to the small transmit aperture (mirror) size.  On the contrary, the type B 

design incorporates relatively larger DAV mirrors and therefore, it allows using the same aperture to 

transmit and receive signals as shown in Figure 3.2(b). 

 

Figure 3.2. CubeSat omnidirectional optical transceiver designs. 

 

In addition to a wide FOR transmitter, the receiver of the omnidirectional communicator must 

have high bandwidth, large aperture, and wide FOR simultaneously. The required average optical 

power 𝑃𝑟𝑒𝑞 is calculated from the required Signal to Noise ratio (SNR) 𝑆𝑁𝑅𝑟𝑒𝑞 , total noise power of 

the receiver 𝜎2, APD gain 𝑀, photodiode responsivity 𝑅𝑝, and can be given as, 𝑃𝑟𝑒𝑞 ≥

√(𝑆𝑁𝑅𝑟𝑒𝑞 ∙ 𝜎2) (𝑅𝑃
2𝑀2)⁄ . Designing a wide FOV receiver is one of the major design challenges in 

designing omnidirectional optical communication.  The imaging-optics-based detection system, non-
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imaging beam concentrator, focal plane detector array, and fish-eye lens, etc. are the potential 

candidates for the wide FOV optical receiver implementation. 

3.1.1 Design Challenges and Tradeoffs of Imaging and Non-imaging Optics based Receiver  

The receiver design should consider the tradeoffs among the Field of View (FOV), detector 

bandwidth, and power collection capability of the receiver optics. Omnidirectional receiver designs 

can be in Imaging Optics based Receiver (IOR) architecture or Non-imaging Optics based Receiver 

(NOR) architecture. NORs are highly used in solar cells that possess a trade-off among optical power 

collection efficiency, aperture size, volume, and achievable FOV. Also, NOR architecture requires a 

large optical path to accommodate a wide FOV that is not feasible in CubeSat scale receiver design 

[57]–[59]. The FOV Ω𝐹𝑂𝑉 of simplest IOR design (as shown in Figure 3.3) incorporating an aspheric 

lens along with an Avalanche Photodiode (APD) depends on the diameter of the detector 𝐻 and the 

focal length of the focusing lens 𝑓: Ω𝐹𝑂𝑉  = 2 tan−1 (𝐻 2𝑓⁄ ). It is desirable to use a large 𝐻 to design a 

wide FOV receiver system. However, 𝐻 is inversely proportional to bandwidth 𝐵 and hence, wide 

FOV IOR receiver design has tradeoffs between detector size and bandwidth. In fact, the diameter of 

the available COTS high bandwidth APD (greater than 600 MHz) is less than 1.0 mm. 

One effective way to increase the FOV of the detector is to incorporate a ball lens at the focal 

plane of the receiver lens as shown in Figure 3.3(inset). For example, a detector system incorporating 

a 0.5 mm photo detector and a receiver lens of 15 mm diameter with 30 mm focal length can achieve 

Ω𝐹𝑂𝑉 = ±0.45o  (efficiency ≥50%) if no ball lens is used. However, it is estimated that the FOV can be 

doubled (Ω𝐹𝑂𝑉 ≈ ±0.9𝑜) by using a half-ball lens of 4 mm diameter. Further FOV improvement can 

be achieved by using larger detectors. For instance, incorporating a 1 mm detector along with a 2 mm 

half ball lens can increase the FOV to ±1.4𝑜 as shown in Figure 3.3. Given a geometry and a predefined 

number of transmitters and receivers, the required FOV of the individual receiver in the type A 

architecture is in the range of 20𝑜 to 65𝑜  to achieve omnidirectional optical signal collection. Hence, 
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it is extremely challenging to satisfy both the FOV requirement and the large aperture requirement 

by conventional NOR and IOR design.  

 

3.1.2 Design challenges and tradeoffs in Detector Array-Based Receiver 

Another seemingly possible way is to use a focal plane Detector Array (DA). A sample DA is 

designed and analyzed as shown in Figure 3.4 [44]. The sample DA in Figure 3.4(b) consists of 27 

Detector Units (DUs). The design requires compact, bezel-less, high speed (more than 1 Gbps) 

detectors to attain uniform light collection.  For example, DU, as in Figure 3.4(a) is designed based on 

the specifications of a commercial APD die (about 0.5 mm), a 1.5 mm ball lens, and a custom-designed 

miniature APD Chip. These DUs can be arranged to achieve a scalable Detector Array (DA) of any size 

and shape. An example of the compact array for the CubeSat application is shown in Figure 3.4(b). 

An aspheric lens aperture is used to increase the detected power and hence, to improve SNR as 

depicted in Figure 3.4(d). 

As might be expected, the development of scalable DA possesses some design challenges and 

 

Figure 3.3. Detectors' field of view comparison. 
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performance limitations. First, DA’s collection efficiency (𝑃𝑐 𝑃𝑖⁄ ), where 𝑃𝑖 and 𝑃𝑐  are the optical 

power incident at the aperture and optical power collected by the detector array, varies with the 

incident beam angle due to the form factor of the detector size and other optics. Second, the electric 

circuit design complexity increases with the scaling of the array as shown in Figure 3.4(c). Third, 

collection efficiency uniformity over a FOV depends on the number of detectors to integrate. Fourth, 

summing up the signals from selected detectors for a particular angle requires an advanced algorithm 

and owns the possibility to accumulate noise. Last, multiple DAs with a mechanical rotation system 

is required to achieve omnidirectional data communication and relaying, which brings significant 

mechanical design complication.  

 

 

Figure 3.4.  (a) DU made up of a small ball lens, an APD die, and an APD circuit, (b) Detector array consists of 27 
DU in an about 7.5 mm diameter circle, (c) DA printed circuit board concept, (d) A 25 mm aspheric lens aperture to 

increase collection power [44]. 

 

Figure 3.5 shows the collection efficiency for different DA placement relative to aperture lens 

focal plane for both the X-axis incident angle (휃𝑋) variation (left) and the Y-axis incident angle (휃𝑌) 

variation (right). It is evident from Figure 3.5 that the ball lens increases individual detectors’ FOV 

(the solid green line is wider than the dashed blue line). The mean collection efficiency with the ball 

lens system is 57%, which is around 24% higher than the system without a ball lens when that the 

DA is positioned at 0.0 mm relative distance from Focal Plane (FP) (Table 3.1). As a result, the 

collection efficiency is significantly higher in the presence of the ball lens. For example, assuming that 
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the DA is placed 3.0 mm further from FP, the collection efficiency is 37% with the presence of the ball 

lens and 10% without the ball lens. It can be seen that the placement of the DA is important to achieve 

the desired performance. Placement of the DA at the FP of the aperture lens decreases collection 

efficiency uniformity due to the form factor of DA. It can be seen from Figure 3.5 that despite attaining 

about 98% maximum collection efficiency at some discrete angle, the collection efficiency curve 

consists of periodic dips if the DA is placed right at the FP of the aperture lens. Indeed, this system 

shows a very high standard deviation (𝜎) of around 41%. Consequently, this DA placement is not 

suitable for dynamic communication system, where two communication nodes are continuously 

changing positions as in inter-satellite communications.  

  

Figure 3.5. The collection efficiency of DA with incident angle variation along X-axis (left) and along Y-axis (right). The 

solid lines and dashed lines represent the DA system with mounted ball lens and without ball lens respectively [44]. 

 

Table 3.1 The collection efficiency of the detector array. 

Incident angle −6𝑜  ≤  휃𝑋  ≤  6𝑜 −7𝑜  ≤  휃𝑌  ≤  5𝑜 

Mounted ball lens ✓ ✓ ✓ ✓ x x ✓ ✓ ✓ ✓ x x 

DA position w.r.t FP 
(mm) 

0 1.5 3 5 0 3 0 1.5 3 5 0 3 

μ (rounded) in % 57 49 37 36 33 10 30 40 37 34 15 11 

σ (rounded) in % 41 10 8 9 40 5 41 14 11 10 34 5 
 

 

It is evident from the above-mentioned discussion that by the optimum design of detector array 
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a very wide full field of view (greater than 12o) is achievable. This DA can achieve the required SNR 

to achieve high-speed data communication. Deciding the number of detectors to integrate into 

achieving uniform collection efficiency over a particular collection angle is crucial in designing a 

detector array. In the above-mentioned system, integration block (# of detectors that signals are 

added to improve performance) is assumed to be composed of closely located 1, 3, 5, 6 detectors for 

DA position of 0.0 mm, 1.5 mm, 3.0 mm, and 5.0 mm from the aperture lens’s focal plane accordingly. 

Admittedly, the electronics design and signal analysis complexity increase with the number of 

detectors in the integration block and limit the design flexibility. Therefore, in the simulation, the 

number of detectors in the integration block are chosen considering the design feasibility. 

Nevertheless, with the optimum design of DA decision circuits and sophisticated post signal 

processing, this scalable detector array has the potential to attain a fast data rate and a very wide 

FOV in numerous free-space communication systems. The intricate optical system designs such as 

focal plane detector array and fish-eye lens can achieve a wide FOV. Indeed, these designs mandate 

larger volume, complex electronics, and less effective aperture size that may not be feasible in a 

CubeSat platform. 

An alternative approach to circumvent the wide FOV receiver design complexities is to employ 

the type B transceiver design approach as shown in Figure 3.2(b). The main advantage of type B 

transceiver design is that it can use the same aperture to both send and receive signals. As a result, 

due to the reciprocity of the optical beam propagation, once the communication link is set up, the 

type B design approach ensures a direct line of sight communication among communication nodes. 

For this reason, the type B transceiver design approach is a solution to evade the design difficulties 

pertinent to omnidirectional communication systems described above.  

3.2 Wavelength Selective Optical Transceiver Model 

Considering the design complexity of multi-aperture transceiver system design and the detector 
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FOV requirement, here, I introduce the Wavelength Selective Optical Transceiver (WSOT) based 

constellation scheme that utilizes type B transceiver architecture as illustrated in Figure 3.2. In the 

WSOT based CubeSat crosslink scheme, each CubeSat (𝐶𝑖) in a constellation of n CubeSats is assigned 

to a unique wavelength (𝜆𝑖) where 𝑖 ∈ [1, 𝑛] as shown in Figure 3.6. Each WSOT transceiver of the 

CubeSat 𝐶𝑖 incorporates an unique dicroic filter with center wavelength 𝜆𝑖 and transmission 

bandwidth Δ𝜆 so that the center wavelength 𝜆𝑐 = 𝜆𝑖 and Δ𝜆 < | 𝜆𝑖 − 𝜆𝑗≠𝑖| ∀ 𝑖, 𝑗 = 1,2,3,… , 𝑛. As a 

result, the Ci transmits signals with 𝜆𝑖 to other CubeSats 𝐶𝑗≠𝑖 but it can detect all other wavelengths, 

𝜆 ≠ 𝜆𝑖. For instance, in Figure 3.6, CubeSat C1 transmits 𝜆1 to both C4 and C3. However, the C1 can 

detect signals of both wavelengths 𝜆2 and 𝜆4 from C2 and C4, respectively. The major implemetation 

challenges in the WSOT system based constellations arise are data packet collisions, unique 

wavelength allocation to each CubeSat, and fabrication of narrow bandwidth dichroic filters. The 

possibility of packet collision occurs in the WSOT system when two or more transmitters are in 

receivers FOV and at comparable distances from the receiver. In other words, a packet collision 

occurs if the angular separation between two transmitters (Ω𝑇𝑋) with respect to receiver is less than 

or equal to full FOV of the receiver, Ω𝑇𝑋 ≤ Ω𝐹𝑂𝑉. A collision detection protocol needs to be 

implemented in the media access control (MAC) layer of the netwok to overcome such problems as 

done in the conventional ethernet networks. The state-of-the-art ITU grids are being set at 100 GHz 

(𝑎𝑏𝑜𝑢𝑡 0.8 𝑛𝑚) channel spacing at C and L bands, and hence more than 100 wavelength channels ( 

i.e. more than 100 satellites) can be supported. The main implementation bottleneck is the lack of 

available COTS narrow bandwidth dichroic notch filters. Even though only a few discrete wavelength 

dichroic bandpass filters are commercially available during the time of writing this dissertation, 

custom fabricated filters for specific wavelengths can be attained from different vendors.  
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Figure 3.6. WSOT based CubeSat constellation concept [54]. 

 

The transmitter (TX) of the WSOT system design as given in Figure 3.7 incorporates a Laser 

diode (L) an Aspheric Lens (AL) based collimation system. A Fixed Mirror (FM) is used to make the 

TX channel compact to fit inside the CubeSat platform.  A Dichroic Filter (DF) is integrated to enable 

wavelength-selective communication and to minimize the crosstalk. The receiver chain (RX) consists 

of a wideband filter (F), Focusing Lens (FL), and an APD as shown in Figure 3.7. A Steering Mirror 

(SM) of diameter 2𝑎 based Transceiver Aperture (TA) ensures a line of sight communication that 

facilitates the pointing and tracking mechanism. 

The received optical power 𝑃𝑟𝑐𝑣(𝜆𝑖 ) can be estimated from the transmit power 𝑃(𝜆𝑖), 

transmitter feeder loss 𝛼𝑇𝑖(𝜆𝑖), receiver chain loss 𝛼𝑗(𝜆𝑖), geometric loss 𝐺(𝜆𝑖), pointing loss 𝛼𝑝, and 

 

Figure 3.7. WSOT system. 
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atmospheric attenuation 𝛾(𝑅) as, 𝑃𝑟𝑐𝑣(𝜆𝑖 ) =  𝑃(𝜆𝑖)𝛼𝑇𝑖(𝜆𝑖)𝛼𝑅𝑗(𝜆𝑖)𝐺(𝜆𝑖)𝛾(𝑅). 

The total power of the optical beam with wavelength 𝜆 at the collimator output can be calculated 

from the complex transverse electric field of the optical beam 𝑬𝒄(𝒓, 𝒛) as 𝑃(𝜆𝑖) = ∬ |𝑬𝒄(𝒓, 𝒛, 𝝀𝒊)|
2𝑑𝐴. 

Therefore, the transverse intensity profile of the beam at a distance 𝑧 is represented by 𝐼(𝑟, 𝑧) =

2𝑃(𝜆)

𝜋∙𝜔(𝑧)2
𝑒𝑥𝑝 (

−2𝑟2

𝜔(𝑧)2
). Here, 𝑟 is the radial distance away from the optical axis, 𝜔𝑜 is the transmit beam 

waist (radius),  𝜔(𝑧)  is beam radius (1 𝑒2⁄ ) at a distance z. Assuming the optical length (𝑙𝑜𝑝𝑡) inside 

the WSOT transceiver is much smaller than the Rayleigh range, the intensity of the transmitted beam 

with a wavelength 𝜆𝑖 at the WSOT transceiver output of CubeSat 𝐶𝑖 can be approximated as 

 𝐼𝑇(𝑟, 𝑧 = 𝑙𝑜𝑝𝑡) ≈
2 𝛼𝑇𝑖(𝜆𝑖) 𝑃(𝜆𝑖)

𝜋𝜔𝑜
2 𝑒𝑥 𝑝 (

−2𝑟2

𝜔𝑜
2 ). Here, 𝛼𝑇𝑖(𝜆𝑖) is the transmitter feeder loss that is a 

function of  wavelength 𝜆𝑖 , the number of fixed mirrors 𝑛𝐹𝑀, the reflectance of the mirrors 𝑅𝐹𝑀(𝜆𝑖), 

the transmission of the dichroic filter 𝑇𝐷𝐹(𝜆𝑖), the scanning mirror aperture radius 𝑎, and the 

reflectance of the scanning mirror 𝑅𝑆𝑀(𝜆𝑖), as described in the following equation: 𝛼𝑇𝑖(𝜆𝑖) =

𝑛𝐹𝑀 𝑅𝐹𝑀(𝜆𝑖) 𝑅𝑆𝑀(𝜆𝑖) 𝑇𝐷𝐹(𝜆𝑖) (1 − 𝑒𝑥𝑝 (−
2𝑎2

𝜔𝑜
2 )). Until the beam reaches the detector of the receiver 

satellite, it experiences pointing loss 𝛼𝑝, attenuation 𝛾(𝑅) = exp(−𝛽𝑅) , the geometric loss 𝐺(𝜆𝑖) =

(1 − 𝑒𝑥𝑝 (−
2𝑎2

𝜔(𝑅)2
)), receiver feeder loss 𝛼𝑅𝑗(𝜆𝑖) = 𝑅𝑆𝑀(𝜆𝑖) 𝑅𝐷𝐹(𝜆𝑖) 𝑇𝐹(𝜆𝑖) 𝑇𝐹𝐿(𝜆𝑖),  which leads to 

the received power, 𝑃𝑟𝑐𝑣(𝜆𝑖) = 𝐴𝑟𝑐𝑣  𝐼𝑇(0, 𝑅) 𝛼𝑝 𝛼𝑅𝑗(𝜆𝑖) 𝐺(𝜆𝑖) 𝛾(𝑅). Here we define 𝐴𝑟𝑐𝑣 , 𝑅𝐷𝐹(𝜆𝑖),  

𝑇𝐹(𝜆𝑖),  𝑇𝐹𝐿(𝜆𝑖), 𝛽 as the area of receiver aperture, the reflectance of the DF at 𝜆𝑖, the transmission of 

F, the transmission of the FL, and the atmospheric attenuation factor, respectively. Assuming shot 

noise 𝜎𝑠 and thermal noise 𝜎𝑇 are the two dominant noise sources, the SNR of the detected signal can 

be estimated as 𝑆𝑁𝑅 ≈
𝐼𝑠𝑖𝑔
2

𝜎𝑠
2+𝜎𝑇

2. Given that the photodiode responsivity at 𝜆𝑖 is 𝑅𝑝(𝜆𝑖), in the absence 

of crosstalk and negligible attenuation in space (𝛽 ≈ 0), the signal photocurrent can be given as [54]  
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𝐼𝑠𝑖𝑔 ≈ 2𝑀 𝑅𝑃(𝜆𝑖) 𝑃(𝜆𝑖) 𝛼𝑇𝑖(𝜆𝑖) 𝛼𝑝 𝑅𝑆𝑀( 𝜆𝑖) 𝑅𝐷𝐹(𝜆𝑖) 𝑇𝐹(𝜆𝑖)𝑇𝐹𝐿(𝜆𝑖) (1 − 𝑒𝑥𝑝 (−

2𝑎2

𝜔(𝑅)2))  (3.1) 

The above-mentioned relations assume negligible crosstalk generated by optical duplexer. As a 

matter of fact, at the duplexer, an incident beam splits into three major beams: reflected beam, 

transmitted beam, and crosstalk component (𝐶𝑇 , the fraction of transmit power that goes to the 

receiver). In our experiment, we measure the crosstalk power by using a COTS beam splitter and a 

dichroic filter with an 808 nm laser source. An AR-coated non-polarizing beam splitter (700-1000 

nm) has a split ratio of 50:50. With the incident optical power, 𝑃𝑖 = 10.4 𝑚𝑊, the measured crosstalk 

power of the beam splitter is 12.4 𝜇 𝑊, that is 𝐶𝑇> 0.1%. In such a system, a 500 mW transmit power 

generates 𝐶𝑇 > 0.5 𝑚𝑊 which is deleterious for long-range, extremely power limited CubeSat 

communication system. On the contrary, the measured 𝐶𝑇 of an example dichroic filter is about 4 nW 

for 𝑃𝑖 = 10.4 𝑚𝑊. Therefore, the 𝐶𝑇  of a DF based duplexer is about -65 dB, whereas the 𝐶𝑇 of a BS 

based duplexer is around -30 dB. Therefore, DF-based WSOT design as described above can increase 

the receiver sensitivity by suppressing the crosstalk components. Additionally, the careful optical 

design as shown in Figure 3.8 eliminates back reflection from the optics surfaces. 

The mechanical feasibility of the WSOT system in the CubeSat platform is also studied through 

Zemax optical simulation. The example optical design (using Zemax) is given in Figure 3.8. Figure 3.8 

shows the dimensions of the optics and the required spacings. The scanning mirror dimension is 

taken from manufacturers’ specs. It is discernible from Figure 3.8 that up to 5 WSOT units can be 

incorporated in less than 2 U ( 1 U=10 cm x 10 cm x 10 cm) to achieve about 360o FOR and to maintain 

multiple high speed (greater than 400 Mb/s) laser communication link. 
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Figure 3.8. WSOT transceiver dimensions in millimeters. 

3.3 System Performance of WSOT System 

3.3.1 Test Bench for WSOT System and Performance Evaluation 

To evaluate the performance of the WSOT system, two FlatSat models (TRX1 and TRX2) on an 

optical table are assembled as shown in Figure 3.9 to establish a full-duplex communication. As proof 

of concept, we use two lasers at 808 nm and 880 nm to mimic two satellites. An 850 nm long-pass DF 

and an 850 nm short-pass DF are also incorporated due to their availability and low cost. The lasers 

are then collimated using COTS aspheric lens to achieve a 10 mm transmit beam diameter. Two 

dichroic filters DF1 and DF2 are integrated into the systems as duplexers. DF1 and DF2 are selected 

such that, DF1, DF2 allow to pass 1 and 2, respectively and reflect 2 and 1 to the respective 

receiver. Moreover, 15 mm beam steering mirrors (SM) are also incorporated in the FlatSat model of 

the WSOT system. The power loss is measured at 880 nm that is transmitted by the TRX1. The 

receiver is fabricated using commercially available 1.00 mm Silicon Avalanche Photodiode (APD) 

with responsivity 𝑅𝑝 = 0.5 (M=1), dark current 𝐼𝐷 = 2 𝑛𝐴 (𝑚𝑎𝑥), excess noise figure 𝐹𝐴 =

0.3 (𝑎𝑡 𝜆 = 800 𝑛𝑚), and cutoff frequency, 𝑓𝑐 = 600 𝑀𝐻𝑧. The APD is biased at 130 V to achieve a 

gain (M) of about 100.  
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Figure 3.9. Experimental setup of the WSOT system [54]. 

 

A narrow bandpass filter, F is incorporated with the focusing lens FL in each receiver to reduce 

ambient noise. The APD is terminated at a 2.0 GHz digital oscilloscope with a 50 Ω termination 

resistor. The average optical power is measured at each measurement point i= [1, 8] as shown in 

Figure 3.9 to analyze the system power loss and performance.  

We measure the optical losses in the Transmitter Chain (TC) and Receiver Chain (RC) of the 

wavelength selective transceiver.  The TC is comprised of a laser collimation system, FM, DF, and TA 

(scanning mirror). The RC includes TA, DF, F, FL, and APD as given in Figure 3.7. Therefore, optical 

power loss in the TC, 𝐿𝑇𝐶𝐿 = 𝐿𝐴𝐿 + 𝐿𝐹𝑀 + 𝐿𝐷𝐹 + 𝐿𝐶𝑇 + 𝐿𝑇𝐴 and the receiver chain loss, 𝐿𝑅𝐶𝐿 = 𝐿𝑇𝐴 +

𝐿𝐷𝐹 + 𝐿𝐹 + 𝐿𝐹𝐿. Here, x, the subscript of 𝐿𝑥 denotes the respective optical component i.e. 𝑥 ∈

{𝐴𝐿, 𝐹𝑀, 𝐷𝐹, 𝐶𝑇, 𝑇𝐴, 𝐷𝐹, 𝐹, 𝐹𝐿,𝑀} as in Figure 3.9. As a result, total optical power loss 𝐿𝑂𝐿 depends 
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on the communication distance 𝑅, static loss 𝐿𝑆𝐿 = 𝐿𝑇𝐶𝐿 + 𝐿𝑅𝐶𝐿  , pointing loss 𝐿𝑃𝐿,  divergence angle 

of the transmit beam 𝛿, and limited receiver aperture radius 𝑎 and in dB scale can be expressed as  

 
𝐿𝑂𝐿(𝑅, 𝑎, 𝛿(𝜔𝑜, 𝜆)) = 𝐿𝑇𝐶𝐿 + 𝐿𝑅𝐶𝐿 + 10 ∙ 𝑙𝑜𝑔 ( 

𝑎2

𝑅2  +  𝑡𝑎𝑛2( 𝛿(𝜔𝑜, 𝜆))  
) + 𝐿𝑃𝐿 (3.2) 

In this analysis, the total attenuation coefficient is assumed to be zero,  𝛽 = 0.  The static optical 

power loss of the WSOT is statistically measured. The measured optical power loss at different 

measurement points (i= [1, 8]) of the WSOT transceiver are summarized in Table 3.2.  The total static 

power loss of the WSOT system 𝐿𝑆𝐿 is about 1.6 dB as shown in Table 3.2. The measured crosstalk 

factor of the DF, 𝐶𝑇 is about −65 𝑑𝐵. The required pointing accuracy 휀 to keep the optical throughput 

loss less than 3 dB of the inter satellite optical communication can be approximated as, 휀 ≈
𝜆

40𝜔𝑜
. The 

state-of-the-art onboard sensors have an angular resolution in the order of about 1 μrad and 

therefore, the required pointing accuracy can be obtained using currently accessible 

technologies[48], [60], [61]. As considered in many literature (e.g. [60], [62]), a 3 dB pointing loss i.e. 

𝐿𝑃𝐿 = 3 𝑑𝐵 is considered in the link loss calculation.  The total optical power loss of the WSOT system 

with a 15 mm receiver aperture is presented in the Figure 3.10. For instance, it can be seen from 

Figure 3.10 that 13 mm and 7 mm initial transmit beams experience about 60 dB optical power loss 

at a distance of 100 km and 40 km, respectively. 

Table 3.2 Optical power loss of WSOT transceiver. 

Test Point Symbol Description Power Loss (dB) 

1 LAL Collimation loss -0.2  

2 LM Mirror loss -0.15 

3 LDF Dichroic filter loss -0.12 

4 CT Crosstalk factor of DF1 ≈-65  

5 LTA Scanning mirror loss -0.18 

6 LTA Scanning mirror loss -0.18 

7 LDF Dichroic filter loss -0.07 

8 LF+LFL Filter and lens loss -0.7 

 Total static loss, LSL                                                                                                       -1.6 
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Figure 3.10. Total optical loss of a WSOT system. 

 

It is obvious from Figure 3.10 that a larger transmit beam size (𝜔𝑜) experiences smaller optical 

loss as predicted from Eq. (3.2). Therefore, longer communication is achievable with a larger initial 

beam size. Five commercially available collimators (3 mm, 5.5 mm, 7 mm, 10 mm, and 13 mm) are 

considered for the power loss calculation. In this study, transmitter beam size and corresponding 

divergence data are incorporated from commercially available optical collimators[63]–[65]. 

Therefore, the non-ideal effects of the optics inside the collimators are considered in the Zemax 

simulation. The relevant transmitter beam size and half divergence angle data for these collimators 

are summarized in Table 3.3. 
Table 3.3 Beam size and divergence angle of cots collimators. 

Beam 
Diameter(mm) 

Divergence 

Angle (Deg) 

Beam 
Diameter(mm) 

Divergence 

Angle (Deg) 

2.1 0.053 7.0 0.0072 

3.0 0.038 10.0 0.0042 

3.6 0.016 13.0 0.0028 

4.5 0.0086 15.8 0.0025 

5.5 0.0077 16.5 0.0023 

  

The total power loss-distance relation as in Eq. (3.2) is nonlinear. However, from link designers’ 
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perspective, it is often convenient to quantify power loss in linear scale e.g. dB/km. It is observed that 

in long-distance communication (R ≥ 100 km) the total power loss w.r.t. distance can be 

approximated with a linear model. That is, total optical loss at a distance R (in km) can be 

approximated as 𝐿𝑂𝐿 = 𝐿𝑜 + 𝑚 × (𝑅 − 100) 𝑎𝑛𝑑 𝑅 ≥ 100 𝑘𝑚. Here, 𝐿𝑜 and 𝑚 are the total power 

loss at 100 km and slope of the linear fitted curve, respectively. Sample Linear Least Square Fit (LLSF) 

on the estimated total power loss curve is shown in Figure 3.11.  Interestingly, the slopes of the linear 

fits are equal and independent of the initial beam size and divergence angle. This is evident from the 

parallel fitted lines as shown in Figure 3.11. For instance, it can be noted that the linear fits of the 

optical power loss of all initial beam sizes e.g. 13 mm, 10 mm, 7 mm, etc. have the same slope.  The 

approximated distance-dependent incremental power loss (slope of the fitted curve, m) is 0.032 

dB/km.  

It is also found that due to the small receiver aperture (𝑎 << 𝑅) the slope of the linear fit is also 

found to be independent of the receiver aperture. The linear fitted lines of the power loss considering 

four different receiver apertures (10 mm, 15 mm, 20 mm, 30 mm) are shown in Figure 3.12. 

 

 

Figure 3.11. Linear approximation of the total optical power loss. 
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Figure 3.12. Linear approximation of the power loss for different receiver sizes. 

 Two initial beam sizes (5.5 mm and 10 mm) are considered in this analysis for the comparison 

purpose. Evidently, all fitted lines in Figure 3.12 have the same slope m regardless of the initial beam 

size and receiver dimension. The constant term, 𝐿𝑜 of the LLSF fits for different initial beam size and 

different receiver diameter are summarized in Table 3.4. The parameters, 𝐿𝑜  and m can produce close 

estimation of the total power loss of WSOT system with different initial beam sizes and receiver 

aperture size. For example, given that a WSOT system is designed with a 10 mm initial beam size and 

a 15 mm receiver aperture, the estimated total optical power loss of a 200 km free-space link can be 

estimated as 𝐿𝑂𝐿(𝑒𝑠𝑡.) = 66.9 + 0.032 × (200 − 100) = 70 𝑑𝐵. That is close to 70.6 dB, the value 

estimated from Eq. (3.2) and shown in Figure 3.10.  Furthermore, the RMS error between actual 

estimation and linear approximation is calculated as 𝑒𝑟𝑚𝑠 = 0.78 𝑑𝐵. The maximum error and 

standard deviation are calculated as 2.3 dB and 0.78 dB respectively for all initial beam width and 

receiver size combinations. This error calculation based on the curve fitting is applicable for 100 km 

≤ R ≤ 500 km. 
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Table 3.4 Parameters of the linear fit model, Lo (dB). 
Beam size, 𝜔𝑜  

(mm) 
Receiver lens diameter (mm) 

 10.0 15.0 20.0 30.0 

3.0 89.6 86.1 83.5 80.1 

5.5 75.7 72.2 69.7 66.2 

7.0 75.1 71.6 69.0 65.6 

10.0 70.4 66.9 64.4 60.8 

13.0 66.9 63.38 60.9 57.4 

 The slope of the linear fit, 𝑚 = 0.032 𝑑𝐵/𝑘𝑚 

 

3.3.2 Power Consumption Estimation 

The power consumption of the major active components of the given WSOT system is estimated 

in this section. Figure 3.13 shows an example of a link design that includes major electrical and optical 

components to establish a WSOT system. Here, it is assumed that the wall-plug efficiency of the laser 

and optical amplifier (OA) as 16.0% and 12.5%, respectively. Also, the average optical output is 

assumed as 500 mW to generate 1.0 W peak power considering a 50% duty cycle. Based on different 

manufacturer specs, it is also assumed that the COTS transimpedance amplifier (TIA) and electrical 

amplifier (EA) consume 0.5 W and 0.25 W, respectively. Moreover, the Electrical Control Unit (ECU), 

basic Digital Signal Processing (DSP), and Data Storage (DS) can be achieved with conventional FPGAs 

or ASICs that consume less than 2.0 W average power. Hence, one TC-RC has a wall-plug efficiency of 

about 8%. Therefore, with this example system, two links (one point-to-point and one relaying) can 

be operated simultaneously with less than 15 W power consumption. The wall-plug efficiency of the 

WSOT system can be further improved by using highly efficient OA and laser diodes etc. Given that, 

the state-of-the-art solar panels such as eHawk can generate 72 W optical power [14], a WSOT 

payload will consume less than 20% of the total generated power. Since lasers are the most power-

hungry components, these results are expected. 
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Figure 3.13. An example of the transceiver system and power consumption of the major active components of the link. 

3.3.3 Data Communication Performance Test  

The two FlatSat models of WSOT architectures shown in Figure 3.9 are also used to test the data 

communication and to characterize the communication range and Bit Error Rate (BER). Due to the 

immobility of the preliminary FlatSat model transceivers, a variable free space attenuator is placed 

in the optical path between two FlatSat to mimic the power loss due to different distances as 

estimated in Figure 3.10. In order to estimate the BER performance, 200 MHz and 400 MHz square 

wave signals with a 50% duty cycle are considered. It is known that for a given data rate, the Non-

Return-to-Zero (NRZ) On-Off Keying (OOK) modulation requires only half of the baseband 

bandwidth. Therefore, 200 MHz and 400 MHz signals resemble approximately 400 Mb/s and 800 

Mb/s data rates, respectively. A conservative BER estimation approach based on Gaussian statistical 

analysis is performed on the received signal that is defined as, 𝐵𝐸𝑅 =
1

2
𝑒𝑟𝑓𝑐 (

𝑄

√2
)and Quality 

factor, 𝑄 =
𝐼1−𝐼0

𝜎1+𝜎0
 [55]. I1, I0 are the average received signal and 𝜎1, 𝜎0 are the standard deviations 

corresponds to ‘1’ and ‘0’ bits, respectively. To characterize the system, the received signal (voltage) 

from the APD is captured by a 2.0 GHz oscilloscope. The captured data is then analyzed in Matlab and 
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Python. A histogram of a large number of signal segments (around 15,000 segments) is considered 

for credible statistical BER analysis. The BER vs received average optical power profile for 200 MHz 

and 400 MHz signals are given in Figure 3.14 and Figure 3.15, respectively. The eye diagrams at 

different received power levels are also given as insets.  

  

Figure 3.14. BER vs received average optical power for a 
200 MHz signal (sampled at 2 GS/s).   

Figure 3.15. BER vs received average optical power 
for a 400 MHz signal (sampled at 2 GS/s).   

 

The received signals are sampled at 2.0 GS/s. It can be seen from the figures that the minimum 

received power to maintain a BER ≤ 10-4  for 200 MHz and 400 MHz signals are measured to be 

𝑆200(𝐵𝐸𝑅) = −33 𝑑𝐵𝑚 and 𝑆400(𝐵𝐸𝑅) = −29.5 𝑑𝐵𝑚, respectively. Note that, in this analysis, the 

system is characterized without incorporating any transimpedance amplifier and RF amplifier. The 

BER estimations are shown in Figure 3.14 and Figure 3.15 are the conservative (worst case) 

performance of the WSOT system.  

The receiver sensitivity and estimate maximum achievable communication distance can be 

estimated from the above-mentioned BER analysis. Given the above-mentioned WSOT transceiver 

sensitivity, for a given transmit power 𝑃(𝜆) and BER requirement, the maximum achievable 

communication distance 𝑅𝑚𝑎𝑥 can be estimated by, 𝑃(𝜆) = 𝑆𝑘(𝐵𝐸𝑅) − 𝐿𝑂𝐿(𝑅𝑚𝑎𝑥, 𝑎, 𝛿(𝜔𝑜, 𝜆)). Here, 

𝐿𝑂𝐿 is a -ve quantity and the subscript 𝑘𝜖{200, 400} denotes the sensitivity of the APD receiver for 

200 MHz and 400 MHz signals, respectively.  The receiver sensitivity is set to achieve 𝐵𝐸𝑅 ≥
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1 × 10−4. To provide readers with a better understanding of the WSOT system’s scalability and to 

compare the performances, the achievable distance is estimated for four different receiver diameters 

i.e. 𝐷𝑅 = 2𝑎 = {10 𝑚𝑚, 15 𝑚𝑚, 20 𝑚𝑚, 30 𝑚𝑚} and two signal peak powers, 𝑃𝑝𝑒𝑎𝑘 =

{500 𝑚𝑊, 1 𝑊}.  For a given average power (𝑃𝐴𝑉𝐺  ), infinite extinction ratio, and duty cycle (𝐷𝐶), the 

theoretical attainable peak power (𝑃𝑝𝑒𝑎𝑘) of a laser can be estimated as, 𝑃𝑝𝑒𝑎𝑘 > 𝑃𝐴𝑉𝐺 𝐷⁄
𝐶

. For 

instance, a laser operating at a 5% duty cycle and a 0.5 W average power can generate pulses with 

more than 10 W peak power. Up to date, several laser technologies have been demonstrated that can 

provide several Watts to kilo Watts of peak power [66]–[68]. Moreover, the received power is 

intertwined with the transmit beam width 𝜔𝑜 and therefore, in the simulation, five selected COTS 

collimators of beam diameters 𝐷𝑇 = 2𝜔𝑜 = {13𝑚𝑚, 10𝑚𝑚, 7𝑚𝑚, 5.5𝑚𝑚, 3𝑚𝑚}  are incorporated 

from Table 3.3. The achievable communication distance with BER ≤ 10-4 are shown in Figure 3.16 and 

Figure 3.17 for 200 MHz and 400 MHz signals, respectively for different 𝐷𝑅 and 𝑃𝑝𝑒𝑎𝑘 . It can be seen 

from Figure 3.16(a) that a 400 Mb/s data rate is achievable up to  88 𝑘𝑚 with 𝐷𝑇 = 13 𝑚𝑚, 𝑃𝑝𝑒𝑎𝑘 =

500 𝑚𝑊, and 𝐷𝑅 = 15𝑚𝑚. For the same 𝐷𝑅 and 𝐷𝑇 , 𝑅𝑚𝑎𝑥 exceeds 125 km when 𝑃𝑝𝑒𝑎𝑘 = 1 𝑊 as can 

be seen from Figure 3.16(b). Furthermore, with the same system i.e. 𝐷𝑅 = 15 𝑚𝑚,𝐷𝑇 = 13 𝑚𝑚, a 

800 Mb/s (400 MHz signal) data rate can be achievable up to a distance of 53 km and 80 km with 500 

mW and 1.0 W peak power, respectively as shown in Figure 3.17. A larger transceiver aperture can 

achieve a longer communication distance with the above mentioned transmit power levels. For 

instance, it can be seen from Figure 3.17(b) that an 800 Mb/s data rate is achievable up to 150 km 

communication distance with 𝑃𝑇 = 1𝑊,𝐷𝑅 = 30 𝑚𝑚, 𝑎𝑛𝑑 𝐷𝑇 = 13 𝑚𝑚. In this experiment, the 

output of the APD is terminated with a 50 Ohm resistor. The proof-of-concept receiver under test 

does not include transimpedance amplifier and baseband amplifiers. Besides, a Gaussian statistical 

computation of the BER is adopted in the above-mentioned analysis. Therefore, the estimated link 

parameters (e.g. receiver sensitivity, communication distances, etc.) are the worst-case scenario 

estimation of the WSOT link. The performance of the system can be improved further by advanced 
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receiver circuit design, error correction coding, and optics optimization.   

  

Figure 3.16. Communication range estimation for 400 
Mb/s WSOT system. 

Figure 3.17. Communication range estimation for 
800 Mb/s WSOT system. 
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Chapter 4  
 
 
 
Transmitter Optics Optimization for 
Omnidirectional CubeSat Optical 
Crosslink 
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Omnidirectional Optical Transceivers (OOT) are necessary to provide connectivity among 

multiple small spacecrafts to enable full-sky coverage without expensive intermediate ground relay 

stations as illustrated in Figure 4.1.  In this chapter, the emphasis is on the system level optics 

integration and design rules to achieve omnidirectional optical communication in the CubeSat 

platform. In particular, this study focuses on the omnidirectional transmitter design and optimization 

techniques. The main challenge arises from the fact that a CubeSat platform is extremely Size, Weight, 

Power, and Cost (SWaP-C) limited and therefore, optical system design using COTS components in 

such a platform requires special design and optimization rules. Additionally, the omnidirectional 

optical system in CubeSat is a new and demanding concept that possesses its unique design 

challenges.  

 

Figure 4.1. Remote sensing operation by CubeSat swarm interconnected by high-speed laser link. 

 

A detailed study on the relations and dependencies among scanning mirror’s smallest step angle, 

laser beam divergence, optics dimensions, communication distance, and scanning area filling 

efficiency, etc is presented in this chapter. Additionally, the optimization challenges of the transmit 

laser beam size considering the interplay among beam divergence, beam clipping, and scattering are 

studied in detail. This study investigates optical design methodologies, housing techniques, 
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component optimizations as well as performance tradeoffs among major COTS optical components 

(e.g. scanning mirrors, collimators, etc.) to address the challenges pertinent to OOT design. The OOT 

design goal is to achieve a blind spot free 360𝑜  Field of Regard (FOR) using small scanning mirrors 

(less than 20 mm). In addition, the optical communication system needs to possess a communication 

distance greater than 100 km with data rates of more than 500 Mb/s, and high tolerance to 

mechanical vibrations of the host satellites.  In this chapter, I demonstrate the optimization rules for 

aperture size, beam width, laser power, and scanning mirror specifications to achieve these goals. It 

is shown that the scanning mirror’s small step angle should be between 0.04𝑜  and 0.005𝑜 to achieve 

a blind-spot free 360𝑜   FOR by using 2.1 mm to 15.8 mm beam sizes.  Besides, the results demonstrate 

that the initial beam size should be optimized to about 80% of the scanning mirror’s size to achieve 

peak irradiance to maximize the SNR at the receiver. Furthermore, the concept of Effective 

Communication Beam Region (ECBR) and Effective Communication Beam Width (ECBW) to address 

pointing accuracy challenges due to host CubeSat vibrations and receiver position uncertainties is 

also presented. It is shown that the receiving CubeSat can maintain a Signal to Noise Ratio (SNR) 

greater than 10 dB as long as the satellite falls inside the ECBR with ECBW of 13.9 m to 41.25 m 

depending on the transmitted beam size, laser peak power, and communication distance. This 

chapter also presents the effect of laser peak power, initial beam size, and communication distance 

on effective communication beam width to maintain a long-distance (more than 100 km) 

communication with SNR ≥ 10 dB at a data rate greater than 500 Mb/s. 

4.1 Transmitter Design Tradeoffs and Sample Link Budget 

A small, cost-effective omnidirectional optical communicator can be fabricated using multiple 

transceiver apertures as in Figure 4.2(a). Each face of the CubeSat is equipped with one scanning 

mirror-based transceiver that possesses an optical scanning up to ±50o. Therefore, a total of six 

transceiver units need to be integrated to achieve about 360o FOR as illustrated in Figure 4.2(b).   The 



57 

 

coverage in the Z-axis is not shown for the sake of picture clarity. A technological concept of a Low 

Earth Orbit (LEO) formation flying (Q4) incorporating such an omnidirectional optical cross-link had 

been presented before [3], [4].  

 

Figure 4.2. (a) A CubeSat omnidirectional optical communicator with a wide field of view camera-based Angle of 

Arrival (AOA) detection system (b) The concept of 360o field of regard. 

To establish a free space optical link effectively, an advanced spatial acquisition and pointing 

system must be incorporated in the Omnidirectional Optical Transceiver (OOT). A Scanning Mirror 

(SM) is the foremost component in the optical pointing system. A high-speed, wide-angle scanning 

mirror is desirable for a fast scanning and pointing mechanism. However, the scanning capability of 

the SM is intertwined with its size, form factor, and driving mechanism. In a non-mechanical beam 

steering system (e.g. a MEMS-based, a dual-axis vector mirror-based), the scanning frequency 

decreases drastically with the increase of mirror size. For example, the current state-of-the-art 0.8 

mm diameter MEMS mirror from a reputed vendor has a resonant frequency approximately at 4 kHz, 

whereas a 2.00 mm diameter MEMS mirror shows a resonance at 1.3 kHz [56]. A relatively large 

scanning mirror (e.g. 15 mm) offers a scanning speed of up to 350 Hz [43]. Additionally, the mirror 

dimension and driving mechanism determine the maximum achievable scanning angle. For instance, 

commercially available high-speed MEMS mirrors have a diameter of 0.8 mm to 7.5 mm with a 

mechanical scanning angle of less than ±7𝑜. On the contrary, relatively slow dual-axis vector 

scanning mirrors (5 mm to 16.5 mm) have mechanical scanning of about ±25𝑜
 as shown in Figure 
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4.2. Therefore, the scanning mirror needs to be selected considering the interplay between mirror 

size, mirror speed, scanning angle, and form factor. 

In the far-field (𝑅 ≫ 𝑅𝑎𝑦𝑙𝑒𝑖𝑔ℎ 𝑟𝑎𝑛𝑔𝑒), the full divergence angle,  2𝛿 (1 𝑒2⁄  diffraction angle) of 

a Gaussian beam is assumed to be constant. The divergence angle is inversely proportional to the 

initial beam waist (ωo) and also proportional to the wavelength (), and beam quality factor 𝑀2 as 

described in [69], [70], 2𝛿 ≈ 𝑀2 2𝜆

𝜋𝜔𝑜
.  Since deviations from Gaussian beam requires a detailed 

discussion of specific beam profiles and possible laser modes, a Gaussian beam with 𝑀2 ≈ 1.0 is 

assumed in all analyses presented in this paper. In many applications, the scanning mirror’s diameter 

(𝐷𝑚) limits the allowable transmit beamwidth (𝐷𝑇), 𝐷𝑇 < 𝐷𝑚. Obviously, incorporating a beam 

expander after the scanning mirror might seem to be a functional way to achieve a larger transmit 

beam waist than the scanning mirror size as presented in Figure 4.3. Figure 4.3(a) and (b) show the 

scanning mechanisms incorporating a Galilean beam expander and a Keplerian beam expander, 

respectively. The collimated beam is first steered by the scanning mirror that creates an angle, 휃𝑖𝑛 at 

the input of the beam expander as can be seen from Figure 4.3. The beam is expanded by a beam 

expander and finally makes an angle of 휃𝑜𝑢𝑡 at the output aperture. The Galilean beam expander is 

comprised of a concave lens (CC) and a convex lens (CV) with focal lengths of FL1 (-ve) and FL2 (+ve), 

respectively as shown in Figure 4.3(a). The Keplerian beam expander incorporates two convex lenses 

with focal lengths of FL1 (+ve) and FL2 (+ve) as presented in Figure 4.3(b). Both beam expander 

systems can be represented by the renowned ABCD ray matrix:[𝑟𝑜𝑢𝑡 ; 휃𝑜𝑢𝑡] = [𝐴 𝐵; 𝐶 𝐷][𝑟𝑖𝑛 ; 휃𝑖𝑛]. 

Here, r and θ correspond to the ray position and the ray angle. A= 𝛿𝑟𝑜𝑢𝑡 𝛿𝑟𝑖𝑛⁄ , 𝐵 = 𝛿𝑟𝑜𝑢𝑡 𝛿휃𝑖𝑛⁄ , 𝐶 =

𝛿휃𝑜𝑢𝑡 𝛿𝑟𝑖𝑛⁄ ,   and 𝐷 = 𝛿휃𝑜𝑢𝑡 𝛿휃𝑖𝑛⁄  represent spatial magnification, angle to position mapping, position 

to angle mapping, and angular magnification, respectively. 
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Figure 4.3. Free space optical transmitter, (a) Galilean beam expander-based system and (b) Keplerian beam 

expander-based system. 

The ABCD matrix for both Keplerian and Galilean telescopes can be represented as follows, 

[
𝐴 𝐵
𝐶 𝐷

] =

[
 
 
 1 −

𝐿

𝐹𝐿1
𝐿

𝐿 − 𝐹𝐿1 − 𝐹𝐿2

𝐹𝐿1 ∙ 𝐹𝐿2
1 −

𝐿

𝐹𝐿2]
 
 
 

 

The beam expanders are afocal systems, therefore  𝐿 = 𝐹𝐿1 + 𝐹𝐿2. It is evident from the ABCD 

matrix that the spatial magnification for both telescopes is 2 1FL FL− , whereas the angular 

magnification is 1 2FL FL− . Hence, a beam expander-based transmitter reduces the scanning angle 

by the same factor as it expands the beam size. For example, if a scanning mirror is capable of optical 

scanning, 휃 =  ±30𝑜, incorporating a 3X beam expander (as shown in Figure 4.3) decreases the 

scanning range to about ±10𝑜. Since the reduction in beam scanning angle, as presented in ABCD 

matrix calculation, is not suitable for OOT design, there is no need for detailed beam analysis and 

discussion of the nonlinear distortions that are missing in the ABCD matrix analysis. Additionally, the 

scanning range at the output aperture of the transceiver determines the number (𝑛) of the required 

transmitter branches (defined as the required set of optical components to transmit data) to achieve 
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an omnidirectional coverage, and it is described as, 𝑛 = 𝑐𝑒𝑖𝑙𝑖𝑛𝑔 ((
sin(𝜋𝛼𝑟𝑒𝑐 720⁄ )

sin(𝜋𝛼𝑚𝑒𝑐 360⁄ )
)
2
). In this equation, 

𝛼𝑟𝑒𝑐  is the required field of view (full angle) and 𝛼𝑚𝑒𝑐 is the steering mirror’s mechanical full scanning 

range. Optical scanning angle, 휃 ≈ 2𝛼𝑚𝑒𝑐. Using the equation, it can be estimated that 15, 9, and 6 

independent transmitter branches are required to achieve a full field of view (360𝑜) by incorporating 

a scanning mirror with 30𝑜, 40𝑜
, and 50𝑜 full mechanical scanning ranges, respectively. 

Considering the tradeoffs of the scanning mirror parameters, a simple and compact transmitter 

design concept utilizing a single collimating aspheric lens and a small MEMS mirror is shown in 

Figure 4.4(a). The Fixed Mirror (FM) is mounted at angle γ (degree) so that the horizontal collimated 

beam makes an Angle of Incidence (AOI) of 𝛽 on the SM as shown in Figure 4.4(a).  Given that the SM 

is mounted at 45𝑜 w.r.t. the vertical axis in the example type A design, the AOI can be expressed as, 

𝛽 = 135 − 2𝛾. The allowable AOI (less than or equal to 22.5𝑜) is enforced by the projected shape of 

the SM from the collimated beam’s perspective, and the anti-reflection coating at the aperture 

window. Figure 4.4(b) presents the required distance between two mirrors 𝜌 for different scanning 

angles and AOI. The required transmitter diameter (TD) increases with the increase of the scanning 

angle of the SM for a given AOI which is also shown in Figure 4.4(b). To illustrate, for a given system 

design with transmitting beam diameter =3.8 mm, fixed mirror diameter = 5.0 mm, scanning mirror 

diameter = 6.0 mm, and TD ≤ 20 mm, it can be seen that the maximum scanning angles are 8𝑜 , 7.2𝑜 , 

and 5.8𝑜 for AOI (β) of 22.5𝑜, 20𝑜 , and 17.5𝑜, respectively.  It can also be realized that for a given AOI, 

a large scanning angle requires a large TD and a larger 𝜌 which make the omnidirectional transmitter 

design challenging due to CubeSat volume constraint. Additionally, due to a small transmit aperture, 

type A transmitter design requires an independent transmitter aperture and receiver aperture. 
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Figure 4.4. (a) Type A transmitter design, (b) required 𝜌 and TD for different scanning angles of a type A 

transmitter. 

A second design approach (Type B) can manifest a smaller form factor when the mirrors have a 

large diameter (e.g. 10 mm) and wide mechanical beam scanning angle (e.g.  ±25o) as shown in Figure 

4.5. 

 

Figure 4.5. Type B transmitter design in Zemax. All dimensions are in millimeters. 

 

Type B transmitter can be transformed into a complete wavelength selective optical transceiver 

with very low crosstalk (close to 0%) and low optical power loss (about 3 dB) [44]. Due to a larger 

mirror size compared to type A design, this design approach allows the same aperture to be used as 

a transmitter and as a receiver aperture. Therefore, once the communication link is established, this 
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transceiver design approach ensures a direct line of sight communication among multiple nodes. 

Type B design also evades the design difficulties related to ultra-wide FOV receiver design. The 

transmitter branch of type B transceiver consists of a fixed mirror (FM), a dichroic filer (DF), and a 

scanning mirror (SM) as shown in Figure 4.5. A Focusing Lens (FL) focuses the received optical signal 

on a Photo Detector (PD) e.g. Avalanche Photo Diode (APD). A small fraction (about 5%) of the 

received signal is sampled by a beam sampler (S) and focused on the Quadrant Detector (QD) to 

generate a feedback signal for SM. This compact design approach also allows us to install up to six 

transmitter branches that are required to achieve omnidirectional data communication as shown in 

Figure 4.2. 

Table 4.1 Parameters of the major transceiver components 

Wavelength 850 nm  

Modulation format OOK  

Transmit power (1 W) 30 dBm  

Transmitter aperture gain (10 mm) 91.4 dB  

Receiver aperture gain (15 mm) 94.8 dB  

Path loss (100 Km) -243.4 dB  

Transmitter and Receiver loss - 3.0 dB  

Spatial pointing loss, 𝐿𝑝  3 dB   

 8.6 dB (pointing error=δ)  

Received power -33.16 dBm (𝐿𝑝 = 3.0 dB) 

 -38.76 dBm  (𝐿𝑝 = 8.6 dB) 

Receiver sensitivity (1 GHz APD) -50 dBm  

Receiver noise figure -4.0 dB  

Link margin 3 dB  

Estimated data rate 615 Mb/s  (𝐿𝑝 = 3.0 dB) 

 170 Mb/s  (𝐿𝑝 = 8.6 dB) 

 

An example link budget that can achieve more than 600 Mb/s data rate up to 100 km 

communication distance by incorporating a high-speed 15 mm transceiver aperture is presented in 

Table 4.1. The data rate is calculated using the formulas given in section 2.4.1. The required 𝐸𝐵/𝑁𝑜 

ratio to achieve the FEC limit is about 11.2 dB, 8.5 dB, and 20.5 dB for On-Off Keying (OOK), Binary 

Phase Shift Keying (BPSK), and Pulse Position Modulation-2 (PPM-2), respectively. 
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4.2 Mirror Small Step Size Requirement 

 The scanning mirror’s maximum scan range determines the attainable FOR and the required 

number of transmitter branches. However, the mirror’s Smallest Step Angle (SSA) determines the 

transmitter’s ability to point in a certain direction inside the scanning area to establish 

communication links and to maintain seamless communication in a constellation. Hence, the required 

scanning mirror’s smallest step angle needs to be determined carefully. Quasi-static scanning mode 

(point by point scanning) is considered in our analysis to derive the mirror’s required SSA. In quasi-

static mode, two filling patterns can be used to scan a scanning area efficiently: Hexagonal Filling 

Pattern (HFP) and Square Filling Pattern (SFP) as shown in Figure 4.6 where 𝑆𝑋 and 𝑆𝑌  are horizontal 

and vertical scanning range of the scanning mirror. Also, 𝐷 represents the transmit beam diameter 

at the scanning area and each dot (.) represents a single pointing point (transmit beam center) on the 

scanning area.  

 

Figure 4.6. Scanning area filling pattern (a) HFP, (b) SFP. 

 

The number of the required minimum scanning points (𝑁) in quasi-static mode to fill an area 𝐴 

can be approximated by, 

 𝑁 ≈ (8 3√3⁄ )(
𝑆𝑥𝑆𝑦

𝐷2⁄ )   𝑓𝑜𝑟 𝐻𝐹𝑃 (4.1) 

 𝑁 ≈ 2(
𝑆𝑥𝑆𝑦

𝐷2⁄ )  𝑓𝑜𝑟 𝑆𝐹𝑃 (4.2) 
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 It can be seen that HFP requires a smaller number of scanning points to fill the scanning area 

and therefore requires less time to scan in the quasi-static scanning mode. In the SSA analysis, a 

rectangular scanning area at a distance 𝑅 from the optical transmitter is assumed as presented in 

Figure 4.7. 

 

Figure 4.7. CubeSat scanning area. 

 Considering, R>>Rayleigh range the beam diameter at distance R can be expressed in terms 

of the initial beam diameter 𝐷𝑜 and half-divergence angle 𝛿 as  

 𝐷 ≈ 𝐷𝑜 + 2𝑅 tan(𝛿) (4.3) 

Considering the above-mentioned parameters, scanning mirrors the smallest step mechanical 

angle (α) is calculated. The calculated scanning mirror’s SSA requirements for HFP and SFP scanning 

pattern can be approximated as follow, 

 
𝐻𝐹𝑃: 𝛼𝑥 ≤

1

2
tan−1 (

√3𝐷

2𝑅
)  𝑎𝑛𝑑 𝛼𝑦 ≤

1

2
tan−1 (

3𝐷

4𝑅
) (4.4) 

 
𝑆𝐹𝑃: 𝛼𝑥 ≤

1

2
tan−1 (

𝐷

𝑅
)  𝑎𝑛𝑑 𝛼𝑦 ≤

1

2
tan−1 (

𝐷

2𝑅
) (4.5) 

Here 𝛼𝑥  and 𝛼𝑦 are the required SSA for X and Y axes scanning, respectively. For most inter-

satellite data communication, 𝑅 >> 𝐷. As a result, Eq. (4.3) can be approximated as 𝐷 ≈ 2𝑅 tan 𝛿. 
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Considering long-distance communication, the SSA for HFP and SFP can be expressed as follows, 

 
𝐻𝐹𝑃: 𝛼𝑥 ≤

1

2
tan−1(√3 tan 𝛿) , 𝛼𝑦 ≤

1

2
tan−1 (

3

2
tan 𝛿) (4.6) 

 
𝑆𝐹𝑃: 𝛼𝑥 ≤

1

2
tan−1(2 tan 𝛿) , 𝛼𝑦 ≤

1

2
tan−1(tan 𝛿) (4.7) 

It is obvious from Eqs. (4.6) and(4.7) that the smallest step angle requirement to achieve blind-

spot free scanning is independent of the communication distance (𝑅) and depends solely on the 

divergence angle (𝛿) in a long-range data communication. Note that, in this chapter, the blind spot is 

defined as the area where the transmitter is unable to point the transmitted beam inside its scanning 

area. Most of the commercially available scanning mirrors possess the same step angle for both axes. 

As a result, a scanning mirror must be selected such as the smallest step mechanical angle, 𝛼 ≤

𝑚𝑖𝑛 (𝛼𝑥_𝑢, 𝛼𝑦_𝑢 ) to ensure full scanning area coverage. Here 𝛼𝑥_𝑢 and 𝛼𝑦_𝑢  are the upper bound of 

the required mechanical SSA for X and Y axes, respectively. Otherwise, the optical transmitter 

contains a blind spot inside the scanning range. In our analysis, the transmitter beam size and the 

corresponding divergence data are incorporated from commercially available optical collimators 

[63]–[65]. The transmitter beam size and half divergence angle data are summarized in Table 4.2.  

Using the transmit beam data provided in Table 4.2, we find the minimum step angle 

requirement of the scanning mirror for both Hexagonal and Square filling patterns using Eqs. (4.6) 

and (4.7), respectively. The upper bound of the required SSA is shown in Figure 4.8. Required mechanical 

small step angle of the scanning mirror. The solid lines are the nonlinear least-square fit on simulated data points. 

.  The required small step angle can be approximated by the fitted models shown in Figure 4.8. 

Required mechanical small step angle of the scanning mirror. The solid lines are the nonlinear least-square fit on simulated 

data points. 

. The fitted models of the smallest step angle for HFP and SFP are 𝛼 = 0.1245𝑒𝑥𝑝(−0.5748𝐷𝑜) +

0.001456𝑒𝑥𝑝(0.02754𝐷𝑜) and 𝛼 = 0.08303𝑒𝑥𝑝(−0.5748𝐷𝑜) + 0.0009708𝑒𝑥𝑝(0.02754𝐷𝑜), 

respectively. 
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It is evident that HFP relaxes the SSA requirement more than SFP. The difference in the required 𝛼 is 

noticeable at a smaller transmit beam. For instance, a 2 mm initial beam requires  𝛼 ≤ 0.0398o and α 

≤ 0.0265o  for HFP and SFP, respectively. For a large initial beam such as a 13 mm transmit beam the 

required α ≤ 0.00021o and α ≤ 0.0014o for HFP and SFP, respectively. If the scanning mirror fails to 

possess the required SSA, it is useful to determine the approximate scanning area filling efficiency of 

the selected scanning mirror. It is evident from Eq. (4.1), Eq. (4.2), and Figure 4.8. Required mechanical 

small step angle of the scanning mirror. The solid lines are the nonlinear least-square fit on simulated data points. 

Table 4.2 Beam divergence of COTS collimators 

Beam Diameter(mm) Divergence Angle (deg) Beam Diameter(mm) Divergence Angle (deg) 

2.1 0.053 7.0 0.0072 

3.0 0.038 10.0 0.0042 

3.6 0.016 13.0 0.0028 

4.5 0.0086 15.8 0.0025 

5.5 0.0077 16.5 0.0023 

 

Figure 4.8. Required mechanical small step angle of the scanning mirror. The solid lines are the nonlinear 

least-square fit on simulated data points. 
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 that HFP is a more effective scanning pattern than SFP in terms of scanning time (number of 

required scanning points) and SSA requirement. Hence, HFP scanning is considered for the filling 

efficiency calculation to demonstrate the concept. Moreover, to simplify mathematical formulation 

and to provide an overview of the created blind spot inside the scanning area, the following 

assumptions are made in this analysis,  i) a square scanning area ( X Y
S S= ), ii) αx = αy, iii) circular 

laser beam, and iv) equal optical scanning range in both axes. The filling efficiency of the HFP can be 

expressed as Filling Efficiency (FE)=
Area filled in quasi-static scan mode

Total scanning area
 and is given by 

 
𝐹𝐸 ≈

𝜋 × 𝑡𝑎𝑛2(𝛿)

4 × 𝑡𝑎𝑛2(Ω 2⁄ )
 (4.8) 

Here 𝛺 and 𝛿 are the mechanical SSA of the scanning mirror and the beam divergence angle, 

respectively. In our algorithm, the FE is set to 100% for Ω ≤ 𝛼𝑢 where 𝛼𝑢 is the upper limit of the 

required scanning mirror’s smallest step mechanical angle(α). For example, in HFP the actual area 

filled by the 2 mm scanning beam at Ω = 𝛼𝑢 is about 140% due to the overlapped regions as in Figure 

4.9, which is set to 100%. Using Eq. (4.8), the filling efficiency as a function of the upper bound of the 

mirror’s required smallest step angle (𝛼𝑢) for different initial beam size is calculated and shown in 

Figure 4.9. It can be seen that the filling efficiency drops to about 35% for all transmit beam size if 

the mirrors SSA is twice the upper bound of the required small step angle (𝛼𝑢).  
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Figure 4.9. Scanning area filling efficiency for different initial beam sizes and small step angles [18]. 

4.3 Transmit Beam Size Optimization 

4.3.1  Initial Beam Diameter to Mirror Diameter Ratio 

Initial beam size needs to be optimized considering the available scanning mirror parameters 

(size, scanning speed, frequency) and far-field beam characteristics such as peak irradiance, beam 

size, etc. The peak irradiance at the far-field can be defined as, 𝐼𝑝𝑒𝑎𝑘 =
2𝑃𝑜

𝜋𝜔2 where 𝑃𝑜, ω represent the 

total power and the beam waist, respectively at a certain distance [69]. The received power at the 

receiver, 𝑃𝑟𝑐𝑣 = 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 × 𝐴𝑟𝑒𝑐  where Arec is the area of the receiver aperture. It is quite common 

to utilize the scanning mirror as the transmitter and receiver aperture to ensure a wide scanning 

angle as well as a wide field of view receiving capability. As a result, the relative size between the 

transmit beam diameter (𝐷𝑇) and the scanning mirror diameter (𝐷𝑆) plays an important role in 

optimizing the far-field beam profile, beam size, scanning resolution, and peak intensity. 

Furthermore, the ratio, 𝑀𝑅 = 𝐷𝑇 /𝐷𝑆  needs to be optimized considering the tradeoffs among 

divergence, scattering, and beam clipping at the mirror aperture.  

The collimated laser beam can be optimized to under-fill (MR <100%) or over-fill (MR ≥100%) 
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the scanning mirror. It is seen from Figure 4.10 that an overfilled Gaussian beam can exhibit less 

divergence and therefore, smaller beam size at the target. We estimate that the far-field beam radius 

decreases from 110 m to 20 m approximately for a 5.5 mm beam as MR increases from 20% to 90%. 

Beam size in Figure 4.10 is measured as 1/e2 radius at a 100 km distance. However, when the beam 

size is comparable to mirror size it experiences higher beam profile distortion due to the scattering 

and diffraction phenomena. Additionally, it can be seen that the peak irradiance also increases up to 

a certain MR and reaches a maximum when 80%≤ MR ≤ 90% as shown in the figure. Figure 4.10 is 

created considering a 0𝑜 scanning angle of the SM. The dependence of the peak irradiance on the 

mirror’s instantaneous scanning angle is discussed in the following section. Three commercially 

available compact scanning mirrors (15 mm, 10 mm, and 5.5 mm[43], [56])  are placed in the place 

of SM as shown in Figure 4.5 in the beam radius and irradiance simulation as shown in Figure 4.10. 

Moreover, the beam divergence data is incorporated from Table 4.2. 

 

Figure 4.10. Effect of 𝑀𝑅 on the beam size (solid curves) and peak irradiance (dashed curves) at 100 km. Three 

fast mirrors (15 mm, 10 mm, and 5.5 mm) are used in the Zemax simulation [18]. 

4.3.2 Beam Optimization Considering Scanning Angle 

To enable omnidirectional CubeSat optical crosslink, a large scanning angle (greater than 10𝑜) 
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is desirable in a small form factor as shown in Figure 4.2 and Figure 4.5. However, when the beam 

size and the mirror size are comparable, the mirror scanning angle affects the intensity profile at the 

far-field and therefore causes scanning angle-dependent received power variation. The effect of the 

mirror’s instantaneous angle on the far-field beam profile must be analyzed in detail to optimize the 

transmitter design for the transmitter of a CubeSat. As a proof of concept, peak irradiance variation 

due to different scanning angles at a 100 km distance for different initial beam sizes is presented in 

Figure 4.11. Here, we assume that the initial laser peak power is 1 W and the scanning mirror is 

mounted at 45𝑜  w.r.t the optical path as shown in Figure 4.11 (inset). 

 A 15 mm mirror with a large scanning range (±25𝑜 mechanical scanning) is considered for this 

analysis. The vertical axis is the peak irradiance normalized with respect to the peak irradiance of a 

13 mm transmitter beam as it shows the maximum peak irradiance at the far-field. It can be observed 

from Figure 4.11 that the peak intensity varies noticeably if the laser beam diameter (1/𝑒2 ) is greater 

than 30% of the diameter of the scanning mirror. For example, at a large scanning angle, the peak-

irradiance can drop to about 10% and about 70% for a 7 mm and 13 mm laser beam, respectively as 

 

Figure 4.11. Effect of the mirror’s instantaneous angle on the peak irradiance [18]. 
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shown in Figure 4.11. 

Moreover, it can be seen from Figure 4.10 (insets) that the intensity profile gets distorted from 

the ideal profile (Gaussian profile) based on ratio, 𝑀𝑅. A relatively large beam (w.r.t. mirror diameter) 

manifests high peak intensity due to low divergence, nevertheless, the beam shape distortion is 

higher for a larger beam. Moreover, the far-field beam intensity profile also varies with the scanning 

mirror’s instantaneous scanning angle due to the beam clipping and the scattering phenomena. For 

example, the beam profile variation in the far-field (100 km away from the transmitter) for a 13 mm 

initial beam size and different scanning angles is shown in Figure 4.11(insets). As a result, the 

transmit beam size for CubeSat for a given scanning mirror should be optimized considering the 

interplay between the divergence and the diffraction of the transmitter beam. 

4.3.3 Beam Optimization Considering Pointing Challenges 

The uncertainty of the satellite position leads to the challenges in the pointing accuracy that must 

be considered in the designing of a CubeSat optical transmitter. The transmitted laser beam width 

needs to be optimized considering the position uncertainty and the imperfect knowledge of the 

CubeSat orientation[71], [72]. At a fixed scanning angle, due to the Gaussian beam profile of the 

transmitted beam, error-free data communication is possible only if the receiver falls into a small 

region of the beam where the beam intensity is high enough to maintain desired SNR. Two figures of 

merit, Effective Communication Beam Region (ECBR) and Effective Communication Beam Width 

(ECBW) are introduced to quantify the initial beam size optimization technique considering pointing 

and tracking challenges inherited by optical communication. The Effective Communication Beam 

Region (ECBR) can be defined as the approximate circular area in the 2D space of the transmitted 

beam at a target within which a receiving CubeSat can maintain a desired SNR e.g. greater than 10 

dB. The ECBW is the diameter of this ECBR. Once the pointing and acquisition are completed with the 

state-of-the-art methods (as suggested in [14], [66], [72]), ECBR and ECBW can be used to quantify 
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the immunity of the communication link from the random angular disturbance. The pointing of the 

transmitted beam needs to be just accurate so that the receiving CubeSat lies inside the ECBR. A 

system designed to have a large ECBR relaxes the pointing and tracking challenges compared to the 

system that possesses a small ECBR. Therefore, a larger ECBR manifests higher robustness to random 

CubeSat vibrations and position uncertainties. Considering Gaussian beam profile, the received 

optical power at the receiver varies as 𝑃𝑟𝑐𝑣(𝑑, 𝑅) = 𝐼(𝑑, 𝑅) × 𝐴𝑟𝑒𝑐  where 𝐼(𝑑, 𝑅) =

2𝑃𝑅

𝜋[𝑟(𝑅)]2
exp (

−2𝑑2

[𝑟(𝑅)]2
), 𝑑, 𝑅, 𝑟(𝑅), 𝑃𝑅 are the intensity distribution in the 2D plane, receiver position 

from the transmit beam center, communication distance, beam radius (1 𝑒2⁄ ) at distance R ( as in 

Section 4.3.1), and total optical power at the receiver plane, respectively [69]. 𝐴𝑟𝑒𝑐 ≈ 𝜋𝑅𝑎
2 is the area 

of the circular aperture lens and 𝑅𝑎 is the radius of the aperture. Under the assumption of negligible 

power loss in the space one can assume that 𝑃𝑅 ≈ 𝑃𝑇 ,. The data communication link is effective if the 

received power is greater than or equal to the required power, 𝑃𝑟𝑐𝑣(𝑑, 𝑅) ≥ 𝑃𝑟𝑒𝑞 . The required 

average optical power, 𝑃𝑟𝑒𝑞 ≥ √(𝑆𝑁𝑅𝑟𝑒𝑞 ∙ 𝜎2) (𝑅𝑝
2 ∙ 𝑀2)⁄ , here, SNRreq, σ2, M, Rp refer to the required 

SNR, total noise power, the APD gain, and the photodiode responsivity, respectively.  ECBW is defined 

as, 𝑃𝑟𝑐𝑣 (
𝐸𝐶𝐵𝑊

2
, 𝑅) = 𝑃𝑟𝑒𝑞 . Given the above-mentioned conditions, the ECBW can be expressed as 

follows [18] 

 
𝐸𝐶𝐵𝑊 = √2 𝑟(𝑅)2 ∙ 𝑙𝑛 (

2 𝑃𝑇  𝑅𝑎
2

𝑃𝑟𝑒𝑞 𝑟(𝑅)2) (4.9) 
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Figure 4.12. Effect of the relative receiver position from the transmit beam center on normalized received power. 

 

In the free-space optical communication link, the ECBW is very effective as it is directly related 

to SNR and therefore, the data rate of the communication link. CubeSats C1, C2, and C4 in Figure 

4.12(inset) can achieve SNR≥10 dB because they fall inside the ECBR. However, data communication 

cannot be established with C3 due to the low SNR. The Zemax beam propagation simulation of the 

received power by a 15 mm receiver lens for different positions (relative to the transmit beam 

center) of the receiving CubeSats at a 100 km distance is shown in Figure 4.12. Four different initial 

beam sizes (4.5 mm, 7 mm, 10 mm, and 13 mm) and three normalized SNR levels are considered for 

the illustration. All powers in Figure 4.12 are normalized to the received power of a 13 mm transmit 

beam. It can be observed that the ECBW for 13 mm, 10 mm, 7 mm, and 4.5 mm are about 14 m, 17.3 

m, 22 m, and 26.29 m, respectively. Due to the small receiving aperture (15 mm) and high divergence, 

a high peak transmit power (about 10 W) is required to achieve an acceptable SNR at a long distance 

(e.g. 100 km) for a relatively smaller transmit beam size e.g. 4.5 mm and 7 mm. Therefore, for the 

sake of comparative analysis and visualization, we assume a 10 W peak transmit power in Figure 

4.12. Given a laser with average power 𝑃𝐴𝑉𝐺 , infinite extinction ratio, and duty cycle 𝐷, the theoretical 
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attainable peak power (𝑃𝑝𝑒𝑎𝑘) of a laser can be estimated as, 𝑃𝑝𝑒𝑎𝑘 > 𝑃𝐴𝑉𝐺 𝐷⁄ . For instance, a laser 

operating at a 5% duty cycle and a 0.5 W average power can generate pulses with more than 10 W 

peak power. Up to date, several laser technologies have been demonstrated and they can provide 

several Watts to kilo Watts of peak power [66]–[68], [73]. Therefore, a 10 W peak power is indeed 

achievable by optimizing the laser modalities and the extinction ratio of the incorporated COTS lasers 

and amplifiers. Figure 4.13 summarizes the simulation results of the free space optical link to 

estimate ECBW for different initial beam sizes and powers over various distances. In short distance 

communication (less than 10 km), the ECBW for all transmit beam sizes are close to each other (in 

the range of 2 m to 6 m) for any transmitted beam size due to the negligible effect of the divergence. 

However, the effect of the initial beam size is notable in long-distance communication (beyond 50 

km). For example, given that the initial peak power 10 W, at a 50 km communication distance the 

ECBW is measured as 18 m, 11.5 m, and 7.6 m for 4.5 mm, 10 mm, and 13 mm transmitted beam, 

respectively. It can be observed the ECBW of 4.5 mm beam gradually goes to zero as communication 

distance increases due to the lack of power to maintain a 10 dB SNR link. 

 

Figure 4.13. Effect of transmitter peak power on ECBW at different communication distances. 

Furthermore, it can also be seen from Figure 4.13 that the effect of transmitter beam size on 
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ECBW is more prominent if the laser peak power is increased (a commonly adopted technique[33]) 

to achieve long-distance communication. For instance, at a 100 km communication distance, a 10 mm 

transmit beam manifests ECBW of 8.58 m and 17.3 m for 1 W and 10 W peak power respectively. 

Although the results presented here are the Zemax simulation results for higher accuracy, the 

presented (4.9) can be used to get a closer estimation of ECBW. 

4.3.4 Feasibility Study of the Pointing Accuracy 

From the sample ECBW calculation described in the previous section, the estimated required 

pointing accuracies at 100 km communication distance are less than 0.004𝑜, 0.005𝑜, 0.006𝑜, and 

0.0075𝑜 for 13 mm, 10 mm, 7 mm, and 4.5 mm transmit beam diameters, respectively. Recent 

advances in star tracking technologies, as well as scanning mirror technologies, demonstrate a higher 

pointing accuracy than the required pointing accuracy. For instance, an advanced star tracker 

demonstrates a pointing accuracy of ±0.003𝑜 [16]. Recent advances in MEMS scanning mirrors (e.g. 

Mirrorcle [56]) reveal mirror actuators of greater than 14 bits (16384 positions) on each axis. 

Therefore, the MEMS mirrors with a mechanical tilt range of -7° to +7° on each axis present a tilt 

resolution less than 0.0008𝑜 (or smaller than 14 μrad) on both axes. The dual axis vector mirror (e.g. 

Optotune [43]) with ±25𝑜
 mechanical scanning capability claims to possess a closed loop resolution 

less than  5 𝜇𝑟𝑎𝑑. In the type B transceiver design, alongside the star tracker of the host satellite, each 

transceiver is equipped with a high-speed camera based coarse Angle of Arrival (AOA) detection 

system as shown in Figure 4.2. In addition, the Quad Detector (QD) as shown in Figure 4.5 facilitate 

the fine pointing and tracking mechanism for the Scanning Mirror. We believe that the pointing 

accuracy requirement can be addressed by a closed loop Pointing, Acquisition, and Tracking (PAT) 

system incorporating the advanced attitude control system, host Attitude Determination, and Control 

System (ADCS), scanning mirror technologies, transmitter beam broadening, and position detectors 

(e.g. quadrant detectors) [14], [17], [66]. Fitting all the components of the omnidirectional 
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transceiver in 1U is convenient but not mandatory for every application. Detail implementation 

techniques are subjective and can be accomplished in many ways based on the applications. 

In the design analysis, we opt for 850 nm as the operating wavelength to achieve less divergence, 

as well as the availability of low-cost Si APDs, high power lasers (e.g. VCSELs, semiconductor lasers), 

and COTS optics.  All analyses are scalable to other wavelengths, such as conventional telecom 

wavelengths near 1550 nm with compatible component parameters. Most components are already 

available in space-grade. With increasing demand, new components such as high-speed MEMS 

mirrors are being tested for space applications. Transmitter beam size optimization techniques 

possess the tradeoff among maximum achievable received power, host satellite vibration, and 

pointing precision requirement, the space-power limitations, component availability as well as the 

interplay between the beam divergence and scattering for a given distance.  

This chapter presents a systematic TX optical design optimization rule considering all the design 

variables mentioned above to pave the way to omnidirectional CubeSat crosslink based advanced 

applications. 
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Chapter 5  
 
 
 
Receiver Architecture Design in the 
Presence of Pointing Jitter 
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One of the major challenges of an Inter Satellite Optical Link (ISOL) is the necessity of the 

complex pointing, acquisition, and tracking (PAT) system. A well-engineered PAT mechanism is 

crucial in achieving maximum connectivity in a constellation where every satellite expects to sustain 

multiple data communication links simultaneously as shown in Figure 5.1 [4], [54].  

 

Figure 5.1. Free space optical communication in a satellite constellation [13]. 

 

In this chapter, I present a complete analytical model that incorporates both the receiver 

architecture parameters and the statistical distribution of the pointing errors. In particular, a 

mathematical performance model of a direct detection optical receiver is derived to analyze the effect 

of receiver design parameters on the link immunity to the pointing jitters. The presented analytical 

model includes key receiver design parameters, such as detector radius, receiver aperture size, F-

number of the focusing lens system, the beam compression ratio of the telescope, the aberration 

parameter, etc. Both instantaneous and average link performances are analyzed and presented using 

the derived model. As a case study, a CubeSat direct detection optical receiver is being studied. It is 

shown that by optimizing the beam compression ratio and minimizing the optical aberrations of the 

telescope more than three orders of magnitude BER improvement can be realized in a given ISOL. 

Moreover, this study indicates that six orders of magnitude BER improvement are realizable for a 
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given ISOL by designing a receiver system with optimal selection of telescope beam compression 

ratio, F-number of the focusing system, and aberration parameter. Hence, the presented study 

facilitates the selection of the optimum design parameters for the best performance in the presence 

of random pointing errors. 

5.1 Statistical Model of Pointing Jitters and the Effect of Receiver Architecture on Performance 

5.1.1 Model of Pointing Jitters and Receiver Architecture 

The pointing errors depend on the electrical noises in the PAT sensors and the mechanical 

vibrations that couple to optical subsystems. The fundamental expression of the tracking sensor 

noise 𝜎𝜃𝑆 (standard deviation) has been studied before, and it has been expressed in terms of slope 

factor of the transfer function 휁 which is a function of the signal to noise ratio 
𝑆

𝑁
 of the system, 𝜎𝜃𝑆 =

1

√𝜁(𝑆/𝑁)
  [74]. Mechanical vibrations cause to pointing error 𝜎𝜃𝑀 that can be modeled as 𝜎𝜃𝑀

2 =

1

2𝜋
∫𝑆𝜃(𝜔)|1 − 𝐻𝑇(𝜔)|2 𝑑𝜔 where 𝑆𝜃(𝜔) is the power spectral density of the mechanical noise and 

𝐻𝑇(𝜔) is the closed loop transfer function of the spatial tracking loop [75]. The combined effect of 

the electrical noise in PAT sensors and mechanical vibrations creates elevation and azimuth pointing 

angle errors. The Probability Density Function (PDF) of both the elevation pointing error 휃𝐸𝑇 and 

azimuth pointing error 휃𝐴𝑇  has been modeled as normal distribution as 𝑝(휃𝐸𝑇) =
1

√2𝜋𝜎𝐸
2
exp (−

𝜃𝐸𝑇
2

2𝜎𝐸
2) 

and  𝑝(휃𝐴𝑇) =
1

√2𝜋𝜎𝐴
2
exp (−

𝜃𝐴𝑇
2

2𝜎𝐴
2), respectively [15], [24].  Here, 𝜎𝐸

2 and 𝜎𝐴
2  represent the variance of 

the elevation and the azimuth pointing error, respectively. Assuming the distribution of 휃𝐸𝑇 and 휃𝐴𝑇 

are independent, but alike, the PDF of the radial pointing error 휃𝑇 (휃𝑇
2 = 휃𝐸𝑇

2 + 휃𝐴𝑇
2 ) is a Rayleigh 

distribution that can be expressed in terms of the variance of the radial pointing error 𝜎𝑇
2, 𝑝(휃𝑇) =

𝜃𝑇

𝜎𝑇
2 exp (−

𝜃𝑇
2

2𝜎𝑇
2). Due to the radial symmetry, one can assume 𝜎𝑇 = 𝜎𝐴 = 𝜎𝐸  [22]. The pointing jitters 

can affect the communication performance, especially at a large Angle of Incidence (AOI) 휃 as shown 
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in Figure 5.1. The initial communication link between the transmitter and the receiver is usually 

established with the help of Ephemerides data and the advanced PAT system [76]. The transmitter 

and receiver usually achieve a mutual line of sight tracking of each other by body pointing, coarse 

pointing, and fine pointing mechanisms [17], [77]. However, due to the uncertainty of the satellite 

positions and the limited resolution of the PAT systems, 휃  can be significantly large between certain 

satellites in a constellation. For instance, in Figure 5.1, a large AOI 휃 exists between 𝑆1 and 𝑆2 as the 

transmit  beam of 𝑆1 creates a large angle with respect to the receiver normal 𝑛2⃗⃗⃗⃗ .  In contrast, a 

smaller 휃 exists between 𝑆1 and 𝑆3 since the transmit beam of 𝑆1 aligns well with the receiver normal 

of 𝑆3 (𝑛3⃗⃗⃗⃗ ). For effective long-distance data communication, the AOI needs to be smaller than the 

receiver’s Field of View (FOV) 𝜙 i.e. 휃 < 𝜙. The instantaneous AOI at the receiver optical aperture 

can be written as, 휃𝑖 = 휃 + 휃𝑇. For a given 휃, the instantaneous received optical power by the receiver 

aperture 𝑃𝑟𝑐𝑣(휃𝑇) can be estimated from Friis transmission equation [35],  

 
𝑃𝑟𝑐𝑣(휃𝑇) = 𝑃𝑇𝐺𝑇𝐺𝑅𝛼𝑇𝛼𝑅𝐿𝑝 (

𝜆

4𝜋𝑅
)
2

𝐿𝑃𝐽(휃𝑇) (5.1) 

Here, 𝑃𝑇 , 𝐺𝑇 , 𝐺𝑅 , 𝐿𝑃 , 𝜆, 𝑅, 𝛼𝑇 , 𝑎𝑛𝑑 𝛼𝑅 represent average transmit power, transmit antenna gain, 

receiver antenna gain, pointing loss, operating wavelength, communication range, transmitter feeder 

loss, and receiver plumbing loss, respectively. The loss due to random pointing jitter 𝐿𝑃𝐽(휃𝑇) can be 

given by [11], 𝐿𝑃𝐽(휃𝑇) = exp (−𝐺𝑇휃𝑇
2). Assuming 휃 varies much slower than the pointing jitter 휃𝑇, 

the loss related to 휃 is lumped into the pointing loss 𝐿𝑝 in the above-mentioned Eq. (5.1). Hence, the 

instantaneous signal photocurrent 𝑖𝑃𝐷(휃, 휃𝑇 , 𝕊) depends on the receiver architecture that can be 

expressed in terms of the responsivity of the detector 𝑅𝜆, the intrinsic gain of the photodetector 𝐺, 

and the performance degradation factor 𝐾(휃, 휃𝑇 , 𝕊). Here, the performance degradation factor is 

determined by a set of receiver design parameters 𝕊 ={aperture size, detector size, lens focal length, 

etc.}. 
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  𝑖𝑃𝐷(휃, 휃𝑇 , 𝕊) = 𝑅𝜆𝐺𝑃𝑟𝑐𝑣(휃𝑇) ⋅ 𝐾(휃, 휃𝑇 , 𝕊) (5.2) 

The major causes of the performance degradation factor are random beam walk-off at the 

detector plane 휂𝐵𝑂(휃, 휃𝑇 , 𝕊), angle-dependent detector responsivity 휂𝜆(휃, 휃𝑇), reflection due to Anti-

Reflection (AR) coating 휂𝐴𝑅(휃, 휃𝑇), and free space to Focusing Lens (FL) coupling efficiency 

휂𝐶(𝔸)(𝐴 ⊂ 𝕊). Hence, the performance degradation factor can be expressed as 

  𝐾(휃, 휃𝑇 , 𝕊) = 휂𝐵𝑂(휃, 휃𝑇 , 𝕊)휂𝐴𝑅(휃, 휃𝑇) 휂𝜆(휃, 휃𝑇)휂𝐶(𝔸) (5.3) 

In a high-speed free-space communication system, due to the wave-front error of the received 

beam and the aberrations in the optical system, the focal spot size of the received beam is usually 

comparable to the active area of the high-speed detectors. Hence, in the presence of pointing jitter, 

the random beam walk-off at the detector plane becomes a dominant degradation factor. The 

performance degradation factor in the free space direct detection system can therefore be simplified 

and written as 𝐾(휃, 휃𝑇 , 𝕊) ≈ 휂𝐵𝑂(휃, 휃𝑇 , 𝕊)휂𝐶(𝔸). Assuming the photodetector’s radius 𝑟𝑑 is close to 

but larger than the focal spot radius 𝑟𝑓 i.e. 𝑟𝑑 > 𝑟𝑓(𝑑𝐵, 𝑓, 𝜉), the radial displacement of the focal spot 

center from the detector center 𝜌(𝜅휃, 𝜅휃𝑇), angle magnification factor of the receiver telescope 𝜅, and 

휃 < 𝜙, the 𝐾(휃, 휃𝑇 , 𝕊) can be approximated as [13] 

 
𝐾(휃, 휃𝑇 , 𝕊) ≈

0.318휂𝐶(𝔸)

𝑟𝑓(𝑑𝐵, 𝑓, 𝜉)2 (𝑟𝑓(𝑑𝐵, 𝑓, 𝜉)2 cos−1
𝛾2

𝑟𝑓
+ 𝑟𝑑

2 cos−1
𝛾1

𝑟𝑑
− 𝛾1√𝑟𝑑

2 − 𝛾1
2

− 𝛾2√𝑟𝑓(𝑑𝐵, 𝑓, 𝜉)2 − 𝛾2
2) 

(5.4) 

                ≈ 휂𝐶(𝔸) 𝑖𝑓 𝜌(𝜅휃, 𝜅휃𝑇) < 𝑟𝑑 − 𝑟𝑓 

               ≈ 0 𝑖𝑓 𝜌(𝜅휃, 𝜅휃𝑇) > 𝑟𝑑 + 𝑟𝑓    

 

 
𝛾1 =

𝑟𝑑
2 − 𝑟𝑓(𝑑𝐵 , 𝑓, 𝜉)2 + 𝜌(𝜅휃, 𝜅휃𝑇)2

2𝜌(𝜅휃, 𝜅휃𝑇)
  



82 

 

 
𝛾2 =

𝑟𝑓(𝑑𝐵, 𝑓, 𝜉)2 − 𝑟𝑑
2 + 𝜌(𝜅휃, 𝜅휃𝑇)2

2𝜌(𝜅휃, 𝜅휃𝑇)
  

The focal spot radius 𝑟𝑓(𝑑𝐵, 𝑓, 𝜉) can be approximated from the beam diameter 𝑑𝐵, the beam 

mode quality 𝑀, and the focal length of the focusing lens (FL) 𝑓 and is given by 𝑟𝑓(𝑑𝐵, 𝑓, 𝜉) ≈

0.64𝑀2𝜆
𝑓

𝑑𝐵
+ 𝜉 (

𝑑𝐵
3

2𝑓2). The aberration factor b of the lens system depends on the materials of optical 

lenses, the curvature of the lens surfaces, and the receiver lens system design. A detailed Gaussian 

beam propagation simulation or experimental validation is required to approximate 𝜉 for a given 

optical system. For instance, 𝜉 of a singlet plano-convex lens made from N-BK7 glass can be estimated 

by detail optical simulations (in Zemax) as, 𝜉 = 0.1943 + 0.00202𝑑𝐵 − 0.000798𝑓. In this model, the 

numerical values of 𝑑𝐵  (in mm) and 𝑓 (in mm) need to be used to estimate the unit-less parameter 

𝜉. Assuming 휃 is well controlled by the PAT system over the considered time duration to analyze the 

impact of the pointing jitter, the average Signal to Noise Ratio (SNR) 𝑆𝑁𝑅𝑎𝑣𝑔 can be estimated from 

the instantaneous received power, the instantaneous noise power 𝜎𝑁
2(휃, 휃𝑇), and 𝜎𝑇 as  

 
𝑆𝑁𝑅𝑎𝑣𝑔 = 𝑅𝜆

2𝐺2 ∫
𝑝𝑟𝑐𝑣(휃𝑇)2𝐾(휃, 휃𝑇, 𝕊)2

𝜎𝑁
2(휃, 휃𝑇)

⋅
휃𝑇

𝜎𝑇
2 exp (−

휃𝑇
2

2𝜎𝑇
2)

∞

0

𝑑휃𝑇  (5.5) 

Considering a communication system that receives a pulsed light with a duty cycle 𝐷 and an 

extinction ratio 𝑟𝑒𝑥 in a direct detection method, the instantaneous signal current for bits 1 can be 

expressed as 𝑖𝑃𝐷−1(휃, 휃𝑇 , 𝕊) = 𝛾𝑖𝑃𝐷(휃, 휃𝑇 , 𝕊). Similarly, the instantaneous signal current for bits 0 is 

given as 𝑖𝑃𝐷−0(휃, 휃𝑇 , 𝕊) = 𝛾𝑟𝑒𝑥𝑖𝑃𝐷(휃, 휃𝑇 , 𝕊). Here, 𝛾 =
1

𝐷(1−𝑟𝑒𝑥)+𝑟𝑒𝑥
.  The instantaneous noise variances 

𝜎𝑁−1
2  (for 1) and 𝜎𝑁−0

2   (for 0) is a function of signal currents, receiver dark current 𝐼𝑑, excess noise 

factor 𝐹𝐴, and the thermal noise 𝜎𝑇𝐻
2 . The noise variances can be expressed as 

 𝜎𝑁−1
2 (휃, 휃𝑇, 𝕊) = 2𝑞𝐹𝐴(𝑖𝑃𝐷−1(휃, 휃𝑇, 𝕊) + 𝐺2𝐼𝑑)Δυ + 𝜎𝑇𝐻

2  

(5.6) 

 𝜎𝑁−0
2 (휃, 휃𝑇, 𝕊) = 2𝑞𝐹𝐴(𝑖𝑃𝐷−0(휃, 휃𝑇, 𝕊) + 𝐺2𝐼𝑑)Δυ + 𝜎𝑇𝐻

2  

Here, 𝑞 is the elementary charge. Consequently, the instantaneous Gaussian-Q function can be 
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written as 𝑄(휃, 휃𝑇 , 𝕊) =
𝑖𝑃𝐷−1(𝜃,𝜃𝑇,𝕊)−𝑖𝑃𝐷−0(𝜃,𝜃𝑇,𝕊)

𝜎𝑁−1(𝜃,𝜃𝑇,𝕊)+𝜎𝑁−0(𝜃,𝜃𝑇,𝕊)
 [55]. Therefore, for a given 휃 and 𝕊, the 

instantaneous error probability can be calculated from 𝑄(휃, 휃𝑇 , 𝕊)  

 
𝑝𝑒(휃𝑇) ≈

1

2
𝑒𝑟𝑓𝑐 (

𝑄(휃, 휃𝑇, 𝕊)

√2
) (5.7) 

Finally, the system BER can be obtained by averaging the instantaneous Bit Error Probability 

(BEP) 𝑝𝑒(휃𝑇), and can be written as 

 
𝐵𝐸𝑅 = ∫ 𝑝𝑒(휃𝑇)𝑝(휃𝑇)𝑑휃𝑇

∞

0

 (5.8) 

5.1.2 Model of a Sample Direct Detection Receiver 

The general formulation presented in the previous section can be modified according to a 

specific receiver architecture. As an illustration, here, we present the performance estimation model 

of a sample direct detection receiver in a small satellite platform as shown in Figure 5.2 (reprinted 

with permission from [13]© The Optical Society.). 

 

Figure 5.2. Sample direct detection optical receiver. 

The sample receiver has a clear aperture diameter of 𝑑𝑅 and the telescope beam compressor 

reduces the beam diameter to 𝑑𝐵. In long-distance communication, one can assume a plane wave 
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illuminates the entire receiver aperture. Therefore, the beam compression ratio 𝑚𝑇 can be defined 

as 𝑚𝑇
−1 =

𝑑𝐵

𝑑𝑅
 and 𝜅 ≈ 𝑚𝑇 in Eq. (5.4).  The detector diameter and the focal spot diameter are denoted 

as 2𝑟𝑑 and 2𝑟𝐹, respectively. A Beam Sampler (BS) is usually used to sample a fraction beam for the 

Quadrant Detector (QD) to facilitate the pointing and tracking mechanisms [34]. In Figure 5.2, the on-

axis received beam is shown as a solid blue line and the off-axis received beam is shown as a dashed-

orange line. All angles are measured w.r.t. the direction normal to the receiver �⃗� . Besides, 휃𝑇 is the 

instantaneous pointing error and 휃𝑟 is the instantaneous total angular variation of the compressed 

beam. 휃𝑟 can be expressed as 휃𝑟 = 𝑚𝑇(휃 + 휃𝑇). Finally, a Focusing Lens (FL) of diameter 𝑑𝐹𝐿 focuses 

the beam on the detector (D). To simplify the model, we lump the impact of optical aberration in 𝜉. 

Hence, the coupling efficiency is approximated as 휂𝐶(𝔸) = (
𝑚𝑇𝑑𝐹𝐿

𝑑𝑅
)
2

 if 𝑚𝑇𝑑𝐹𝐿 ≤ 𝑑𝑅 , otherwise 휂𝐶 ≈

1.0. 𝔸 = {𝑚𝑇 , 𝑑𝑅 , 𝑑𝐹𝐿}. The radial displacement of the center of the focal spot from the center of the 

detector can be expressed as 𝜌(𝜅휃, 𝜅휃𝑇) ≈ 𝑓𝑚𝑇(휃 + 휃𝑇). Under small-angle approximation, the 

instantaneous performance degradation factor of the sample receiver architecture 𝐾𝑠(휃, 휃𝑇 , 𝕊) is 

derived from Eq. (5.4), and is given by [13] 

 𝐾𝑠(휃, 휃𝑇 , 𝕊) ≈
𝜂𝐶(𝔸)

𝜋
sec−1 (

2𝑓𝑟𝑓𝑚𝑇(𝜃+𝜃𝑇)

−𝑟𝑑
2+𝑟𝑓

2+𝑓2𝑚𝑇
2(𝜃+𝜃𝑇)2

) +

𝜂𝐶(𝔸)

𝜋
(
𝑟𝑑

𝑟𝑓
)
2

sec−1 (
2𝑓𝑟𝑑𝑚𝑇(𝜃+𝜃𝑇)

𝑟𝑑
2−𝑟𝑓

2+𝑓2𝑚𝑇
2(𝜃+𝜃𝑇)2

) −
휃𝑟𝑓휂𝐶(𝔸)

𝜋𝑟𝑓
2 [𝑟𝑑

2 −
(𝑟𝑑

2−𝑟𝑓
2+𝑓2𝑚𝑇

2(𝜃+𝜃𝑇)2)
2

4𝑓2𝑚𝑇
2(휃+휃𝑇)2

]

0.5

  

(5.9) 

              = 휂𝐶(𝔸)  if  𝑓𝑚𝑇(휃 + 휃𝑇) < 𝑟𝑑 − 𝑟𝑓  

              = 0 if  𝑓𝑚𝑇(휃 + 휃𝑇) > 𝑟𝑑 + 𝑟𝑓  

Equation (5.9) reveals the effect of receiver design parameters, 𝕊 = {𝑚𝑇 , 𝑟𝑑 , 𝑑𝑅 , 𝑓, 𝑑𝐹𝐿 , 𝜉} on the 

degradation factor. Depending on the random pointing jitter and the receiver parameters,  𝐾𝑠 can 

vary between 0.0 and 1.0, 0 ≤  𝐾𝑠(휃, 휃𝑇 , 𝕊) ≤  1. Once we estimate the received power on the 

detector, the instantaneous BEP and the BER of the sample receiver can be calculated using Eqs. (5.7) 
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and (5.8), respectively. Generally, in a receiver design 𝑑𝐹𝐿 ≥ 𝑑𝐵 and therefore, we can assume 

휂𝐶(𝔸) ≈ 1.0. Additionally, assuming a Gaussian beam with 𝑀2 ≈ 1.0 and the incorporated FL has an 

F-number of 𝑁, the performance degradation factor expression in Eq. (5.9) can be simplified further 

and given as [13] 

 

 𝐾𝑠(휃𝑇 , 𝑟𝑑 , 𝑑𝑅 , 𝑁,𝑚𝑇 , 𝜉, 𝜏)

≈
1

𝜋
sec−1 (

2𝐴𝐵𝑁𝑑𝑅

𝐵2 + 𝐴2𝑁2𝑑𝑅
2 − 𝑟𝑑

2) 

+
𝑟𝑑

2

𝐵2𝜋 
sec−1 (

2𝐴𝑁𝑑𝑅𝑟𝑑

−𝐵2 + 𝐴2𝑁2𝑑𝑅
2 + 𝑟𝑑

2)   

−
1

𝐵2𝜋
𝐴𝑁𝑑𝑅 [𝑟𝑑

2 −
(−𝐵2 + 𝐴2𝑁2𝑑𝑅

2 + 𝑟𝑑
2)

2

4𝐴2𝑁2𝑑𝑅
2 ]

0.5

 

(5.10) 

                                     ≈ 1  if  𝑁 (
𝜏𝑟𝑑

𝑁
+ 𝑑𝑅휃𝑇) < 𝑟𝑑 − 𝐵   

                                     ≈ 0 if  𝑁 (
𝜏𝑟𝑑

𝑁
+ 𝑑𝑅휃𝑇) > 𝑟𝑑 + 𝐵  

 
𝐴 = 휃𝑇 +

𝜏𝑟𝑑
𝑑𝑅𝑁

 𝑎𝑛𝑑 𝐵 = 0.64𝑁𝜆 +
𝑑𝑅𝜉 

2𝑚𝑇𝑁2
  

Here, 𝜏 is the ratio of the AOI to the receiver’s field of view i.e. 𝜏 =
𝜃

𝜙
. The beam compression ratio 

𝑚𝑇 of the sample receiver architecture as shown in Figure 5.2 is limited by the diffraction-limit focus 

spot size of the aperture lens and the manufacturable optics. The diffraction-limited spot size (airy 

disc radius) after the aperture lens can be calculated from the focal length of the aperture lens 𝑓𝑅, and 

can be given as 𝑟𝑎 =
0.64𝑀2𝜆𝑓𝑅

𝑑𝑅
 . Hence, the realizable compression ratio of the sample telescope can 

be expressed as 𝑚𝑇 ≪ 
𝑑𝑅

2

1.28𝑀2𝜆𝑓𝑅
. 

5.2 Performance Analysis and Simulation Results 

The link parameters and the receiver design parameters are summarized in Table 5.1.  
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Table 5.1 Parameters of the major transceiver components. 

Parameters Symbol Value 

Modulation format  OOK 

Communication distance R 100.0 km 

Transmit power 𝑃𝑇 1.0 W 

Wavelength 𝜆 1550 nm 

Transmitter feeder loss 𝛼𝑇 2.0 dB 

Receiver plumbing loss 𝛼𝑅 2.0 dB 

Link pointing loss 𝐿𝑃 3.0 dB 

Communication bandwidth Δ𝜐 1.0 GHz 

APD gain G 50 

APD responsivity 𝑅𝜆 0.8 

APD noise equivalent power NEP 30.0 𝑝𝑊/√𝐻𝑧  

Average dark current 𝐼𝑑 15.0 nA 

Excess noise factor 𝐹𝐴 2.0 

Detector size (diameter) 2𝑟𝑑 0.2-0.5 mm 

Transmit beam size (diameter) 𝑑𝑇 15.0 mm 

Receiver aperture (diameter) 𝑑𝑅  15.0 mm 

Receiver power (w/o pointing error) 𝑃𝑟𝑐𝑣 -35.77 dBm 

BER (w/o pointing error)  ≈ 2 × 10−11 

 

The considered values for each parameter in this analysis are typically used in the state-of-the-

art systems based on a literature survey and manufacturer specifications[11], [18], [48], [78]. 

Although the considered design parameters are pertinent to CubeSat omnidirectional optical link 

[18], [54], all analyses apply to any satellite optical link with the appropriate design and link 

parameters. 

5.2.1 Instantaneous Performance Degradation Analyses 

Eq. (5.10) reveals the dependence of the instantaneous performance degradation factor  𝐾𝑆 on 

the detector size 𝑟𝑑, the receiver aperture size 𝑑𝑅 , the 𝑁 of the focusing lens, the beam compression 

ratio 𝑚𝑇 , the ratio of the angle of incidence to the FOV 𝜏, and the aggregated aberration factor 𝜉 of 

the lens system. To demonstrate the instantaneous performance degradation, an omnidirectional 
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CubeSat platform [18] is chosen with a 15 mm receiver aperture i.e., 𝑑𝑅 = 15.0 mm and the 

instantaneous pointing error, 휃𝑇 = 0.5 𝜇𝑟𝑎𝑑. As 휃𝑇 ≪ 𝜏𝜙, the effect of instantaneous 휃𝑇 is negligible 

on 𝐾𝑆. However, the distribution of 휃𝑇 significantly affect the average link performance as expected 

from Eqs. (5.5) and (5.8). 

A sample analysis to demonstrate the dependence of  𝐾𝑆 on 𝜏 and 𝑟𝑑 (assuming 𝜉 =  0.15) is 

presented in Figure 5.3(a) and (b) show the performance degradation for 𝑁 = 2.0 and 𝑁 = 3.0, 

respectively. It can be seen from Figure 5.3 (a) that  𝐾𝑆 drops to 0.4 from 0.99 almost linearly within 

a range of 0 ≤ 𝜏 ≤  1 for 𝑟𝑑 = 0.1 𝑚𝑚 and 𝑚𝑇 = 3.0. On the contrary, for 𝑟𝑑 = 0.5 mm and 𝑚𝑇 = 3.0,  

𝐾𝑆 remains stable (close to 1.0) for 𝜏 ≤  0.81. Hence, increasing 𝑟𝑑 improves the receiver tolerance 

to 𝜏 for a given 𝑚𝑇 , as expected. Further improvement of receivers’ tolerance by increasing 𝑚𝑇 is 

evident from Figure 5.3(a). Although the angular variation increases due to the beam compression 

i.e. 휃𝑟 ≈ 𝑚𝑇휃𝑖, the impact of 𝑚𝑇 can be counterbalanced by the focusing lens parameters. The 

resultant beam walk-off at the detector plane is found to be 𝜌 = 휁휃𝑖𝑁𝑑𝑅 where 휁 =
𝑑𝐹𝐿

𝑑𝐵
. Besides, in 

an aberration limited optical receiver, 𝑟𝑓 ∝ 𝑑𝐵
3 ∝ 1/𝑚𝑇

3 . Therefore, for a given aperture size, a smaller 

𝑚𝑇 tends to create a larger focal spot. As a result, the probability of beam clipping at the detector 

increases due to lateral movement of focal spot that reduces the achievable average SNR in the 

presence of pointing jitter. For example, if a beam compressor with 𝑚𝑇 = 5.0 is incorporated then 𝐾𝑆 

is close to 1.0 for 𝜏 ≤ 0.43 for 𝑟𝑑 = 0.1 mm and  𝐾𝑆 gradually decreases to 0.25 when 𝜏 approaches 

1.0 as shown in Figure 5.3(a). 
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Figure 5.3. Effect of 𝜏 and 𝑟𝑑 on 𝐾𝑆 for 𝑚𝑇 ={3, 4}. (a) N=2.0, (b) N=3.0 [13]. 

A higher 𝑁 also helps to make the receiver system less sensitive to pointing errors. For instance, 

it can be seen from Figure 5.3(b) that for 𝑚𝑇 = 3.0, 𝑁 = 3.0, and 𝑟𝑑 = 0.1 𝑚𝑚,  𝐾𝑠 remains close to 

1.0 for 𝜏 ≤  0.57 and then gradually drops to 0.45 when 𝜏 gradually approaches to 1.0. Visually, the 

sensitivity of  𝐾𝑆 on the design parameters can be compared based on the area of the quasi-flat region 

(relatively constant  𝐾𝑆 region) 𝐴𝐹
′  of the plots where  𝐾𝑆 ≥ 0.98. It can be qualitatively realized that   

𝐴𝐹
′  (3, 2) < 𝐴𝐹

′  (5, 2) < 𝐴𝐹
′  (3, 3) < 𝐴𝐹

′  (5, 3). Here, 𝐴𝐹
′  (𝑚𝑇 , 𝑁)  represents the area of the quasi-flat 

region of the plots for the given 𝑚𝑇 and 𝑁 as shown in Figure 5.3. A larger 𝐴𝐹
′  implies higher immunity 

to incident angle errors. Therefore, we can say that among the considered combination of design 

parameters, the receiver system with 𝑚𝑇 = 3.0 and 𝑁 = 2.0 has the lowest immunity to pointing 

jitters, whereas the system with 𝑚𝑇 = 5.0 and 𝑁 = 3.0 demonstrates the highest immunity. 

The effect of 𝜏 and 𝜉 on the instantaneous performance degradation for two different detector 

radiuses, 𝑟𝑑 = {0.1𝑚𝑚, 0.25𝑚𝑚} is presented in Figure 5.4. Figure 5.4(a) shows the impact of 𝜉 and 

𝜏 on  𝐾𝑆 for 𝑚𝑇 = 3.0 and 𝑁 = 3.0. For instance, it can be seen from Figure 5.4(a) that at 𝜉 = 0.15 and 

𝑟𝑑 = 0.25 𝑚𝑚, the factor 𝐾𝑆 is close to 1.0 for 𝜏 ≤ 0.95. In contrast, a 0.1 mm detector shows  𝐾𝑆 ≥

0.98 for 𝜏 ≤ 0.8 at the same aberration, 𝜉 = 0.15. It is also realizable from Figure 5.4(a) that 𝐾𝑆 can 

vary from 1.0 to 0.4 over the range 0.2 < 𝜏 ≤  1.0 based on the receiver parameters 𝑟𝑑 and 𝜉. 
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Evidently, a receiver with larger 𝑟𝑑 is more immune to variation of 𝜏 and 𝜉. The instantaneous 

performance degradation can further be reduced by incorporating a beam compressor with a higher 

𝑚𝑇 as can be realized from Figure 5.4(b). As applied to Figure 5.3, similar visual analyses of the 

receivers’ tolerance to 𝜏 and 𝜉 based on the relatively constant 𝐾𝑆 region is also applicable here. For 

example, it can be seen that 𝐴𝐹(3, 3) < 𝐴𝐹(3, 5) for all detector sizes. Here, 𝐴𝐹(𝑁,𝑚𝑇) represents the 

area of the flat (constant  𝐾𝑆) region. Hence, for a given 𝑁 a system with a higher 𝑚𝑇 demonstrates 

higher immunity to pointing errors due to vibrations. 

 

Figure 5.4. Impact of 𝜏 and 𝑟𝑑 on 𝐾𝑆 for 𝑟𝑑 = {0.1𝑚𝑚, 0.25𝑚𝑚}. (a) 𝑁 = 3.0,𝑚𝑇 = 3.0, (b) 𝑁 = 3.0,𝑚𝑇 = 5.0 [13]. 

. 

In this analysis, 𝜏, the ratio between the incident angle and the FOV, is used to compare the 

performance of different design choices. The receivers’ instantaneous FOV (half angle) can be 

calculated as 𝜙 ≈
𝑟𝑑

𝑁𝜉𝑑𝑅
. Assuming 𝜉 = 1.0, the estimated instantaneous 𝜙 of the receiver designed 

with the parameters given in Table 5.1 is given in Table 5.2. 
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 Table 5.2 Receiver’s instantaneous FOV (half angle).  

𝑟𝑑 (𝑚𝑚) 𝑁 𝜙 (𝑜) 𝑟𝑑 (𝑚𝑚) 𝑁 𝜙 (𝑜) 

0.1 2 0.2 0.1 3 0.13 

0.25 2 0.48 0.25 3 0.32 

0.5 2 0.95 0.5 3 0.64 

5.2.2 Performance of the communication link 

The communication link performance for a given aperture size can be characterized by, a) link 

limited (LL) performance and b) architecture limited (AL) performance. The LL performance is 

calculated from the link budget equation that is restrained by communication distance, transmit 

power, a limited receiver optical aperture, etc. The LL performance assumes an optimum receiver 

design. We calculate the link limited lowest achievable BER of the given link is to be around 10−10 in 

the absence of pointing jitters that is caused by satellite vibration. However, the performance 

degrades due to the unavoidable pointing jitters as given in Eqs. (5.5) and (5.8). The performance 

degradation depends on the architecture of the receiver and therefore, architecture-dependent link 

performance is achieved. The optical architecture of the receiver must be designed carefully to 

ensure the required BER for seamless data communication. The sample receiver performance of the 

satellite link in the presence of pointing jitters for different receiver design parameters is shown in 

Figure 5.5. As shown in Figure 5.5(a) and (b), considering random angular pointing jitters of 

0.25 𝜇𝑟𝑎𝑑 ≤ 𝜎𝑇 ≤ 0.75 𝜇𝑟𝑎𝑑 and 𝜉 = 0.2, the LL BER for the given link 𝐵𝐸𝑅𝐿𝐿 is calculated as 

10−10.7 ≤ 𝐵𝐸𝑅𝐿𝐿 ≤ 10−8. 

Figure 5.5 also shows that the achievable AL BER (calculated from (5.8)) varies notably 

depending on 𝑟𝑑 , 𝑚𝑇 , 𝑁, 𝑎𝑛𝑑 𝜏. Figure 5.5(a) presents the impact of pointing jitter on the achievable 

BER at 𝜏 = 0.5. For instance, the achievable BER varies between about 10−7.5 𝑎𝑛𝑑 10−5.6 when a 0.1 

mm detector, a 5x beam compressor, and a focusing lens of  𝑁 = 2.0 are incorporated in the sample 

receiver architecture (as shown in Figure 5.2). It can be realized that the AL performance can be 
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improved by implementing a receiver with a larger 𝑟𝑑, higher 𝑚𝑇 , and larger 𝑁 (limited by the lens 

design parameters and available volume). 

 

Figure 5.5. BER versus 𝜎𝑇 for different 𝑚𝑇 and 𝑟𝑑. Solid curves correspond to N=2.0, whereas dashed curves 

correspond to N=3.0. a) 𝜏 = 0.5, b) 𝜏 = 0.75 [13]. 

The selection of 𝑟𝑑 depends on the communication bandwidth, wavelength, and noise equivalent 

power (NEP). Frequently, these criteria will limit the options. The bandwidth (BW) of the detector is 

inversely proportional to the detector size, 𝐵𝑊 ∝ 1/𝑟𝑑. Also, in many detectors such as PIN 

photodiodes, 𝑁𝐸𝑃 ∝ 𝑟𝑑 [78], [79]. Even though the NEP of most PIN photodiodes increases with the 

size of the detectors, many communication detectors show the opposite behavior, especially APDs. 

For example, two commercially available InGaAs APDs with a diameter of 0.2 mm and 75𝜇𝑚 have a 

NEP of 0.45 𝑝𝑊/√𝐻𝑧 and 1.1 𝑝𝑊/√𝐻𝑧 , respectively [80]. Similarly, 1.0 mm, 0.5 mm, and 0.2 mm Si 

APDs show 2.5 𝑓𝑊/√𝐻𝑧, 0.09 𝑝𝑊/√𝐻𝑧, and 0.15 𝑝𝑊/√𝐻𝑧, NEP respectively. As a result, the 

performance gap between 0.1 mm and 0.25 mm as shown in Figure 5.5 and Figure 5.6 may decrease 

or increase slightly based on the detector types and integrated bandwidth. We assume almost 

constant NEP for both detectors and the integrated receiver’s bandwidth is fixed at 1.0 GHz by 

electrical filters. This allows us to compare different receiver designs effectively based on the 

pointing error. The LL performance is achievable with certain sets of parameters e.g. {𝑟𝑑 = 0.1,𝑚𝑇 =
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5,𝑁 = 3} and{𝑟𝑑 = 0.25,𝑚𝑇 = 5,𝑁 = 3}. The effect of receiver architecture is more prominent for a 

larger AOI as shown in Figure 5.5(b). For instance, the same receiver architecture (𝑟𝑑 = 0.1𝑚𝑚,𝑚𝑇 =

5, 𝑎𝑛𝑑 𝑁 = 2) shows significantly poor BER, 10−4.6 ≤ 𝐵𝐸𝑅 ≤ 10−3.5 at 𝜏 = 0.75. However, the LL 

performance is still achievable with {𝑟𝑑 = 0.25, 𝑚𝑇 = 3,𝑁 = 3} and {𝑟𝑑 = 0.25,𝑚𝑇 = 5,𝑁 = 3}. 

Consequently, an optimal design parameters set {𝑟𝑑 ,𝑚𝑇 , 𝑁} must be chosen to achieve better link 

performance over a wide variation of 𝜏 in the presence of pointing errors. 

 

 

Figure 5.6. Dependence of BER on 𝜉. a) Effect of different 𝑁 at  𝑚𝑇 = 3.0 , b) effect of different 𝑚𝑇 at 𝑁 = 3.0. 

Alongside the parameter selection, an optimum optical design that reduces the optical 

aberrations is also necessary to improve the performance of the satellite optical links as shown in 

Figure 5.6. Figure 5.6(a) presents the achievable BER for different aberration factor 𝜉, 0.05 ≤ 𝜉≤ 0.2 

at 𝑚𝑇 = 3.0. It can be realized that an optical receiver design with low 𝜉 facilitates stable ISOL even 

at large 𝜏 (e.g. 𝜏 = 0.75) in the presence of pointing error. For example, considering the sample 

receiver architecture as shown in Figure 5.2 that incorporates 𝑚𝑇 = 3.0 and 𝑁 = 2.0, numerical 

analysis shows that about 6 orders of magnitude (≈ 106) BER performance improvement is 

attainable by lowering 𝜉 from 0.2 to 0.05 at low jitter scenario, 𝜎 = 0.3 𝜇𝑟𝑎𝑑. Similarly, in the high 

pointing jitter scenario, 𝜎 = 0.8 𝜇𝑟𝑎𝑑, about 104 times BER performance improvement is achievable 
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by lowering 𝜉 from 0.2 to 0.05 as shown in Figure 5.6(a). Indeed, a low 𝜉 mandates superior optics, 

complex optical design, higher cost, higher mass, and larger volume. Hence, there is an inevitable 

trade-offs among size, weight, cost, and performance. The performance can be improved by 

increasing 𝑁 of the focusing lens while keeping the beam compression ratio unchanged, 𝑚𝑇 = 3.0. 

For example, at 𝜎 = 0.8 𝜇𝑟𝑎𝑑 and 𝜉 = 0.15, the calculated BER are about 1.6 × 10−3 and 8 × 10−6 for 

𝑁 = 2.0 and 𝑁 = 3.0, respectively. Further performance optimization is possible by increasing 𝑚𝑇 as 

shown in Figure 5.6(b). For instance, in the low jitter case (𝜎 = 0.3 𝜇𝑟𝑎𝑑), the achievable BER of a 

receiver that incorporates 𝑁 = 3.0 and 𝜉 = 0.2 can be improved to 2.6 × 10−3 (≈ 10−8.6) from 

1.5 × 10−6 (≈  10−5.8) by increasing 𝑚𝑇 from 3.0 to 5.0. Figure 5.7 presents the performance space 

of the sample receiver architecture with a given beam compression ratio and F-number of the 

focusing lens system while assuming a detector radius of 0.1 mm.  

The solid curves represent the best-case BER for given 𝑚𝑇 and 𝑁, whereas the dashed curves 

present the worst-case performance. Based on the optical design, lens selection, and aberration 

compensations different BER curves are achievable that depend on jitter amplitude 𝜎. However, the 

performance will be bounded by the solid and dashed curves as shown in Figure 5.7. One can realize 

that the receiver’s immunity to vibration jitters and angle of incidence by analyzing the performance 

space. For example, the best case BER of the system that incorporates 𝑚𝑇 = 3.0 and 𝑁 = 2.0 as shown 

in Figure 5.7(a) starts rolling off around 𝜏 = 0.7 and the worst-case performance fails to establish 

error-free communication (considering Forward Error Correction, FEC) when 𝜏 ≥ 0.65. On the 

contrary, it can be seen from Figure 5.7(d) that if the receiver system is designed with 𝑚𝑇 = 5.0 and 

𝑁 = 3.0, the best case BER and the worst-case BER are immune to the variation of 𝜏 and 𝜎 up to 𝜏 ≈

0.9 and 𝜏 ≈ 0.68. A similar analysis of the performance roll-off can be done with Figure 5.7(b) and 

(c). It is evident that 𝐵𝐸𝑅3−2 < 𝐵𝐸𝑅5−2 < 𝐵𝐸𝑅3−3 < 𝐵𝐸𝑅5−3 where 𝐵𝐸𝑅𝑚𝑇−𝑁 denotes the overall 

expected communication performance based on BER for given 𝑚𝑇 and 𝑁 in the presence of pointing 

jitters caused by satellite vibrations. We can notice that a receiver design with a larger 𝑁 (for a given  
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𝑚𝑇) as well as a higher 𝑚𝑇 (for a given 𝑁) is expected to perform better over a wider AOI in the 

presence of jitters as can be seen from Figure 5.7. The above-mentioned analyses assume a 100 km 

communication distance with link parameters given in Table 5.1. An optimum optical receiver can be 

designed for a given satellite platform and communication requirement by analyzing major design 

parameters of the architecture as presented in this dissertation. 

 

Figure 5.7. Performance limit of the sample receiver architecture with a 0.1 mm detector for given 𝑚𝑇 and 𝑁 . a) 𝑚𝑇 =

3.0, N=2.0, b) 𝑚𝑇 = 3.0,𝑁 = 3.0, c) 𝑚𝑇 = 5.0, 𝑁 = 2.0,  d) 𝑚𝑇 = 5.0,𝑁 = 3.0 [13]. 

. 

In summary, in this chapter, an analytical model to estimate the impact of optical receiver design 

parameters on the inter-satellite optical link in the presence of angular pointing jitters is presented. 

As a case study, the effect of receiver design parameters on a direct detection CubeSat receiver is 

presented here. This study points out that a well-engineered optical receiver can have significant 

tolerance to random pointing errors that are originated from the satellite vibration and noise in the 

sensor systems. The analyses carried out here can be the basis for optimum optical receiver design 

to achieve the best ISOL performance. 
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Summary and Discussion 
 

In this dissertation, I have addressed the challenges pertinent to inter-satellite communication 

systems and present a potential omnidirectional communication method. The research focuses on 

the system level optics integration and design rules to achieve omnidirectional optical 

communication in the CubeSat platform. In particular, I present transceiver design optimizations for 

optical communications, collaborative communication strategies between RF and optical for 

maximum reach, and high-speed CubeSat crosslink implementation based on Wavelength Selective 

Optical Transceiver (WSOT) design. Besides, I investigate optical design methodologies, housing 

techniques, component optimizations as well as performance tradeoffs among major COTS optical 

components (e.g. scanning mirrors, collimators, etc.) to address the optical system design challenges.   

In the beginning, a study is presented on the achievable performance of the available wireless 

technologies (RF, mmWave, and optical) to establish an omnidirectional CubeSat crosslink. Since 

each technology possesses its distinct advantages and limitations in the CubeSat platform, a 

comprehensive study of the performance of communication links in terms of design parameters, 

power consumption, data rate, and modulation formats are studied. This study shows that the 

incorporation of the required number of large microwave antennas and phased array antennas to 

achieve omnidirectional communication is tremendously challenging in a resource-limited CubeSat 

platform. As studied in section 2.3, the current CubeSats are not capable to deliver the required high 

power to achieve omnidirectionality in static and PAA based microwave systems, the current 

CubeSats are not capable to deliver the required high power to achieve omnidirectionality in static 

antenna and PAA based microwave systems. In contrast, the optical communication system 

demonstrates the potential to achieve omnidirectional multi-Gb/s data communication due to its low 

total power consumption and the availability of compact (smaller than 15 mm in diameter), high-

speed (in the order of kHz) scanning mirrors. Furthermore, the analyses reveal that although the 

optical communication demonstrates one to two orders of magnitude higher data rate than 
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microwave system up to a crossover distance, the mmWave point-to-point communication system 

(e.g. 60 GHz) has the potential to perform better than the optical system (e.g. 194 THz) in considered 

CubeSat platform. It is shown that there exists a performance crossover between microwave and 

optical communication links due to the tradeoffs among the system design parameters. The 

performance crossovers between microwave and optical communication links are analyzed in detail 

to assess the maximum reach and maximum data rate. The right selection of the communication 

medium in a CubeSat crosslink depends on the application, the integrable antenna size, the available 

power, the desired data rate, and the desired communication range. 

Then, an omnidirectional CubeSat optical crosslink concept is introduced based on Wavelength 

Selective Optical Transceiver (WSOT). The WSOT based optical antenna can achieve a 360𝑜 FOR that 

is capable of one-to-many high-speed data communications. The optical transceiver is designed in 

Zemax and the performance metrics e.g. receiver sensitivity, transceiver power loss, etc., are 

experimentally measured in the lab environment. In the worst-case performance scenario, the 

presented WSOT system possesses better than -65 dB crosstalk and a sensitivity of about - 33 dBm 

and about -29.5 dBm for 200 MHz and 400 MHz signals, respectively. These metrics indicate that with 

a 15 mm transceiver aperture size and 1 W peak bit power, the system attains communication 

distance up to 125 km and 80 km for 400 Mb/s and 800 Mb/s data rates, respectively. Furthermore, 

through careful optics selection, optical design, and mechanical design, it is ensured that five WSOTs 

can be assembled inside a 3 U CubeSat to achieve a full field of regard (360𝑜) to enable 

omnidirectional high-speed optical communication. Further performance improvements are 

possible through incorporating advanced amplifiers, error-correction coding, and large aperture 

optics.   

Subsequently, analytical studies related to the scanning mirror-based beam steering system as 

well as the scanning mirror’s smallest step angle requirement to achieve omnidirectional 

communication is presented in Chapter 4. Besides, I demonstrate the relations and dependencies 
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among scanning mirror’s smallest step angle, laser beam divergence, optics dimensions, 

communication distance, and scanning area filling efficiency, etc. Moreover, a detailed analysis is 

presented on the optimization challenges of the transmit laser beam size considering the interplay 

among beam divergence, beam clipping, and scattering. This chapter also discusses the effect of laser 

peak power, initial beam size, and communication distance on effective communication beam width 

to maintain a long-distance (more than 100 km) communication with SNR ≥ 10 dB at a data rate 

greater than 500 Mb/s. This paper mainly chapter emphasizes transmitter side optimization 

techniques to enable CubeSat omnidirectional optical crosslink.  

Finally, an analytical model to estimate the impact of optical receiver design parameters on the 

inter-satellite optical link in the presence of angular pointing jitters is presented in Chapter 5. As a 

case study, the effect of receiver design parameters is studied based on a direct detection CubeSat 

optical link. The study demonstrates the receiver design techniques that can possess high pointing 

jitter rejection. Our study points out that a well-engineered optical receiver can have significant 

tolerance to random pointing errors that are originated from the satellite vibration and noise in the 

sensor systems.  

The analyses carried out in this dissertation can be the basis for optimum optical 

communication system design to achieve the best omnidirectional ISOL performance. A lot of work 

needs to be done in the future to exploit the vast possibilities of the CubeSat constellation.  Among 

many open issues, fast seamless LEO to ground optical communicator development, extending the 

high efficient solid-state lasers development to increase the communication range, faster scanning 

system development, wide field of view detector design, communication protocol development for 

optical crosslinks to support a massive number of Cubesats, dynamic formation via intelligent links, 

etc. are the major areas that need to be investigated.  The Cubesat swarm can play a vital role in 

achieving small, affordable, and transformative approaches to enable remote sensing systems for 

winds, clouds, topography, photometry, etc. An optical crosslink incorporating small optical 
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transceivers (e.g. WSOT system) can achieve connectivity among multiple small spacecraft and 

therefore, enable full-sky coverage without expensive intermediate ground relay stations. CubeSat 

crosslink enable more automation, constellations could exchange information to maintain precise 

positions without input from the ground. Seamless data transmission to the ground station is also 

attainable through relay nodes given that at least one CubeSat is in the field of view of the ground 

station. A well logically connected small-satellite swarm can perform as an unprecedented massive 

spaceborne remote sensing system. Small-satellites missions have the potential of delivering 

substantial science return, at a portion of the cost of larger flagship counterparts. A high-speed 

omnidirectional optical link will enable data and resource sharing among spacecrafts in the 

constellation. Furthermore, if smallsats can be configured in clusters or swarms, the technological 

and science return could equal or eventually surpass the returns of larger ships.  
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