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ABSTRACT OF THE THESIS

An Experiment in Microtask Crowdsourcing Software Design

By

Consuelo López

Master of Science in Software Engineering

University of California, Irvine, 2016

Professor André van der Hoek, Chair

Microtask crowdsourcing is a form of crowdsourcing in which work is decomposed into a set

of small, self-contained tasks, which each can typically be completed in a matter of minutes.

The approach has been used to address a number of different problems, ranging from labeling

images to planning travel. To date, however, little is known about the potential of microtask

crowdsourcing in software engineering.

This thesis explores microtask crowdsourcing as applied to software design work. We partic-

ularly conducted a large study with Amazon Mechanical Turk workers, who each provided

one or more solution alternatives for a small, partial software design problem. We included

two experimental conditions: (1) user interface design work versus internal code design work,

and (2) workers operating independently versus workers being shown previous designs from

other workers.

We report on various results concerning solution diversity, solution quality, and perceived

task difficulty, across the different experimental conditions. Our primary findings show that:

(1) it is feasible for a crowd to generate a broad range of solution alternatives for a software

design problem, (2) solutions alternatives range all over the quality spectrum, and (3) many

workers perceived the task as difficult.
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1

Introduction

The use of crowdsourcing as an approach to performing diverse kinds of tasks has rapidly

increased in popularity over the last few years [22]. It was Jeff Howe, in 2006, who first

used the term crowdsourcing and defined it as “the act of a company or institution taking

a function once performed by employees and outsourcing it to an undefined (and generally

large) network of people in the form of an open call” [34]. Since then, crowdsourcing has

become an accepted approach for tasks such as translation of video subtitles [3, 26], general

graphical design [1], content moderation [19], and audio transcription [14]. Academia too,

has begun to study crowdsourcing, for instance exploring how to use it for taxonomy creation

[16], itinerary planning [90], language translation [89], or writing [7, 42].

Crowdsourcing is also gaining popularity as a means of supporting software engineering work

(see [58]). To date, various commercial platforms are available to support different software

engineering tasks. Examples of these platforms include, among others, Bugcrowd [12] for

bug bounties, Stack Overflow [73] for expert exchange knowledge, uTest [83] for usability

and system testing, and Topcoder [81] for programming competitions. Beyond practice,

academia has devoted time and effort to the exploration of the application of crowdsourcing

1



to tasks such as requirements gathering (e.g., [11]) or software verification (e.g., [54]).

Different crowdsourcing models exist. Returning to the definition of crowdsourcing by Howe,

several characteristics stand out and help differentiate these models. Particularly, the way

these characteristics play out in practice may vary, for instance, in the form of the open call,

the way a task is broken down, or how workers collaborate. Several canonical models have

emerged, with LaToza and van der Hoek [53] describing some of the crowdsourcing models

that are more prevalent in software engineering, including peer production, competition, and

microtasking.

This thesis contributes to the exploration of microtask crowdsourcing for software engineer-

ing, particularly in the context of software design work. To date, the form of crowdsourcing

that is explored the most in software design is the competition model. This model has shown

promise, not only in software (e.g., Topcoder [81]), but also in other domains such as apparel

design (e.g., [78]), architecture (e.g., [6]), video production (e.g., [80]), and music creation

(e.g., [20]). Despite these successes, the effectiveness of the competition model has been

questioned [75], mainly because of the linear nature of its underlying process: participants

work independently on their tasks and the “aggregation mechanism” is simply to select a

winner [48]. In doing so, the diversity of the crowd and the work it produces is not fully

leveraged in that the effort of the losing contestants is wasted [15, 48]. Some platforms com-

pensate by applying a two-phased approach, enabling borrowing from other designs (e.g.,

[48]), but even then a large amount of futile and unpaid work is performed by individual

workers.

To explore a different approach, we focus in this thesis on microtask crowdsourcing. While

not yet widely explored for software engineering, microtasking has had success when applied

to complex problems [42], showing that it can match the quality of professionals [89]. For

instance, CrowdForge [42], a general purpose framework for accomplishing complex and

interdependent tasks using microtask markets, was used for article writing, obtaining higher

2



quality rates than individually produced articles. Furthermore, microtasks allow the use of

a large and diverse crowd, potentially improving the exploration of the design space at a

reduced cost [33]. Finally, because many more people participate, the loss of individual work

if not selected is less of an issue for the individual, though collectively, of course, there still

is some serious lost of effort. Interestingly, too, is that microtask crowd work, as long as it

represents serious effort, is typically paid regardless of whether or not it is used.

The approach we explore in this thesis builds upon the concept of a morphological chart

[72], a widely used design technique in engineering. A morphological chart, also known as

a concept combination table [24] or a function-means table [23], consists of a set of main

decision points (one per row) and solution alternatives for each decision point (multiple per

row). Solution alternatives are meant to be derived in a structural manner, independent from

the other decision points. For each decision point, its solution alternatives should represent

as much of the space of possible solutions for that decision point only. A full morphological

chart, then, consists of many partial solutions per decision point, from which a designer

builds a complete (or near complete) design by choosing one alternative per decision point

in such a way that the full set is both as compatible and as functional as possible. Figure 1.1

shows an example of a morphological chart for the design of a vegetable collection system

[30].

Examining whether a morphological chart can be adapted to software design work by par-

allelizing its construction through microtasks leads to three questions:

1. Can a crowd identify key decision points? Given a prompt (set of requirements), is it

possible for a crowd to identify the main decision points that, when taken together,

represent the ‘heart of the design problem’ to be solved? Moreover, can the crowd

specify those decision points sufficiently clearly so that they can serve as input into

the next phase?

3



Figure 1.1: Morphological chart for a vegetable collection system.

2. Can a crowd identify solution alternatives? Given a set of decision points, is it possible

for a crowd to generate a diverse set of solution alternatives for each decision point?

Moreover, are at least some of those solution alternatives of a sufficiently high quality

that they actually solve the various partial design problems?

3. Can a crowd assemble a design from the individual solution alternatives? Given a

set of decision points and solution alternatives for each of those decision points, is it

possible for a crowd to select a set of alternatives that together form a complete or

near-complete design?

In this work, we focus on the second question: given a set of specified decision points, can

a crowd of workers generate a diverse set of solution alternatives with at least some set of

those alternatives being of high quality? We chose this question first, because it is here that

we believe the greatest benefit from the crowd may lie, as it is the question that is least

4



easily addressed by a single person, yet most easily parallelized.

To begin to formulate an answer to this question, we conducted four separate experiments

on Amazon Mechanical Turk [4] that together explore two experimental conditions: (1) user

interface (UI) design work versus internal code (IC) design work, and (2) workers operating

independently versus workers being shown previous designs from other workers. In each

experiment, we asked workers to provide solutions for four small, partial design problems,

each representing a decision point in a large design task. To perform their work, crowdworkers

used a special-purpose tool with which they were able to sketch a set of possible solution

alternatives and provide explanatory descriptions for each of these solution alternatives.

We evaluated the resulting diversity, quality, and perceived difficulty for each of the four

experiments. Our primary findings reveal that: (1) it is important for diversity to involve

multiple workers, since individual workers did not create diverse sets of solution alternatives,

(2) quality of the solutions varied considerably, (3) the task is seen as difficult by many

workers. In addition, we observed a variety of additional phenomena upon which we report.

The remainder of the thesis is organized as follows. Chapter 2 presents background mate-

rial on crowdsourcing, crowdsourcing models, crowdsourcing for software engineering, and

crowdsourcing for design broadly speaking. Chapter 3 describes the various elements in-

volved in our experiment design. Chapter 4 outlines the procedure we followed to analyze

the results. Chapter 5 presents the results of our study. Chapter 6 reviews the key find-

ings of our research. Chapter 7 discusses issues that arose throughout the work. Chapter

8 concludes by revisiting our contributions and outlining a number of directions for future

work.
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2

Related Work

2.1 Crowdsourcing

Whereas the term ‘crowdsourcing’ was popularized to describe Internet-based activities [10],

the history of crowdsourcing dates back to more than 300 years ago. The list of the most

famous examples of the use of crowdsourcing includes the Longitude Prize in 1714 (when

the British government offered the public a monetary prize to whoever came up with the

most simple and practical method for the precise determination of a ship’s longitude at

sea), the first publication of the Oxford English Dictionary in 1884 (when 800 volunteers

catalogued words to create the first fascicle), and the design competition for the Sydney

Opera House in 1957 (see [21] for a complete timeline of the crowdsourcing history). Not

in the least because of the rise of digital connectivity in the world, the pace of the use of

crowdsourcing has accelerated over the past few years. Dawson and Bynghall [21] attribute

this acceleration to the influence of factors such as the rise of collaboration tools, the global

awareness of crowdsourcing, the comfort with remote work, and results being produced at

a competitive cost with great efficiency. To date, crowdsourcing is a practice driven by
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Web 2.0 technologies [70], characterized by a customer, or requester, who advertises tasks

on a crowdsourcing platform that are processed by members of the crowd, or crowdworkers,

mostly for a fixed remuneration [39].

Implicit in the idea of crowdsourcing is the ability to create value that transcends individual

contributions, articulating collective insights through structured aggregation [21]. According

to Surowiecki [76], there are four criteria that empower the wisdom of a crowd: diversity of

opinion (each person should have private information even if it is just an eccentric interpreta-

tion of the known facts), independence (people’s opinions are not determined by the opinions

of those around them), decentralization (people are able to specialize and draw upon local

knowledge), and aggregation (some mechanism exists for turning private judgments into a

collective decision). Surowiecki states that, if a group satisfies those conditions, its judgment

is likely to be accurate.

Today, crowdsourcing utilizes advanced Internet technologies to take advantage of the col-

lective knowledge of the community or to exploit the crowd to directly produce goods and

services [69]. Many online platforms are available to perform tasks in a wide variety of do-

mains. For instance, Wordy [85] offers crowdsourced real-time copy-editing and proofreading

services. Another example is CastingWords [14], which provides audio transcription services

through the crowd. Finally, HYVE Crowd [37] is an example of a platform which runs cre-

ative competitions seeking designs for objects, ranging from a car trunk, to a hair product,

to a new individual coffee machine.

The constant increase in fields that adopt crowdsourcing [10, 21, 22, 40, 70] and the suc-

cess of existing crowdsourcing platforms provide initial evidence that crowdsourcing might

offer benefits over traditional ways of working. The research community has reaffirmed and

explained some of these benefits. Beyond many studies describing successful cases of crowd-

sourcing (e.g., [5, 22, 45]), other research seeks to document common lessons learned across

such case studies. Kittur et al. [42], for instance, state that crowdwork has the potential to
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support a flexible workforce and mitigate challenges such as shortages of experts in specific

areas. As another example, Stol and Fitzgerald [75] highlight cost reduction, faster time to

market, higher quality through broad participation and creativity, and open innovation as

benefits of the use of crowdsourcing. Other benefits are described elsewhere (e.g., [21, 33]).

2.2 Crowdsourcing Models

Crowdsourcing is not a single strategy, but concerns an umbrella of approaches [35]. Accord-

ing to Doan et al. [22], any crowdsourcing system should address four main challenges: (1)

how to recruit certain users, (2) what contributions users can make, (3) how to combine user

contributions to solve the target problem, and (4) how to evaluate users and their contri-

butions. There are naturally multiple ways to approach these challenges. Different authors

describe, then, various crowdsourcing models that have emerged as relatively common.

Howe [35] identified, as early as 2008, four models of crowdsourcing. He suggests that,

depending on what is being attempted to be achieved, a requester can select one of the

following: harnessing the collective intelligence or crowd wisdom, using the crowd to sift

through things and vote, using the crowd to create what you want to sell, and tapping into

the crowd’s collective financial resource. He identified these models as different because of

the rather different underlying purpose of each.

Saxton et al. [69] describe a different categorization, one based on the underlying business

model. Their taxonomy includes the intermediary model, the citizen media production

model, the collaborative software development model, the digital goods sales model, the

product design model, the peer-to-peer social financing model, the consumer report model,

the knowledge based building model, and the collaborative science project model.

Dawson and Bynghall [21] offer yet another categorization of crowdsourcing models. They
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identified no fewer than 22 categories, which are clustered into seven types of crowd business

models plus non-profit ventures. The list of categories includes, among others, competition

markets, microtasks, innovation prizes, and innovation markets.

For the purposes of this thesis, we work with the categorization proposed by LaToza and van

der Hoek [53]. They focus on crowdsourcing as models determined by eight characteristics

of how different crowds work together, focusing on the underlying collaborative nature of

crowdsourcing. They describe three main models: peer production (open source development

is a well known example of this model), competitions (TopCoder [81] and 99designs [1]

are examples of platforms embedding this model), and microtasking (typified by Amazon

Mechanical Turk [4]). As this thesis explores the application of microtask crowdsouring to

software engineering, and sofware design in particular, the next section details this model

further.

2.3 Microtask Crowdsourcing

Microtask crowdsourcing envisions a radically different model of work compared to other

crowdsourcing models [22, 49]. Unique is that workers are recruited using an open call and

are assumed to be transient, working on short, self-contained tasks [49, 53]. Frequently,

indeed, a microtask can be completed in a matter of minutes [49, 53]. A solution to a

more complex task is achieved by combining the set of self-contained microtasks through an

aggregation mechanism (e.g., majority voting) [53].

Microtasking offers many potential advantages. Many authors agree on this model’s primary

benefit: its extreme scalability [33, 49, 53, 62]. By dividing tasks into self-contained micro-

tasks, microtask crowdsourcing dramatically increases the potential for parallelism, enabling

the work to be distributed to large crowds and leading to potentially very fast completion of
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large tasks [52, 53]. Additionally, microtasking has been observed to offer benefits such as a

more fluid labor force, fast worker recruitment, and, due to mass participation, the creation

of diverse ideas from the crowd [49, 53].

There are some kinds of work which are naturally more suitable than others to be approached

through microtasking: those that can be easily partitioned, distributed, and worked on. For

instance, the most common use of microtasking involves tasks such as labelling images [84]

or transcribing video [47]. These tasks can easily be broken down into smaller parts, require

minimal context, and can be completed in a matter of seconds. Microtasking as an approach,

however, starts facing more challenges when the complexity of the work increases, as such

work often leads to interdependencies among microtasks that must be carefully orchestrated.

Work has begun to explore the use of microtrask crowdsourcing for tasks that require such

coordination, and the resulting need for knowledge sharing [49], giving rise to the creation

of workflows to coordinate crowdworkers’ work [16, 33, 42, 44, 47, 62].

2.4 Crowdsourcing in Software Engineering

The field of software engineering is also investing effort in exploring the role that crowd-

sourcing can play. Mao et al. [58] tailored the original crowdsourcing definition by Howe to

make it more specific to software engineering: “Crowdsourced Software Engineering is the

act of undertaking any external software engineering tasks by an undefined, potentially large

group of online workers in an open call format”. There are a number of crowdsourcing plat-

forms specifically targeting software engineering work. For instance, TopCoder organizes

competitions for tasks such as algorithm development and software design [81]. Bountify

runs programming competitions, but for small self-contained coding tasks [9]. uTest [83],

99tests [2], Passbrains [64], and Testbirds [77] are examples of several crowdsourcing plat-

forms for software testing. These testing platforms match client’s needs with crowdworkers,
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providing a wide range of testing services, such as functional testing, usability testing, and

performance testing.

The research community has developed various crowdsourcing tools as well, in order to

explore the possibilities of crowdsourcing in addressing more complex software engineering

tasks (see [58] for an exhaustive literature survey up to May 2015). As a few examples, Lim et

al. introduced StakeSource, a tool that uses crowdsourcing to automate stakeholder analysis

[55] (available online at [74]); Tillmann et al. created Code Hunt, a gaming platform for

coding contests to practice programming skills [17, 79]; Xue explored CrowdBlaze, a system

that combines crowdsourced human testing efforts with automatic testing tools to improve

testing coverage for Android apps [87]; and Li et al. developed CrowdMine, a system that,

through gamification, recruits non-expert humans who can assist in the formal verification

process of a piece of code.

Despite all of its potential benefits, the use of microtasks to approach software engineering

work has been barely explored in the last few years, with only a few software engineering

activities that have been approached through microtasks. For instance, for software devel-

opment, CrowdCode [51] and Collabode [28, 29] are two web IDEs that each use a somewhat

different mechanism to break down programming into microtasks, allowing a large crowd

of developers to code various aspects of a program in parallel. For software debugging,

CrowdOracles [65] recruits workers on Amazon Mechanical Turk to check and fix unit test

assertions. For bug fixing, HelpMeOut [32] is a social recommender system that aids the

debugging of error messages by suggesting solutions that peers have applied in the past.

Notably absent in this set of examples is software design, the subject of this thesis.
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2.5 Crowdsourcing and Design

This thesis studies crowdsourcing as it is applied to software design. Compared to other

kinds of crowdsourcing work, design represents a task with significant more complexity. Yet,

today’s the popularity of crowdsourcing as an approach to design should not be surpris-

ing: diversity of thinking leads to creativity [88], a phenomenon long observed by social

science research on creativity and brainstorming [13, 56, 60]. Design work, then, draws on

crowdsourcing benefits such as broad participation and the potential to generate diverse

ideas, stimulating the production of creative and innovative approaches to solve problems

[27, 40, 88].

Outside of software, many commercial platforms show evidence of early success of design

work through crowdsourcing. 99designs [1] excels in running design competitions for graphic

and web design. Tongal [80] (audiovisual content), Slogan Slingers [71] (slogan creation

for advertisement and marketing), Arcbazar [6] (architectural design), and CrowdStudio [20]

(music creation), are just a few of many examples of crowdsourcing platforms running design

contests for different purposes. Design competitions create temporary arenas of exploration

where innovative solutions can emerge at far lower cost than similar efforts in traditional

settings [46], offering a wide range of quality alternatives in a matter of one or a few weeks

[45].

The research community has explored different workflows to enable a crowd to produce high

quality design work as well. Flash Teams [67] is a framework for dynamically assembling

crowdsourced small expert teams, by linking modular tasks in order to build a sequence of

tasks that, together, address more complex work, such as design prototyping and animation.

Crowd vs. Crowd (CvC) [63] is a design crowdsourcing method in which several design teams

made up of designers and assorted crowds compete with each other. Yu and Nickerson [88]

proposed a sketch combination system, in which a large crowd participates in an iterative
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process of design, evaluation, and combination to create a chair for children. In all of these

cases, findings suggest that crowd based design processes may be effective in obtaining quality

design outcomes with high levels of satisfaction for stakeholders.

In addition to generating designs, crowdsourcing has been used to provide feedback and

critique existing designs for further improvement. Several studies have explored different

workflows and platforms for this purpose. For instance, CrowdCrit [57] is a system that

allows designers to receive design critiques from non-expert crowd workers. In several studies

with the tool, it was found that: (1) the quality of crowd critiques approached that of expert

critiques, (2) designers who received crowd feedback perceived that it improved their design

process, and (3) designers were enthusiastic about crowd critiques and used them to change

their design. As another example, Voyant [86] is a system which gives users access to a

non-expert crowd to receive perception-oriented feedback on their designs. The authors

highlighted the utility of the feedback generated by a crowd-based system for users and their

designs.

In software design, crowdsourcing has primarily been used for user interface design. For

instance, Huang et al. [36] propose a crowd-based method for creating mobile UI design

pattern galleries, so designers can explore examples in the wireframing stage of the design

process. As another example, Lasecki et al. [47] present Apparition, a crowdsourcing system

which helps designers to create working interface prototypes in real-time by sketching and

describing its functionality in natural language. As a final example, Nebeling et al. [61]

introduce an approach for the development of web systems, involving crowds in composing

data-driven web interfaces in a plug-and-play manner.

Crowdsourcing for internal software design (e.g. architecture, modules, code) is less explored,

both in practice and in research. TopCoder [81] is one of the few platforms that supports

internal design, through its competitions for general software design. Despite its popularity,

some studies highlight limitations in the process it follows [48, 75]. Particularly, the com-
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petition model presumes a waterfall process, requires clients to be intimately involved, and

evaluates quality only late in the process. LaToza et al. [48] propose some improvements

to the competition model, introducing a recombination phase during which participants had

access to other participants’ designs produced in the first phase. They could therefore borrow

ideas from those other designs to improve their own work. Work quality improved overall,

though the study also offers several input at recommendations to further improve software

design competitions.

What is notable is that, in all of these examples of crowdsourcing software design, microtask

crowdsourcing is notably absent as an approach. Our study aims to begin to fill this gap,

and specifically explores the application of microtask crowdsourcing to software design, both

for user interface design and for internal code design.
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3

Experiment Design

Chapter 1 introduced our overall vision of using a morphological chart [23, 24, 72] to support

microtask crowdsourcing for software design. It also scoped the problem addressed to a

subquestion of the overall vision: Can a crowd identify solution alternatives? To begin

answering this question, we designed the experiment that is detailed in this chapter.

Returning to the morphological chart, remember that what we are trying to achieve is to get

crowdworkers to generate solution alternatives for given decision points. This is, a design

problem needs to first be decomposed into a set of small, partial design decisions that need

to be made in order to tackle the overall problem; we term these design decisions decision

points. Once the decision points have been determined, the challenge is to involve a crowd

to generate solution alternatives for each of the decision points. We mapped decision points

into tasks, with each worker being provided access only to the information for the particular

decision point they are assigned. They do not have access to the whole design problem, nor

to the complete morphological chart.

We conducted four separate experiments on Amazon Mechanical Turk. We posted one

human intelligence task (HIT) per experiment. For any of the four experiments, once a
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Figure 3.1: Stages of the experiment.

worker decided to participate in the HIT, they had to follow a link to our platform, on which

they undertook the sequence of steps illustrated in Figure 3.1.

First, they had to read and ‘sign’ a consent form. Second, they had to provide basic de-

mographic information. Third, they had to qualify for the experiment by passing a test

consisting of five multiple choice questions. Finally, if they passed the test, the worker was

given access to the actual task. After the worker finished providing solution alternatives,

they were asked to complete a questionnaire about their experience, and were provided the

option to give any additional feedback. After that, the worker was provided with a unique

completion code, to be submitted on Amazon Mechanical Turk to facilitate payment.

In the following subsections, we detail each of these steps.

3.1 Experimental Conditions

Our first experimental condition is about the type of task. Naturally, when designing a

piece of software, design takes place at multiple levels, including architecture, user interface,

internal components, classes, algorithms, etc. We decided to make focus on two of those,

namely user interface (UI) design and internal code (IC) design, one being more outwardly

oriented and the other more internally oriented. Each, too, requires different expertise and

the kind of work may be different enough to reveal differences in how the designs are created
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by a crowd.

Our second experimental condition is about the impact of examples on the resulting quality

and diversity. Specifically, we wanted to explore whether the availability of designs made

by others influenced the workers in choosing how to approach their tasks. This is because

previous research [48] reveals that designers often benefit from borrowing ideas from others.

For this reason, we allowed workers in one condition to see designs from other workers and

copy parts or entire sketches from other workers, and workers in the other condition to not

see any examples at all. We of course did not permit the submission of identical solutions.

Each of the four resulting experiments arises from one of the four possible combinations

between the two experimental conditions. The experiments were performed in sequence,

one after the other, starting from UI design without showing other workers’ work (UIplain),

followed by UI design with revealing others’ work (UIexamples), and repeating the same two

conditions for internal code design (ICplain and ICexamples, respectively).

3.2 Participant Recruitment

All participants were recruited via Amazon Mechanical Turk. We considered other platforms

(Topcoder [81] and Upwork [82]), but decided to use Amazon Mechanical Turk because of

its ubiquity. The HIT was posted as an open call, without any stipulated restrictions. We

did not promote the HIT, but rather let workers discover it on their own.

Workers were able to participate only once in our experiment. We set this restriction for

two reasons. First, we wanted to recruit a diverse pool of workers, so to obtain solution

alternatives from many workers instead of receiving many designs created by just few workers.

Second, we wanted to avoid a learning effect in workers.
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Figure 3.2: HIT description for UIplain experiment.

Figure 3.2 shows the HIT description as participants saw it in Amazon Mechanical Turk.

The HIT described the steps, requirements, payment information, and provided a link to

complete the task.

3.3 Experiment Time

Our goal for each of the four experiments was to collect solution alternatives from 80 workers

(20 per each of four decision points). We decided upon this number of participants, because

we were interested in analyzing both quality and diversity of the solution alternatives pro-

duced. To guarantee we would obtain a reasonable sample per decision point, we aimed

for 20 workers per decision point. Because workers could submit from one to five solution

18



alternatives, we would be guaranteed a minimum of 20 solution alternatives and a maximum

of 100. We set a maximum time of one week per experiment, and we decided to post the

task twice within that timeframe. The reason why we opted to post the HIT twice instead

of keeping a single HIT running for seven days is because newer HITs are more likely to

be discovered by workers among the extensive list of tasks available in Amazon Mechanical

Turk.

3.4 Qualification Tests

Workers were eligible to participate in the task only if they passed a qualification test, so

to ensure that each worker actually had some knowledge related to the task (i.e., some UI

design knowledge or some coding knowledge). Workers were included based on their score

on the qualification test. If they answered at least three out of five questions correctly, they

could actually take the HIT and work on the task.

We prepared two different types of qualification tests, both of them following the same

multiple choice format. For the user interface experiments, questions in the qualification

test were about user interface design principles. For the internal code design, experiments

the test consisted of five questions about a Java code snippet. We prepared multiple tests

for each, to be randomly assigned to workers. Appendix B includes all qualification tests

that we used.

3.5 Tasks

To ensure breadth in our experimentation and analysis, and not accidentally bias the experi-

ment, we used four decision points per experiment. Each decision point committed a worker
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to design a different aspect of the same software. Each single HIT, thus, had underneath it

four microtasks, one of which a worker would be randomly assigned to work on. To generate

these tasks, we examined existing (complete) designs that were previously created by profes-

sional software designers for an educational traffic light simulator (see [66] for an extensive

treatment of the design prompt). From these existing designs, we created a list of thirty key

decision points, out of which we selected eight to use: four related to user interface design

and four related to internal code design. Within the user interface decision points, we chose:

map creation, setting of traffic light timings, visualization of the state of the simulation,

and determining the flow of traffic. For the internal code design decision points, we selected

the following: how to represent cars, the algorithm by which cars move, how to internally

represent the road system, and the algorithm by which the traffic lights colors change.

All tasks followed the same structure. Each consisted of a brief description of its goal, four

precise requirements, a couple of hints, and a reminder of the overall goal of the HIT being to

generate solution alternatives. Figure 3.3 shows the task for the ‘representing cars’ decision

point (see Appendix C for all eight decision points).

The task asked a worker to provide at least one and up to five different solution alternatives

for a given decision point. We chose not to ask for just a single solution alternative, because

we were curious whether individual workers would contribute more than one solution alter-

native and, when they did provide multiple solution alternatives, whether those alternatives

were diverse (especially as compared to contributions made by other coworkers).

3.6 CrowdDesign Platform

To complete the HIT, workers had to use our proprietary CrowdDesign platform, which is

shown in Figure 3.4. On the left of the screen (marked with (1)), workers were provided
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Figure 3.3: Task description for ‘representing cars’ decision point.

with all of the instructions necessary to complete the task. In the middle, the platform

provides a set of basic sketching features (2), which allow the worker to produce a sketch

illustrating their solution alternative on an empty canvas on the right (3). Note that the

canvas has two associated text fields: one for the name of the solution alternative, and the

other for a brief explanation of the solution alternative (4). Even though we were expecting

short descriptions, the textual field did not have any limit on the amount workers could

write, enabling workers to provide as much or as little detail as they considered necessary.

Scrolling down reveals four additional canvases and associated textual fields, to be used for

up to four additional solution alternatives (5). Once workers are content with their work or
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Figure 3.4: CrowdDesign platform.

otherwise feel they are done, they use the “Review & Submit” button (6) to submit their

work and access the final survey.

Below the “Review & Submit” button is a “Quit” button. Workers had the option, at any

time, to abandon the task. They could simply close the browser if they decided they no

longer wanted to complete the task. However, by clicking the “Quit” button, they were

redirected to a questionnaire. In this way, we were able to collect information from people

who quit and analyze the reasons a worker had to abandoned the work.

Only for the two experiments where workers had access to their coworkers’ work (UIexamples

and ICexamples), the prototype has an additional section ((7) in Figure 3.4). On scrolling

down in this area, a worker can see other workers’ solution alternatives. This area not only

displays the previous work, but workers could select and copy parts of any example sketch

and include it in any of the five canvas as part of their own solution alternatives. They could
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Figure 3.5: Copy and duplicate features in CrowdDesing platform.

even copy entire sketches. Figure 3.5 shows how a worker can use the copy and duplicate

features. After selecting (part of) the source sketch, the user can select any of the five

available canvases as the destination. If content already existed, the copied content would

be added.

3.7 Questionnaire

After completing the task, workers were asked to complete a survey with four questions (see

Figure 3.6). The first three questions asked them to rate on a one (easy) to seven (difficult)

scale three aspects: ability to complete the entire task, difficulty level of the decision point,

and adequacy of support by the tool. The fourth question was open ended, and asked workers

for any general feedback they might have.

Those workers who decided to click on the “Quit” button to abandon the task were redirected

to a different questionnaire (see Figure 3.7). In this case, we asked only two questions. The

first question asked the worker why they quit the task. We pre-defined four options capturing

23



Figure 3.6: Exit questionnaire.

Figure 3.7: Quit questionnaire.

the most common reasons for a worker to abandon a task (to lower the hurdle of collecting

this information). The second question was an open-ended question, where workers had the

chance to give more detail about the selected reason and provide additional feedback.
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3.8 Review Procedure

We performed the review and payment process after workers submitted their work. To

support the review process, we built a complementary admin tool (shown in Figure 3.8). Its

main interface lists all of the workers who entered the tool, as updated in real time. The

admin tool, for internal access only, serves three main purposes. First, through the main

view, we could monitor the submissions and work distribution. Second, a different view gave

us access to each of the workers’ work in detail, a feature that was used to evaluate and judge

each of the solution alternatives. Last, once we completed judging the work of a worker, the

tool allowed us to keep track of rejections and payments.

For the payment process, we worked with the Amazon Mechanical Turk dashboard. Through

this dashboard we had access to the completion codes submitted by the workers. We verified

in the dashboard that each provided completion code corresponded to a worker’s set of

solutions. Once the set of solutions was identified in our tool, we checked the judgment and

paid the bonuses accordingly. Fake codes were rejected.

Figure 3.8: CrowdDesign admin tool.
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3.9 Compensation

A worker who provided a valid completion code and demonstrated honest effort (i.e., clearly

attempting to address the design problem) was paid $2.00. Additionally, a worker was given

a bonus of $0.50 per valid sketch (i.e., a sketch that meaningfully illustrated the solution

alternative). Further, to encourage workers, we gave an extra $1.00 bonus for each solution

alternative that met at least three out of its four task requirements. Therefore, workers were

able to earn up to $9.50 per task by providing five complete sketches. This compensation is

based on the California minimal wage ($9.00 per hour) and our estimation that completing

five solution alternatives takes approximately an hour (given that these are small, partial

designs, not full designs).
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4

Data Analysis

We performed a variety of analyses on the collected data. The key analysis, of course,

concerned the diversity and quality of the solution alternatives. That is to say, we studied

how many different conceptual approaches can be found within the set created both by the

as attributed to the crowd and to individual workers, and what is the overall quality of these

designs. However, we performed additional analyses, which helped us in understanding how

the crowd operated during the experiment and where the main difficulties for workers lied.

Bellow we detail how we approached each of our analyses.

4.1 Diversity

First and foremost, we were interested in whether a crowd can generate a diverse set of

decision points for a given solution alternative. To assess whether the solution alternatives

are diverse, we applied affinity diagramming [31] to sort and group the solution alternatives

within each of the decision points. For this purpose, we first printed all of the solutions

for each of the decision points of the four experiments. We partitioned the activity in
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Figure 4.1: Affinity diagrams constructed during data analysis.

two, starting with the designs generated during both UI design experiments (UIplain and

UIexamples), and repeating the same procedure with the solutions generated during the

IC design experiments (ICplain and ICexamples). Six researchers (including the author of

this thesis) engaged in this activity, which consisted of iteratively clustering designs that

addressed the problem using a similar approach (again, per decision point), which then gave

rise to general and overarching categories. Figure 4.1 shows affinity diagrams constructed

during the analysis of the solution alternatives produced during UIplain and UIexamples.

The principal characteristic of affinity diagramming is that, instead of grouping notes in

predefined categories, the work is done from the bottom up, where categories emerge from the

designs themselves. For example, “Click and drag”, “Nodes”, and “Blocks” were categories

that emerged for the ‘creating maps’ decision point during the UI experiments.

The more categories were found for a decision point, the more diverse the set of solution

alternatives. We both examined the diversity of the full set of solution alternatives and the

diversity within each individual worker’s contributions.

4.2 Quality

Second, we were interested in the quality of the solution alternatives. Diversity is important,

but if none of the solution alternatives are of high (or even just reasonable) quality, then

our approach is not an appropriate way of designing software. To determine the quality

of the set of solution alternatives, each solution alternative was independently assessed by
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an expert panel. We formed two panels, the first one to evaluate the solution alternatives

generated during the UIplain and UIexamples experiments, and the second one to assess

solution alternatives produced during the ICplain and ICexamples experiments. Each of

the panels was composed of three researchers, in addition to the author of this thesis. All

assessors had a background in design and were extensively familiar with the traffic simulator

design problem.

Each solution alternative was rated on a one (poor) to seven (excellent) scale in three crite-

ria: understandability, feasibility, and usability for UI design tasks, and understandability,

feasibility, and elegance for IC design tasks. An overall score was calculated by averaging

across the three criteria.

In addition, the panel assessed the completeness of each of the solution alternatives by

tallying how many of the four requirements of the relevant decision point were met. We

considered a requirement met if at least three out of four assessors declared it was met.

The process to evaluate the solution alternatives was the following. Each rater had access to

all solution alternatives they needed to rate, organized in buckets per decision point. Each of

the buckets contained solution alternatives from the two experiments under analysis, mixed

in a random order without any identification of the experimental condition or worker. That

is, all the solutions generated during UIplan and UIexamples were mixed, and the same for

the solution alternatives produced during the IC experiments. In order to ensure inter-rater

reliability, each of the panels had an initial meeting. During these meetings, we randomly

selected five solution alternatives for each decision point. Each of the raters gave a separate

score for each of the criteria, depending on the kind of task under evaluation (understandabil-

ity, feasibility, and usability for UI solution alternatives, versus understandability, feasibility,

and elegance for IC solution alternatives). During the same assessment, raters had to indi-

cate for each of the requirements in the task, if it was met by the solution alternative under

evaluation. We disclosed the scores after individually going through the five designs, and
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discussed disagreements among raters. The remaining solutions were scored individually and

reported to the research team at the end.

As a result of the evaluation, each solution alternative was judged with a quality score

(numeric value from one to seven) and a completeness score (numeric value from zero to

four).

4.3 Difficulty

Third, we were interested in how difficult the workers found the HIT to be. For this, we

looked at the reasons they provided for quitting (if they chose not to complete the HIT and

simply exited our tool), examined the scores workers provided to the numerical questions

on the questionnaire, and, once again, performed affinity diagramming on the open-ended

feedback question to identify possible common themes in the responses. For example, “Did

not understand the task” and “Did not have time to complete the task” were categories we

identified during this analysis.

Second, we repeated the same procedure for workers who completed their tasks, examining

both the textual feedback and numerical scores workers provided at the end of the task. In

this case, “Problems with the tool” and “Task improvement suggestion” are examples of

some of the categories that emerged from the analysis of workers’ responses.

4.4 Collaboration

Fourth, we were interested in the degree to which workers borrowed ideas from previous

participants and how the exposure to solution alternatives produced by coworkers impacted

quality and diversity. We performed two different analyses. The first one looked at the use
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Figure 4.2: Example of the use of ‘duplicate’ feature.
The top solution alternative is the source design. The bottom solution is the design from a

second worker who copied and improved their coworkers solution alternative.

of the copy and duplicate functions. The second analyzed the distance between appearances

of solution alternatives that belong to the same category.

In our first analysis, we employed a conservative approach in order to examine whether copy

and duplicate actually happened. Figure 4.2 illustrates an example of how a worker made

use of the ‘duplicate’ function to choose a design that they then improved.

First, we identified workers, such as the one in the example, who used the copy or duplicate

31



features, and paired their solution alternatives with the source solution. Through our admin

tool, we were able to track these instances because our platform logs all of these actions).

We then looked at the quality score and requirements met for each of the solutions (both

source and destination) and compared the values.

We also analyzed other aspects, such as, for instance, the average score of the source solution

alternatives to see whether workers were able to identify the good designs among all of the

available solution alternatives. As another example, we also calculated the distance between

source and destination solutions, in order to understand how much research do workers do

when looking for solution alternatives from which to copy.

Our second analysis looked at the entire set of solution alternatives generated during the

UIexamples and ICexamples experiments. We were interested in, independently of the ex-

plicit use of the ‘copy’ or ‘duplicate’ feature, the degree to which previous work influenced

the generation of solution alternatives. We used as input of this second analysis the analysis

that looked at the diversity generated by individual workers. In this case we inspected,

for each of the categories identified for a certain decision point, the distance (in number of

workers) between a solution within that category and the next appearance. In doing this for

each experimental condition, we sought to find possible patterns in workers behaviours.
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5

Results

This chapter presents the results of each of the four experiments we performed on Amazon

Mechanical Turk. The first section describes general results across the four experiments.

After that, we unwrap each of the experiments, starting with UIplain, followed by ICplain,

and ending with the two experiments in which we revealed other workers’ work (UIexamples

and ICexamples). Last, we present additional analyses regarding demographics, results of

qualification tests, and an analysis about the ‘top designs’ for each of the four experiments.

5.1 General Results

Table 5.1 shows the participation across the four experiments. Despite the fact that between

19% and 27% of the participants did not continue after signing the consent form, for all of

the experiments the largest drop is in the qualification test (49% to 60%). An additional

small drop took place with workers who passed the test but did not enter into the tool (1.25%

drop on average). Between 72 and 94 workers eventually submitted their work. From these

workers, some did not submit any work of honest effort (again, work that clearly attempts
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Table 5.1: Number of workers at each step of the experiment.

Figure 5.1: Example of a solution alternative which did not show honest effort.
The worker provided this solution for experiment ICplain, for the ‘moving

cars’ decision point.

to address the given design problem), meaning we rejected their work. An example of such a

rejected solution alternative is shown in Figure 5.1. The final row of the table, then, shows

the number of workers whose work we accepted, because they created at least one viable

solution alternative.

Participants whose work was accepted had different backgrounds. Table 5.2 shows the de-

mographics across the four experiments. We provided the following options to workers:

Undergraduate Student, Graduate Student, Professional Developer, Professional UI/UX de-
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Table 5.2: Demographics.

signer, and Hobbyist. If any worker did not feel represented by these options, they could

select “Other” and detail their experience. Some of the most frequent examples of what

workers indicated in this field are professor (22 along the four experiments), system admin-

istrator (17), software tester (10), business analyst (9), and researcher (7). In most of the

experiments, the majority of our participants were hobbyists. The exception is experiment

ICexamples, for which 39% of the participants were self-declared professional developers.

There was also remarkable participation of professional developers and designers in the three

remaining experiments (25%, 18%, and 30%, respectively) and a notable difference in soft-

ware developer participation between the UI design tasks and the IC design tasks (higher in

IC design). Of note is, too, that we hoped for more UI professionals to participate.

Each UI experiment lasted seven days, during which 181 and 187 solution alternatives were

collected, respectively. The IC experiments lasted 11 days and 14 days, respectively, during

which 158 and 115 solution alternatives were collected. On average, each worker provided

two-and-a-half solutions for the UI tasks and two solutions for the IC tasks. Tables 5.3

and 5.4 show the distribution of how many accepted solution alternatives were produced by

how many workers during each experiment. We note that the majority of workers produced

one or two accepted solution alternatives. A good number (around 32% per experiment) of

workers provided three or more solution alternatives. This is not true for the last experi-

ment (ICexamples), where only 10 (15%) workers submitted two or more accepted solution

alternatives.
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Table 5.3: Number of solution alternatives submitted per decision point (UI design).

Table 5.4: Number of solution alternatives submitted per decision point (IC design).

Each worker took, on average, six minutes for each provided solution for the UI experiments

and five minutes for the IC experiments. Despite the average being only five to six minutes,

a few workers spent between 30 and 45 minutes solving the task.

The kind of work each worker produced varied from worker to worker. Some workers chose

to draw a very simple sketch and provide a very long and detailed textual description (see

Figure 5.2 (A)). Others opted for sketching a very detailed mockup or diagram together with

minimal text (see Figure 5.2 (B)). Yet others were more balanced.

Within the UI design experiments, we mainly found drawings with UI elements such as

buttons, panels, and radio buttons. Some workers drew just elements necessary to describe

their solutions, whereas some others provided an entire depiction of what the screen would

look like. In the case of the IC experiments, workers chose to express their solutions through

class diagrams, flow diagrams, pseudocode, state machines, other informal notations, and

combinations thereof (see Figures 5.3 (A) and 5.3 (B)).
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Figure 5.2: Designs submitted by workers for UI design task.
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Figure 5.3: Designs submitted by workers for IC design task.
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5.2 User Interface Design Without Examples (UIplain)

5.2.1 Diversity

Table 5.5 presents the results of a first analysis with respect to diversity. Each decision point

had at least ten categories of conceptually different solution alternatives, which is an impor-

tant result as it shows that the primary benefit of competitions (generating alternatives) can

be preserved in a microtask setting.

Table 5.5: Number of resulting categories per decision point for UIplain experiment.

Our second analysis looked at diversity of the solution alternatives per worker, per decision

point. Figure 5.4 shows the result for the ‘creating maps’ decision point. Each of the

rows represents a worker, with the name and color of each cell (up to five) illustrating the

category of the corresponding solution alternative. For instance, worker pMB5 submitted

five solution alternatives, with three of them belonging to the same conceptual approach –

creating the map in a “Pencil-Like (Draw)” manner. Most, though not all, of the workers who

submitted multiple solution alternatives ended up submitting a homogeneous set. Workers

pMB2, pMB11, and pMB21 are exceptions, with especially worker pMB2 submitting four

conceptually very different solution alternatives. This confirms that it is important for

diversity to involve multiple workers.

At the same time, Figure 5.5 brings up the question if asking for fewer alternative solutions

per worker might lead to the same result in terms of overall diversity. A careful examination

of Figure 5.4, however, reveals that pMB6 introduces a unique new category with solution
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Figure 5.4: Diversity per worker for ‘creating maps’ design (UIplain).

Figure 5.5: Cumulative number of unique categories provided by workers
for ‘creating maps’ design (UIplain).

alternative 3 and pMB2 another new category with solution alternative 4. Repeating the

analysis for all decision points, to retain the same number of categories, a minimum of 4, 5,

3, and 4 solution alternatives per worker is needed, respectively. These results suggest that,

in addition to involve multiple workers, there is some value in asking individual workers for

multiple solution alternatives. Diversity also benefits from some key workers who provide

multiple conceptual approaches when contributing with more than one solution alternative.
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We also wondered if fewer workers could provide the same diversity as the overall set. Ex-

amining Figure 5.5, which shows how many unique categories were identified at each point

in time, it can be observed that worker pMB9 is the last worker to introduce a completely

new approach to solve the ‘creating maps’ design problem. Repeating this analysis across

all decision points, to get the same number of categories, a minimum of 9, 19, 11, and 21

workers is needed, respectively. We can observe that, on one hand, there are two decision

points that saturate with around 10 workers, and, on the other hand, two other decision

points which saturate much later, requiring on the order of 20 workers. This represents a

significant difference, and possibly explained by the nature of each of the problems stated in

each of the decision points. Perhaps it is more easily to think of different solution alternatives

for some kinds of decision points than others.

5.2.2 Quality

Table 5.6 presents the results of our first analysis examining the quality of the work. For

each decision point, we counted the number of solution alternatives that score across the

range of 0–1 (lowest quality) to 6–7 (highest quality), as well as the totals and averages. It

is readily observed that work of the highest quality is relatively absent, though 39 solution

alternatives were rated 4–5 and 18 were rated 5–6, indicating an overall good quality for

those solution alternatives.

Table 5.6: Quality of solution alternatives (UIplain).
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Table 5.7, however, tells a somewhat different story. It shows a count of the number of

requirements met, as decided by the same assessors. The majority of solution alternatives

(71) met three of the requirements and another 25 met all four of the requirements.

Table 5.7: Number of requirements met (UIplain).

We crossed both results (quality score and requirements met) to analyze the proportion of

results that combine good quality and completeness. A careful examination of Table 5.8

shows us that 55 solution alternatives are located in the bottom right of the table (shaded

area, which represents 30.4% of the total number of solutions). Overall, we are encouraged

by this result, even though it is clear (and not unexpected) that what might be considered

‘wasted effort’ exists. Having a great number of solution alternatives within the group of the

‘top designs’ suggests that the crowd did achieve the creation of a solid basis for next steps

in the work with the morphological chart.

A second reason why we are encouraged harkens back to the issue of diversity: many of

the ‘meeting two requirements’ solution alternatives fall in different categories and, as such,

Table 5.8: Crosstabulation of quality scores and requirements met.
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Figure 5.6: Example of a top solution provided for ‘setting timing of traffic lights’ decision
point (UIplain).

represent out-of-the-box solutions that may well be useful to the designer of a system, or

that could serve as a basis for improved solution alternatives, with an extra step of iteration.

A third reason is that some of the 5-6 and 6-7 solution alternatives are quite exceptional in

describing complete and innovative solutions. For instance, consider the solution in Figure

5.6. It scored 6.75 as quality, and it meets all four of the requirements. It is especially

useful, because it is a very clear and understandable solution alternative, provides a very

simple mechanism for users to set traffic light timings, considers error information, and the

approach the worker is using is very appropriate for the particular problem.

We looked at the correlation between score and time spent on a solution alternative. We

found that there was a moderate positive correlation between these two variables (r=0.26,

p<0.001). We also looked at sketch complexity (approximated by the number of strokes in the

sketch area), relating this variable with the quality scores given. We found a stronger, but still

moderate relationship between sketch complexity and quality scores (r=0.435, p<0.0001).

Finally, we examined the description length (measured in amount of characters used in the

description text field to explain the solution). Again, there is a moderate correlation between

description length and solution quality (r=0.353, p<0.0001). These results suggest that there
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is high variability between solutions, and not a ‘rule’ we can apply to automatically filter and

detect good results. This is in line with what we already highlighted: some workers choose

to be more visual, others more textual. Workers of each nature appear to be providing high

quality solution alternatives.

5.2.3 Difficulty

Most of the 282 workers who passed the qualification test and entered the tool to begin

their UI design task either did not finish the HIT (68.8%) or had all of their results rejected

(3.5%). Of those who quit, many left the tool without leaving any feedback. Of those who

did provide feedback, however, many expressed that the task was not clear or too hard.

One of the workers commented: “I did not realize how much programming knowledge was

actually required to complete this HIT. I don’t have any clue what to put in the sketch

boxes.” Another asked for more information or examples: “I have no idea what this task is

asking me to do. An example would have been helpful.”

Numerically, workers rated their ability to complete the entire task at an overall difficulty

level of 5.17 (out of 7), difficulty level of the decision point at 4.72 (out of 7), and adequacy

of support by the tool at 4.94 (out of 7). Overall, these numbers corroborate that the HIT

was not easy, but also that our tool could use improvement (which the written feedback

also highlighted). These improvements mostly refer to features of the sketching tool, such as

straight lines, arrows, and availability to fill objects. Yet, quite a few workers also commented

on having fun, and finding our HIT to be intriguing among the often monotone HITs of

Amazon Mechanical Turk.

44



5.3 Internal Code Design Without Examples (ICplain)

5.3.1 Diversity

Table 5.9 presents the results of a first analysis with respect to diversity for the ICexamples

tasks. Again, as in UIplain, each decision point had at least ten categories of conceptually

different solution alternatives and a maximum of 14 different categories.

Table 5.9: Number of resulting categories per decision point for ICplain experiment.

These similarities of the results of UIplain and across ICplain, both in terms of decision points

and in terms of experiments, hints that diversity saturates after a while. Despite having a

different number of collected solution alternatives for each of the decision points, the number

of categories remain relatively constant: between 10 and 14 categories. It seems to indicate

that more solution alternatives does not guarantee an increment in diversity. This could be

illustrated with the example of the ‘moving cars’ decision point. Despite being the decision

point with the greatest number of solution alternatives (47) for the ICplain experiment, it

is not the decision point with the best diversity (10 categories).

We examined the diversity in the categories of the solution alternatives each worker provided.

Figure 5.7 shows the result for the ‘moving cars’ decision point for the ICplain experiment.

Each of the rows represents a worker, with the name and color of each cell (up to five)

illustrating the category of the corresponding solution alternative. Most but not all of the

workers who submitted more than one solution ended up submitting variants of the same

solution that were conceptually still very similar. Some exceptions exist. For instance, worker

pDR2 submitted three conceptually different solutions. Similar to UIplain, this confirms that
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Figure 5.7: Diversity per worker for ‘moving cars’ design (ICplain).

is important to involve multiple workers in the creation of alternatives.

We also looked at whether fewer solutions per worker could be sufficient to generate the same

level of diversity. In the case of the ‘moving cars’ decision point, asking for two solution

alternatives per worker would have been sufficient to generate ten categories. Across all

decision points, to get the same number of categories, we need a minimum of two, two, two

and four, respectively, which suggests that fewer solution alternatives per worker appear to

be sufficient for this kind of design as compared to UI design. Perhaps it is possible to more

easily think of alternative data structures, algorithms, or internal representations.

Examining Figure 5.8, which shows how many unique categories were identified at each point

in time, it can be observed that worker pDR8 is the last worker to introduce a completely

new approach to address the ‘moving cars’ design problem.

Across all decision points, to get the same number of categories, a minimum of 13, 8, 18, and

16 workers is needed, respectively. Compared to UIplain, less workers are needed to achieve

the same diversity. At the same time, while for UIplain we identified two groups of decision

points (one group needing about 10 workers, and the second one around 20 workers), the

values in ICplain are more spread out in range.
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Figure 5.8: Cumulative number of unique categories provided by workers
for ‘moving cars’ design (ICplain).

5.3.2 Quality

Table 5.10 presents the results of our first analysis examining the quality of the submitted

work for the ICplain experiment. The absence of work of the highest quality is more pro-

nounced compared to UIplain, though 41 alternative solutions were rated 4-5 and 11 were

rated 5-6, indicating that an overall good level of quality is present. Using the independent

samples t-test, we did not find any significant difference in overall quality between UIplain

and ICplain (p<0.58).

Table 5.11 shows a count of the number of requirements met, as decided by the same assessors

Table 5.10: Quality of solution alternatives (ICplain).
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Table 5.11: Number of requirements met (ICplain).

who rated the quality of the ICplain solution alternatives. Even though there is a high

number of solutions that address either three (35) or four (28) of the requirements, the

majority of solution alternatives (46) did not meet any of the four requirements. Compared

to the distribution in UIplain solution alternatives, the difference in requirements met is

significant (p<0.008): on average, the solution alternatives of the workers who participated

in ICplain met fewer requirements. The main difference lies in the increment of workers

not meeting any of the four requirements, meaning that workers did not address the design

problem presented in the task. This result could suggest that the overall goal of each of

the tasks in the ICplain experiment is harder or more complex, as compared to the tasks in

UIplain. It seems that an understanding threshold exists for understanding IC design tasks,

which is higher than the one for UI design tasks.

We plot the intersection of quality scores and requirements met in Table 5.12, with 25.3%

of the solution alternatives scoring three or higher and meeting three or more requirements,

at the same time. This is a lower percentage than UIplain. However, this difference is not

statistically significant (p<0.30).

Different from UIplain, where there was a moderate positive correlation between time spent

and quality score, there was no significant relationship between time spent and quality score

for ICplain (r=-0.16, p<0.063). Contrary to the results found for UIplain, we found low

strength but a statistically significant negative correlation between the sketch complexity

(approximated by the number of strokes in the sketch area) and quality score (r=-0.283,
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Table 5.12: Crosstabulation of quality scores and requirements met (ICplain).

p<0.001), and low strength but a statistically significant positive correlation between de-

scription length (measured in amount of characters used in the description text field to

explain the solution) and quality score. Results suggest, once again, that there is high vari-

ability between solutions, and that here is no ‘rule’ we could apply to automatically filter and

detect good results. However, contrary to UIplain, there seems to exist a, still weak, indica-

tion that text is more important over graphics to produce a high quality solution alternative

for IC design tasks.

5.3.3 Difficulty

Out of the 125 workers who did not finish the task, 35 left feedback expressing the reason.

Once again, the most popular reason for quitting was the task’s lack of clearness. One of

the workers said “[...] I find I’m at a loss with how to move forward at this time. I suppose

that’s the exact problem you’re trying to tackle, just wish I had some inclination where to

start”. We also observed in the written feedback that workers found the HIT was more time

consuming than the average task they can find on Amazon Mechanical Turk: “I started this

task too late at night and I don’t think I have enough time to do it right.”

Workers who finished the task and submitted accepted work rated their ability to complete

the entire task at a difficulty level of 4.80 (out of 7), difficulty level of the decision point at
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4.65 (out of 7), and adequacy of support by the tool at 4.32 (out of 7). Overall these numbers

again indicate that the HIT was not easy, but that this kind of task was perceived as slightly

less difficult than task of UIplain (ability to complete the entire task p<0.04; difficulty level

of the decision point p<0.11; adequacy of support by the tool p<0.07).

Once more, we found a few workers commenting on having fun: “Overall it was a fun

challenge for me and if the intent was to leave things open for interpretation for more

brainstorming, then it did a good job”.

5.4 Influence of Examples (UIexamples and ICexam-

ples)

5.4.1 Diversity

We repeated all of the previous analysis for the two experiments in which we revealed other

workers’ work as examples. Tables 5.13 and 5.14 show the total number of categories and

the number of unique categories identified in each decision point, for each of the four experi-

ments. Looking first at the total number of categories, we observe a reduction in the number

of categories, for all eight decision points, with the exception of the ICexamples for ‘repre-

senting cars’ decision point. This suggests that the exposition to examples negatively affects

the diversity, as workers who are exposed to examples create less diverse sets of solution

alternatives than workers working on their own.

Even though the crowd produced a less diverse set when exposed to examples, we noticed

that most of the categories overlap with categories identified in the previous experiments,

with some categories even being unique. There are two interesting observations out of

these results. First we note that, even though in the second experiment we recruited new
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Table 5.13: Number of resulting categories per decision point (UIexamples).

Table 5.14: Number of resulting categories per decision point (ICexamples).

workers and they did not have access to solution alternatives from UIplain and ICplain

respectively, the same conceptual approaches emerged. Therefore, results are line with what

we already highlighted: solution alternatives for decision points saturate. However, still, new

conceptual approaches are provided by the second group of workers, but not as many as in

the respectively experiment without examples.

Replicating the second analysis for diversity, we are not only able to see the diversity pro-

duced by each individual worker, but also how each worker influences the approach of the

work of the workers that follow them. Figure 5.9 and Figure 5.10 show the diversity for the

‘creating maps’ (UI) and ‘moving cars’ (IC) decision points, respectively. It is interesting

to see how in Figure 5.4 the ‘map only’ approach repeats worker after worker, until eMB7

introduces new approaches, after which these influence the approaches taken by the next

workers.

Figures 5.11 and 5.12 reinforce the observation by showing how, in general, worker n much

more frequently repeats a past approach to solve the task. In these figures, the number in

the worker ID indicates the order in which workers submitted their solution alternatives (i.e.,

MB1 represents the first worker in submitting their worker for the ‘creating maps’ decision

51



Figure 5.9: Diversity per worker for ‘creating maps’ decision point (UIexamples).

Figure 5.10: Diversity per worker for ‘moving cars’ decision point (ICexamples).

point, MB2 the second, and so on). In UI examples, worker MB7 is the one who introduces

the new approaches, and that is when the set started to become more diverse. In the case

of Figure 5.12, the first three workers provided solution alternatives representing unique

categories, but not until worker DR9 is another new category introduced. In both charts we
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Figure 5.11: Cumulative number of unique categories created by workers for ‘creating
maps’ design (UIexamples).

Figure 5.12: Cumulative number of unique categories created by workers for ‘moving cars’
design (ICexamples).

observe long flat lines, which indicates workers do not innovate in how to solve the problem,

but create variations of the same approach. Saturation, too, took place much later. The

pattern exists for the other decision points as well (see Appendix E).
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5.4.2 Quality

Tables 5.15 (top) and 5.15 (bottom) show the quality scores for the solution alternatives

collected during the experiments in which we revealed examples. In the case of UI design,

there is a prominent increase in the number of low quality solutions (scores 0-1 and 1-2),

resulting in a reduction of the average quality by 0.9 points. This difference is statistically

significant (p<0.0001).

Looking at the ICexamples results we observe the opposite effect. The average quality

increased by 0.3 points and the number of low quality solutions (those solutions which

scored either 0-1 or 1-2) reduced from 27% of the total of solutions to 20% of the solutions.

However, these results are not statistically significant (p<0.07).

We looked at the data from various angles trying to answer the question as to why results

from the two experiments were so dissimilar. One particularly interesting answer emerged

when looking at just the first ten solution alternatives produced for each decision point. In

the case of UIexamples, the average quality of the first 10 solutions for each decision point is

Table 5.15: Quality of solution alternatives for UIexamples (top) and ICexamples (bottom).
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1.0, 2.5, 2.9, and 1.8, respectively. In the case of ICexamples, the average quality per decision

point was 4.3, 3.0, 2.2, and 4.1 respectively. We suspect that the first solutions in each set

might therefore drive the quality of subsequent solutions, setting implicit expectations of the

quality that is needed.

Figure 5.13 shows the cumulative average quality score with each new solution, for the ‘cre-

ating maps’ decision point (UIexamples) and ‘representing cars’ decision point (ICexamples).

In the case of the ‘creating maps’ decision point, we can see that solution number 22 (which

scored 2.75) is the one that starts raising the cumulative average, which until that moment

was no greater than 1.01. Subsequent solutions started to score much higher (between 2.9

and 5.5), until solution alternative 34 scored 1.0 and after that there are 9 other solutions

following the low quality. Different from the previous decision point, in the case of the

‘representing cars’ decision point, we do not see the flat tails of low quality. Until solution

alternative number 15, which scored 1.25, the cumulative average quality score maintains

between 4.0 and 4.5. After solution number 15, we start to observe more variability in the

Figure 5.13: Cumulative average quality score for ‘creating maps’ decision point in the
UIexamples experiment (left), and ‘moving cars’ decision point in the ICexamples

experiment (right).
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Table 5.16: Number of requirements met for UIexamples (top) and ICexamples (bottom).

quality scores. We presume that workers’ expectations about the needed quality is highly

influenced by the solution alternatives they have access to.

Tables 5.16 (top) and 5.16 (bottom) tell a similar story. The average number of requirements

that were met decreased from 2.3 to 1.6 in the case of UI design (p<0.0001), and increased

from 1.9 to 2.0 in the case of internal code design (however, with no statistical significance

(p<0.362)). These results are in line with the quality scores results: while for the UI de-

sign experiments, examples had a significant negative impact, we did not find significant

differences between ICplain and ICexamples.

As with the first two experiments, we analyzed the combination of the quality scores and

the requirements met. The shaded area in Table 5.17 presents the results for UIexamples,

with 18.7% of the solution alternatives falling within the highlighted area. Compared to the

UIplain experiment, where 30.4% of the solution alternatives where in this area, there is a

loss of 11.7%. As we highlighted before, we see a decrease in the number of top designs for

the UIexamples set of solutions.
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Table 5.17: Crosstabulation of quality scores and requirements met (UIexamples).

In the case of the ICexamples experiment, 33.0% of the solution alternatives are within

the highlighted area (see Table 5.18). Compared to ICplain, this represents an increase of

7.7%. However, the major increase occurs in the intersection of 4-5 (quality score) and 3

(requirements met). There is still an absence of the highest quality solution alternatives.

Table 5.18: Crosstabulation of quality scores and requirements met (ICexamples).

5.4.3 Difficulty

Few workers left feedback when quiting their task. While the most popular complaint among

the people who quit in the previous two experiments was the lack of clearness, for both

experiments in which examples were shown, the most popular reasons for abandoning their

task were different. The difficulty of the task and the tool were the primary reasons provided.

This would suggest that workers did not have as much difficulty in understanding the task,
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helped by their coworkers’ work.

Averages calculated for perceived difficulty are slightly lower than the corresponding exper-

iments not revealing examples. Table 5.19 shows the comparison between the results of the

questionnaires of the four experiments. A statistically significant difference between UIplain

and UIexamples exists, with workers in the UIexamples experiment perceiving the task as

less difficult than workers in the UIplain experiment. We did not find a significant difference

between ICplain and ICexamples.

We also examined whether one or a few of the decision points stood out as particularly

difficult as compared to the other ones. It turns out that, across the different experiments,

different decision points were deemed most difficult by the workers. When we examined this

with a one-way analysis of variance, we found no statistical significance between the average

score of difficulty level of the different decision points.

Table 5.19: Exit questionnaire results across the four experiments and comparisons.

5.5 Borrowing

5.5.1 Use of ‘Duplicate’ and ‘Copy’ Features

During the UIexamples and ICexamples experiments, participants had the opportunity to

copy any part of any solution and use what was copied in their work, either as a basis to

start from or integrated into what they already were working on. Even though we are aware

that it is a conservative analysis (as workers can also copy or be inspired by existing work

just by looking at it, and then incorporating ideas in on their solution alternative), we were
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Table 5.20: Use of copy and duplicate feature (ICexamples).

interested in how many workers used the copy (or duplicate) feature and, when they did, if

those workers improved over the solution alternative that was copied.

Table 5.20 shows the results for the ICexamples experiment. Out of 62 workers who had

access to previous workers’ work (as the first four workers are assigned as the first worker in

each decision point and, thus, did not have any previous work to look at), only 12 workers

(19%) used the duplicate feature to copy an entire example, and none used the copy feature.

Some workers copied multiple solution alternatives (eCA10 and eDR9), and some solution

alternatives where copied multiple times (eDR7 and eTL2).

With a few exceptions (eDR3, eRS1, eRS5 and eTL10), most of the sources scored 4.0 or

higher (average 3.9) and met three or more requirements. This suggests that workers were

able to identify good solutions as the basis from which to work. Only 5 workers, however,

then went on to improved the source solution (see Table 5.20). eCA10, for instance, copied

from two solution alternatives, the average of which equals the score of the new solution.

However, the new solution met one requirement fewer than the source solution alternatives.

eDR9 also copied from two solutions, but in this case from two different workers. With
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respect to the first example, the quality drastically improved. With respect to the second

one, however, the quality was reduced.

With the exception of workers eCA16 and eDR9, workers only borrowed from one of the two

immediately previous workers and not further from any before those. These results suggest

that workers did not browse across the solution alternatives. We can see in the table, where

the number in each of the workers ID represents the order in which workers submit their

work, how workers only looked at the work of at best two workers before them (e.g., eCA3

copied from eCA1, only two workers away).

Another interesting observation is that all workers who actively copied used the ‘duplicate’

function for the first solution alternative they created (with the exception of eTL4, who, in

addition to the first alternative, duplicated a sketch for their second solution alternative).

This could mean that the goal behind using the ‘duplicate’ function is to start the exploration

of the design space, having as a baseline another solution alternative.

Performing the same analysis for the UI design experiment (see Table 5.21), the results tell a

slightly different story. Only 10 workers out of 76 (13%) used the ‘copy’ or ‘duplicate’ func-

tions, with one worker (eVT21) using ‘copy’ and nine using ‘duplicate’. Workers copied from

Table 5.21: Use of copy and duplicate feature (UIexamples).
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solution alternatives very diverse in quality, ranging from very bad to very good solutions.

The average quality of the sources is on the low side, and the same is true for the average

number of requirements met. A possible explanation for this could be that, as we showed in

the previous section, all of the initial workers scored between 0 and 2, therefore negatively

influencing future workers. Only four workers improved the source solution, scoring better

than the original, and just one new solution alternative met one extra requirement than the

original. As in ICexamples, workers did not borrow from workers further than two previous

workers, which suggest a lack of exploration of the available solution alternatives (MB12,

VT10, and VT21 are exceptions, who copied from 6, 4, and 8 workers before them). The

other workers copied from the previous two workers they had access to.

Results may be suggesting that we should probably experiment with different approaches.

Clearly, when borrowing from previous workers’ work, the overall quality tends to decrease,

especially when copying from low quality solution alternatives. There are many questions

that arise from this analysis. Would quality increase by giving workers the best examples?

Would workers be discourage by seeing top designs? In order to start to answer those and

many other questions, more experimentation needs to be done.

5.5.2 Solution Categories Distances

As not every worker copied previous solution alternatives, our second analysis looked at

the distance between solutions of the same category. Previously, in our diversity analysis,

we plotted the categories identified for the solution alternatives created by each worker (see

Figure 5.4 as an example of this analysis for UIplain experiment). Here, we take this analysis

further, focusing on the distance between repeated categories.

First, we did a visual examination to observe the spread of the categories along the experi-

ment. Figure 5.14 shows this analysis applied to the ‘creating maps’ decision point, for the
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Figure 5.14: Occurrences of each category in a chronological order (‘creating maps’ decision
point, UIexamples experiment).

UIexamples experiment. Each row represents a worker (in chronological order) and each

column a category identified. Each of the green dots symbolizes a solution alternative under

the category at the top of the column. We can see how this representation helps to identify

some trends. First, as already observed, we can identify some categories being repeated

worker after worker. A notorious example is the ‘map only’ category: from worker eMB1 to

worker eMB6, the same conceptual approach was repeated over and over.

Second, we calculated the distance between categories for each of the decision points, for each

of the four experiments. Specifically, we counted how many workers separate one occurrence

of a category from a next instance. For example, if the category ‘assisted drawing’ was

identified in a solution submitted by worker eMB7 (7th worker) and next in a solution

submitted by worker eMB9 (9th worker) of the map building decision point, the distance

between these solutions is two. In other words, it took two submissions for this category to

be identified again in another solution alternative. We group under ‘new’ all the sketches
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that represent the first occurrence of a category for that particular group.

Table 5.22 shows for each decision point, how many solutions with x distance were identified,

across the four experiments. In both kinds of tasks, experiments revealing examples (UIex-

amples and ICexamples) present an increase in the solutions with distance one and two, and

a decrease in solutions with distance higher than six as well as in novel approaches. That is

to say, solution alternatives with the same category in the experiments revealing examples

are closer to each other, while in the experiments without there is a higher distance between

solution alternatives in the same category. This could serve as an indicator of borrowing:

workers get influenced by solution alternatives created by their coworkers. At the same time,

we observe again that workers do not browse in the set looking for different alternatives, but

appear to just look at the first designs available in the set.

Table 5.22: Number of sketches with x distance for each of the four experiments.
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5.6 Additional Analyses

5.6.1 Finding Subgroups within the Solution Alternatives

Earlier in this chapter we presented the analysis of the highest quality solution alternatives

for each of the four experiments. An important question concerns the diversity of the “best”

solution alternatives (those with high overall quality and high number of requirements met).

This set, after all, will form the basis for future design work (including, for morphological

chart, choosing overall designs by combining choices from the individual decision points). If

all of the best solutions are not diverse, this would represent a problem. In Tables 5.8, 5.12,

5.17, and 5.18 we highlighted what we consider the best subsets for each experiment. Here,

we analyze the results for diversity trying to find out if which is the ideal subset of solution

alternatives to work with.

Table 5.23 shows the resulting average quality (Q), the resulting average number of require-

ments met (Req), and number of categories (Cat) of the ‘top designs’ subset. An expected

result is a highly increase in both average quality and average number of requirements met.

Diversity, however, is drastically negatively affected. By keeping only ‘top designs’, we loose

about 50% of the categories collected across the four experiments, which is a percentage that

substantially hurts the diversity of the set.

However, a careful analysis of the actual categories dropped tells us something more nuanced.

Table 5.23: Resulting average quality, average number of requirements met, and total
diversity of the subset of ‘top designs’ (all experiments).
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Table 5.24: Average quality and average number of requirements met for categories
identified for ‘creating maps’ decision point.

When examining the average quality and the average number of requirements met, we can

observe that some of the categories do not represent proper solutions for the design problem.

Table 5.24 shows an example for the ‘creating maps’ decision point, for the UI experiments.

We can see in the table that, for some of the categories, average quality and average number

of requirements met are not greater than 1.0. Categories such as “map only” or “traffic

light simulation” are examples of categories that cluster solution alternatives the approach

of which is not a viable solution for the problem. Figure 5.15 illustrates an example of a

such solution alternative within the “map only” group. The proposed solution alternative

does not represent a viable solution for the problem of ‘designing an interface mechanism

through which users build maps with roads and intersections’.

A somewhat similar story emerges when focusing on the number of requirements met. Table

5.25 shows the average quality (Q), the average number of requirements met (Req), and the

number of categories representing different kinds of overall solution approaches (Cat), per

experiment – when filtering by number of requirements met.

The first filter leaves out solution alternatives not meeting any requirement. If we look at

the reduction in categories resulting from taking out solution alternatives not meeting any
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Figure 5.15: Example of a solution within the “map only” category (‘creating maps’
decision point, UIplain).

Table 5.25: Resulting average quality, average number of requirements met, and total
diversity when filtering out solutions with x requirements met (all experiments).

requirement in the internal code experiments, we see that categories such as “Graphical

maps” for the ‘representing cars’ decision point (for which workers drew roads and intersec-

tions without any detail about the actual implementation of cars), “traffic light rules” for

the ‘moving cars’ decision point (for which workers described the traffic light cycle, without

explaining how it affects the ‘moving cars’), and “traffic rules” for the ‘changing the colors of

traffic lights’ decision point (for which workers described general rules about traffic, and not

any detail about the implementation of an algorithm for a traffic simulator) are no longer

included. A similar phenomenon occurred in the case of the two user interface experiments:
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“Map only” (for which workers drew final maps, not the mechanism to create them) for the

‘creating maps’ decision point and “traffic lights status” (for which workers indicated the

current status of certain traffic lights in the map, instead of the traffic status) for the traffic

visualization decision point are dropped. All of these categories represent groups of solution

alternatives which did not address the design problem. While diversity is reduced, only truly

non-viable solutions are eliminated.

Now, consider the right side of Table 5.25. By keeping all of the solution alternatives meet-

ing 3 and 4 requirements (unlike the ‘top designs’ analysis, conserving as well solutions

which a score lower than four), quality generously improves. More importantly, this filter

preserves valuable solution alternatives, which are novel and unique conceptual approaches

that contribute to a great diversity of the set. An example of a category that was kept by

including medium quality solution alternatives is ‘automated using input’ for the ‘creating

maps’ decision point (UI design), where the mechanism to create the maps is through tex-

tual specifications, instead of drawing-like interactions (see Figure 5.16). An average of at

Figure 5.16: Example of a solution within the “automated using input” category (‘creating
maps’ decision point, UIplain).
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least five categories remain for each decision point in each experiment. This is a non trivial

amount of diversity, and, still, is more than individual designers or a team could generate

easily.

5.6.2 Finding Subgroups within the Crowd

Worker Experience

We first examined the differences between demographic groups. Table 5.26 shows the av-

erage quality (Q), the average number of requirements met (Req), and the total number of

categories (Cat) provided by each of the demographic groups in each of the experiments.

Additionally, the last column for each of the four experiments (Cat*) indicates the number

of meaningful categories identified by each of the demographic groups.

Across the four experiments, there is one demographic group that stands out. In general,

professional UI/UX designers performed better than the other demographic groups. At the

same time, it is unfortunately the least represented group: only five professional designers

participated across the first three experiments and none in the last experiment (see Table

5.2). Despite their excellent performance, given their low representation we cannot draw

strong conclusions about this group and their work, though it certainly appears that if more

participated, results would improve. Because few participated, however, we exclude them

from what follows bellow.

Table 5.26: Average quality, average number of requirements met, and total
diversity per demographic group.
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We did not find a significant difference between groups in the UIplain experiment, both re-

garding quality scores (p<0.054) or requirements met (p<0.131). The distribution of quality

and requirements met is the same across demographic groups. In the case of ICexamples,

there is some evidence of significant differences between groups regarding quality (p<0.04),

but no differences as to requirements met (p<0.082). The groups which perform the worst

in this experiment are undergraduate students and hobbyists.

In terms of diversity, hobbyists had an important role, being the group which identified

the most categories. This may well be because it is the most represented group. In terms

of meaningful categories, professional developers (even though being least represented) are

very close to hobbyists in terms of contributions. We can see this, in particular, for the

UIexamples experiment. Even though hobbyists contributed 28 categories, only 10 (35.7%)

were meaningful categories, while in the case of software developers 11 of the 17 provided

categories (64.7%) represented meaningful categories.

Demographic groups had a more even performance in the internal code experiments. In the

case of ICplain, there is some evidence of differences between groups, both for quality scores

(p<0.053) and requirements met (p<0.051). The different demographic groups performed

practically even in the ICexamples experiment. We did not find any differences in quality

score (p<0.768) or requirements met (p<0.983).

In terms of diversity, hobbyists are again the group contributing the most diversity for

UIplain. Interestingly, software developers were not as effective this time. Only 39.1% of

the categories provided by this group were truly valid categories. ICexamples had greater

participation of software developers over other demographic groups, which is also reflected

in their contribution to diversity.

Overall, is surprising the fact that professionals do not stand out as much as are might be

expected as compared to other groups. This may be because they did not perform at the top
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of their ability, perhaps being merely curious about the experiment. At the same time, the

results show that not only professional designers and developers can produce good designs.

A different analysis confirms this statement. Earlier in this chapter we showed the percent-

age of high quality solution alternatives for each of the four experiments. We now examine

the composition of the group which generated those designs. Table 5.27 shows the distri-

bution across demographics within this group of workers. At least one worker in each of

the demographic groups generated a top design. In fact, software developers were not the

group that contributed the most such designs (except for ICexamples). Hobbyists had a

more important role in generating top rated solution alternatives.

Table 5.27: Demographics of the group of workers who generated the best designs.

Qualification Test Score

Our second analysis examines the impact of the score that each of the workers obtained in

the qualification test. Workers needed at least three out of five correct answers to participate

in the experiment. As only four workers in the UIplain experiment and two workers in the

UIexamples experiment obtained the maximum score, for our analysis we divided workers

into two groups: (1) those workers who scored three out of five, and (2) workers with four

out of five correct answers together with workers with a perfect score. Table 5.28 shows,

per experiment, workers in each group (#W indicates the number of workers who obtained

a score of x on the test), the solution alternatives they produced (Q is the average quality

for workers on that group, and Req the average number of requirements met for the same
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Table 5.28: Performance of workers with x correct answers out of five during the
qualification test per experiment.

group), and how each group contributed to diversity (Cat being the total number of categories

provided by the group, and Cat* the number of meaningful categories).

Overall, results suggest that workers who scored higher in the qualification test performed

better. However, the significance of the results vary from experiment to experiment. In the

case of UIplain, we found strong evidence of quality being significantly better on solutions

generated by people in the second group (p<0.0035) and weaker evidence of requirements met

also being higher in the case of workers who scored higher in the qualification test (p<0.079).

In the case of UIexamples, the strongest evidence is regarding requirements met (p<0.023),

and weaker evidence of quality being better in the second group (p<0.062). In the case

of ICplain, both average quality and average number of requirements met was significant

better in the set of solution alternatives created by the second group (quality p<0.0285;

requirements met p<0.018). We did not find any significant difference between the two

groups in the ICexamples experiment (p<0.258 for quality, and p<0.237 for requirements

met).

The great number of workers who scored three out five over workers who scored four or five

correct answers could possibly explain the reasons of why results on UIexamples were so much

worse. However, we do not have enough evidence to support such a claim. Nevertheless,

it might be worthwhile exploring balancing strong workers (i.e., high score on qualification

test) across different decision points.

Even though it seems advantageous in terms of quality to raise the qualification threshold for

workers who can participate in further experiments, we need to analyze how diversity would
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then be affected. We can see in Table 5.28 how workers with a lower qualification test score

across the four experiments, and in particular in the UIexamples experiment, contributed

with meaningful unique categories. For instance, if we did not have people who scored three

out of five correct questions, we would have lost several novel categories, which were not

provided by the second group of workers. Some examples are “Automated using input”

for the ‘creating maps’ decision point (in which are indicated the map configurations and

the application draws the desired map; an example can be seen in Figure 5.16), or “Bars

indicating queues” for ‘visualizing the state of the simulation’ decision point (which indicates

traffic density through the length of bars in intersections) for the UI design, and “Traffic

Lights change based on Traffic density” for the ‘changing the colors of traffic lights’ decision

point.

Results suggest that there is a more significant difference between groups based on the

qualification test score than based on demographics. Our qualification test works better

than self declared work experience as an indicator for valuable contributors. However, at the

same time and as we highlighted before, it is important for diversity to involve, to a greater

or lesser extent, multiple workers with different skills.
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6

Discussion

Our study demonstrates the potential of microtask crowdsourcing as applied to software

design. Across the four experiments, we show that it is feasible for a crowd of workers from

Amazon Mechanical Turk to generate a broad range of solution alternatives for small, partial

design problems. Our results represent merely a first step toward the broader research agenda

we are pursuing. Ultimately, we wish to understand whether microtask crowdsourcing,

through the use of morphological charts, may be a viable approach for software design.

It is important for diversity to involve multiple workers; individual workers did

not create diverse solution alternatives. Besides some rare exceptions, individual work-

ers did not create diverse solution alternatives. Instead, they worked on small variations of

the same conceptual approach. In contrast, when collecting solution alternatives from mul-

tiple workers, many different conceptual approaches were produced. We conclude that it is

important for diversity, and therefore the exploration of the design space, to involve multiple

workers in the creation of solution alternatives. Corroborating this further is the fact that

workers created solution alternatives that were not previously considered in previous designs

resulting from using the same design prompt in different settings (see [48] and [66]).
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The majority of the workers provided only one or two solutions; just a few work-

ers provided three or more solutions. Across the four experiments, not many workers

submitted more than two solution alternatives. In fact, the majority of the workers chose to

provide only one. In the experiments where workers had to provide solution alternatives for

an internal code design task, particularly, only 23% of the workers provided three or more

solution alternatives. Some workers mentioned in their feedback that they did not under-

stand why we are interested in alternatives, since one good design was more than sufficient.

This phenomena is known as design fixation. Design fixation refers to a blind, and some-

times counterproductive, adherence to a limited set of ideas in the design process [38]. The

characterization of conceptual design as a discovery process means that the designer should

‘visit’ many points in both the concept space and the configuration space in order to reveal

more about the problem and potential solutions, thus discovering new aspects of the prob-

lem. Jansson and Smith [38] in 1991 report a series of experiments where they demonstrate

the existence of design fixation in engineering design. We can see that software design is

not exempt of design fixation. Even when workers had monetary incentives to provide more

than one solution, the majority of the workers decided to provide no more than one solution

alternative. Therefore, we reassert the idea that is necessary to involve multiple workers to

have a wide exploration of the design space.

When workers are exposed to previous workers’ work, the diversity of the overall

set decreases. In both kinds of tasks, UI and IC design, the exposure to previous workers’

work decreased the diversity of the set. When examples are available, we observed that

workers tend to repeat a limited number of conceptual approaches and, in most of the cases,

do not explore new ways to solve the design problem. In fact, most of the workers who

participated in UIexamples and ICexamples did not dive into the set of available solution

alternatives, but just took the solution alternative created by the last or second to last worker

and updated some. This is probably related to microtasking as a work model. Workers do

not want to spend too much time [25]. Even searching for the best previous examples appear
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cut short by just picking the first one that looks “good enough” to use. Perhaps participants

thought other participants’ work represented the quality expected, so they might have felt

social pressure to conform to these designs or have felt relief in the task being something

they can do. Another cause could again be design fixation: once an idea (from an example

in this case) is in the worker’s head, it is difficult to step outside of it and create something

entirely new. This last phenomenon has been extensively studied in other design fields. As an

example, Kohn and Smith [43] performed several studies comparing the diversity generated

by groups whether exposed or not to other participants’ ideas. Similar to what we observed in

our experiments, they conclude that people conformed to ideas to which they were exposed,

the rate of conformity increased as the number of ideas exposed increased, and participants

exposed to other participants’ ideas were more likely to conform than participants who did

not see others’ ideas. To test these explanations, more experimentation is necessary, with

perhaps a particular focus on understanding workers’ motivations behind selecting certain

approaches to solve the design task.

The average quality in experiments revealing examples was equal to or worse

than the equivalent experiment not revealing examples. Contrary to what we ex-

pected, quality did not improve when workers were exposed to previous workers’ work. This

is probably related, again, to the microtasking model. Usually, workers in Amazon Mechan-

ical Turk tend to complete as many tasks as they can in the shortest possible time. When

workers are exposed to examples, it appears they adjust their work quality to what they

see, assuming that what is expected from them is what we are showing. In contrast, when

working on their own, they seem to push themselves more to deliver the work quality they

think might be necessary to get paid.

Solution alternatives range all over the quality spectrum. In our four experiments,

the quality of the solution alternatives varies considerably. Despite this variability, we are

encouraged by the results. A relatively high percentage of the solution alternatives fall within
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the group that has both a high quality score and meets three or four requirements. There

was certainly still a lot of ‘wasted effort’, which means that we have to still explore different

mechanisms to improve the overall quality of the set and reduce the amount of solutions with

the lowest score. Some studies show the relationship between disclosing examples and overall

quality in the competition model. Boudreau and Lakhani [8] found, in a series of experi-

ment with Topcoder workers, that intermediate disclosure has the advantage of efficiently

steering development towards improving existing solution approaches. LaToza et al. [48]

showed that participants improved their designs after being exposed to other participants’

complete designs. Despite these findings being the result of a different crowdsourcing model

(competition), we think that lessons learned might transfer.

Not only professional designers and developers can produce good designs. The

crowd that participated in our experiments was very diverse, ranging from undergraduate

students, to hobbyists, to experienced professional developers. Our results show that all

of them contributed with high quality designs and novel solution alternatives. In most of

the cases, there was not a significant difference between professionals and non-professionals

regarding the quality of the solution alternatives they produced. Contrary to what prior

research highlights about software development and expertise (e.g., [59, 50, 68]), we did

not find that experienced professional software developers stood out among their coworkers.

Perhaps, high expertise does not correlate with work quality in a microtask setting.

The task is seen as difficult by many workers. Feedback from workers reveals that the

task is perceived as difficult. Even though workers who had examples stated the task was

less difficult than workers who did not have examples, they still stated the task to be on the

difficult side. Our task was unusual for the type of tasks workers usually find on Amazon

Mechanical Turk. HITs are typically simple, asking for mechanic and repetitive tasks. Our

task is definitely more difficult than that given its nature. It would be interesting to test

our approach with a different crowd, probably more specialized in software engineering work
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(e.g., Topcoder [81] or Upwork [82]), and compare the results.

It takes time to collect a diverse set of solutions. It took us one week per experiment

to collect solution alternatives for the UI experiments, and twice the time to collect a similar

amount of solution alternatives for the IC experiments. Compared to the competition model,

in which tasks are usually on the order of a few weeks, these results do not represent the com-

petitive advantage of the microtask model as being fast, which was somewhat disappointing.

Individual workers did complete the task in a matter of minutes, as pointed out in many

other studies about Amazon Mechanical Turk (e.g., [25, 41]). Different from those studies

where the whole set of tasks is completed in a short time, in our experiments it became

harder to attract workers once the HIT started to be several days old, and the difference in

time between one worker finishing and the next worker joining started to increase over time.

Parallelism, thus, only resulted in diversity and quality being much broader, but not a speed

up. Perhaps this could be because the Amazon Mechanical Turk crowd has just not that

many software oriented workers. It would be interesting, again, to test how the approach on

different crowds and analyze the impact on speed.
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7

Threats to Validity

As all studies, our study has several limitations. Several threats to validity exist that must be

kept in mind when considering our results. We first describe our internal threats to validity,

i.e., the factors that affect our ability to claim cause–effect relationships from the results.

Following, we describe the conditions of the experiment that may pose a risk to its external

validity, i.e., its ability to generalize to what workers do.

7.1 Internal Threats to Validity

Internal validity refers to whether or not an experimental treatment or experimental condi-

tion makes a difference in the results. First, while the CrowdDesign platform was exclusively

designed for the presented set of experiments, it could have limited the performance of the

workers. Many workers may have their favorite design tool, with features that differ from

the features of our platform. Moreover, because the platform has its own features, a learning

curve exists that may have negatively influenced the design performance.

Second, the breakdown of the traffic simulator problem into decision points was made based
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on an extensive analysis of multiple designs created to solve it [66]. However, there could

exist multiple other ways to subdivide the problem into decision points, which in turn may

have lead to different results. Indeed, our results are based on just eight decision points thus

far. Their wording, specific instructions, and domain could have influence the performance

of workers.

Third, the design task may not be representative of design tasks in the real world. Even

though the structure of the task resembles the structure of a User Story [18] (with a general

goal and several acceptance criteria) and, even though the task has been used in other

experiments [48, 66], it may not be representative of design tasks in the real world.

Fourth, our results are based on a mix of quantitative and qualitative analysis. While data

analysis involving coding may introduce bias, we used several mechanisms to reduce and

mitigate potential sources of bias. In scoring solution alternatives, panelists independently

scored each of the designs. Members of the panel were blind to the worker and the ex-

periment, and the order in which solution alternatives were presented to the panelists was

randomized. In clustering solution alternatives and identifying categories, panelists also were

blind, both to the worker and the experiment. Finally, in analyzing the exit survey and quit

survey data, two members of the research team independently coded each response to iden-

tify insights before the coded insights were organized into themes. Overall, then, bias may

exist, but we have taken measures to mitigate it.

7.2 External Threats to Validity

Threats to external validity compromise our confidence in stating whether the study results

are applicable to other groups. For our particular study, the crowd that we attracted may

not be a crowd that is representative of what other design tasks may attract. Despite being
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an open call, some factors influenced the recruitment of workers. For instance, all HITs were

posted between 7am and 9am EST. With this decision we sought to attract as many workers

as we could within the United States. Posts at other times may attract different crowds. As

another example, our HIT was refreshing and of interest to workers. If there are more HITs

like ours, self-selection of workers and tasks may differ.

Second, despite the qualification test being carefully designed, its structure could have af-

fected the participation. It may have attracted workers who are less qualified or failed to

attract workers of better competence.

Third, the characteristics of the Amazon Mechanical Turk crowd differ from other crowds

(e.g., Topcoder or Upwork). Therefore, our results can not be generalized to these other

crowds.
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8

Conclusion and Future Work

Crowdsourcing is gaining a place in different fields as a viable approach for solving a variety of

problems. At this moment in time, the challenge is to use crowdsourcing for more complex

problems. So it is in software engineering where some “easy” problems can be and are

crowdsourced, but the applicability of crowdsourcing to complex activities is unclear.

In this thesis, we presented our first step in the exploration of microtask crowdsourcing for one

such more complex task: software design. We reported on the results of four experiments on

Amazon Mechanical Turk, where workers provided between one and five solution alternatives

for small, partial design problems for an educational traffic light simulator. We studied with

two experimental conditions: (1) the kind of design (UI design versus internal code design),

and (2) the exposure of workers to examples (workers being exposed to previous workers’

work versus workers working independently). We found that it is feasible for a crowd to

generate a broad range of solution alternatives, although these solutions are of a variety of

quality levels. Regarding the exposure to examples, we observed a drop in both terms of

quality and diversity when workers had access to previous workers’ work. What is important,

those solution alternatives that are quite exceptional in describing complete and innovative
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solutions exists. We found in the set of solution alternatives a great number of ‘top designs’,

characterized for their high quality score and high number of requirements met. The crowd,

indeed, succeed in creating a solid basis for next steps designing through the morphological

chart. Further, the fact that we could successfully perform large-scale experiments related

to software design and the fact that we could involve non-professionals in the process, are

perhaps two of the most important general conclusions of this work.

Substantial work remains to be done. Future research might extend the reported experiment

in three ways. First, all our participant workers were recruited through Amazon Mechan-

ical Turk. Other populations, and in particular expert populations (such as Topcoder or

Upwork), might have different ways of solving and approaching software design microtasks.

Second, we want to explore whether filtering out “bad” examples could positively influence

the quality and diversity results. That is, we want to experiment with different quality levels

of the set of examples that are revealed to workers, and observe the effects on the resulting

designs both in quality and diversity.

Third, the approach might be extended towards a more iterative process. Perhaps solution

alternatives can be further improved with a second phase of revision, improvement, and,

possibly, recombination. Previous research in crowdsourcing design out of the software field

[88] has shown early success with such a two phase process in a competition model, and we

wonder if it is possible to obtain similar results in a microtasking model.

This thesis presented the results of the first step of a broader research agenda, in which

we addressed just one of three overarching research questions about microtasking software

design with a morphological chart. Our ultimate goal is to involve the crowd in carrying out

the whole creation of the morphological chart (decision points and solution alternatives), and

the identification of a final solution out of the resulting morphological chart. Future steps

include the exploration of mechanisms to involve workers in the break down of the design
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problem into decision points, and mechanisms for selecting a single complete design from a

morphological chart.
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B Qualification tests

B.1 User Interface Design Qualification Tests
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B.2 Internal Code Design qualification Tests
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C Tasks description

C.1 User Interface Design Tasks

Creating Maps

100



Setting Timing of Traffic Lights

101



Visualizing the State of The Simulation

102



Determining the Flow of Traffic

103



C.2 Internal Code Design Tasks

Representing the Road System

104



Representing Cars

105



Moving Cars

106



Changing the Colors of Traffic Lights
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D Diversity per Worker

D.1 User Interface Decision Points

Creating Maps

UIplain

UIexamples
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Setting Timing of Traffic Lights

UIplain

UIexamples
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Visualizing the State of The Simulation

UIplain

UIexamples

110



Determining the Flow of Traffic

UIplain

UIexamples
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D.2 Internal Code Decision Points

Representing the Road System

ICplain

ICexamples

112



Representing Cars

ICplain

ICexamples
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Moving Cars

ICplain

ICexamples
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Changing the Colors of Traffic Lights

ICplain

ICexamples
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E Cumulative Number of Unique Categories Created

by Workers

E.1 User Interface Decision Points

Creating Maps

116



Setting Timing of Traffic Lights

Visualizing the State of The Simulation

117



Determining the Flow of Traffic
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E.2 Internal Code Decision Points

Representing the Road System

Representing Cars
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Moving Cars

Changing the Colors of Traffic Lights
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