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ABSTRACT

Boundary layer turbulence in coastal regions differs from that in deep ocean because of bottom

interactions. In this paper, we focus on the merging of surface and bottom boundary layers in a

finite-depth coastal ocean by numerically solving the wave-averaged equations using a large eddy

simulation method. The ocean fluid is driven by combined effects of wind stress, surface wave,

and a steady current in the presence of stable vertical stratification. The resulting flow consists

of two overlapping boundary layers, i.e. surface and bottom boundary layers, separated by an

interior stratification. The overlapping boundary layers evolve through three phases, i.e. a rapid

deepening, an oscillatory equilibrium and a prompt merger, separated by two transitions. Before

the merger, internal waves are observed in the stratified layer, and they are excited mainly by

Langmuir turbulence in the surface boundary layer. These waves induce a clear modulation on the

bottom-generated turbulence, facilitating the interaction between the surface and bottom boundary

layers. After the merger, the Langmuir circulations originally confined to the surface layer are

found to grow in size and extend down to the sea bottom (even though the surface waves do not feel

the bottom), reminiscent of the well-organized Langmuir supercells. These full-depth Langmuir

circulations promote the vertical mixing and enhance the bottom shear, leading to a significant

enhancement of turbulence levels in the vertical column.
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1. Introduction22

Oceanic boundary layer flows control the turbulent mixing and mass transport in the marine23

environment. Depending on the forcing conditions, the turbulence therein can be classified into24

different regimes, i.e. (1) Langmuir turbulence in the surface boundary layer (SBL) driven by the25

overlying wind stress and surface gravity waves (hereafter referred to as "surface forcing") (Thorpe26

2004; Sullivan and McWilliams 2010; D’Asaro 2014), and (2) bottom-generated turbulence in the27

bottom boundary layer (BBL) owing to the drag of currents on the seafloor (Grant and Madsen28

1986; Trowbridge and Lentz 2018). Previous studies have mostly focused on physical processes29

in either the SBL of deep ocean (McWiliams et al. 1997; Grant and Belcher 2009) or the BBL30

over coastal regions (Taylor and Sarkar 2008). One of the most prominent features in the SBL31

is the presence of Langmuir circulations (LCs), which consist of counter-rotating vortices near32

the ocean surface (Thorpe 2004). The interaction of wave-induced Stokes drift and wind-driven33

shear current give rise to these coherent structures via the Craik-Leibovich type II (CL2) instability34

(Craik 1977; Leibovich 1983). The resulting Langmuir turbulence can be numerically modelled35

by adding a Craik-Leibovich vortex force into the momentum equation without the need to resolve36

the surface gravity waves (Skyllingstad and Denbo 1995; McWiliams et al. 1997). Compared37

to shear-driven turbulence, Langmuir turbulence features near-surface convergence zones with38

stronger turbulent fluctuations in the vertical and crosswind directions (McWiliams et al. 1997;39

D’Asaro 2001; Harcourt and D’Asaro 2008).40

The oceanic BBL is another dynamic part of the water column (Trowbridge and Lentz 2018).41

In a stratified environment, the BBL structure consists of a well-mixed layer near the substrate42

and a stongly stable pycnocline. Internal waves are generated above the pycnocline and propagate43

upward as a result of turbulent eddies interacting with the ambient stratification (Taylor and Sarkar44
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2007). Taylor and Sarkar (2008) suggested that internal waves and stratification have a profound45

influence on the boundary layer structures. Under an oscillating tidal current, Gayen et al. (2010)46

found out that the near-wall mixed layer grows in time with a periodic modulation by the tidal47

oscillation. These studies focused solely on the response of the oceanic bottom layer to the external48

stratification, while the dynamics associated with the ocean surface layer were not taken into49

account.50

In shallow-water coastal regions, the boundary layer turbulence differs from that in deep ocean51

due to the bottom interaction. The observational studies of Gargett et al. (2004) and Gargett and52

Wells (2007) over the inner shelf of New Jersey (water depth of 15 m) suggest that the large-53

scale Langmuir cells could occupy the entire water column under strong wind and wave forcing54

conditions. Such full-depth vortex pairs, termed Langmuir supercells (LSCs) can foster intensified55

near-bottom motions below the downwelling region, thereby exerting profound influences on the56

sediment re-suspension and mass transport (Gargett et al. 2004). The Large-Eddy Simulation57

(LES) study of Tejada-Martínez et al. (2012) suggests that LSCs have the potential of interfering58

with the bottom log-layer dynamics. Shrestha and Anderson (2019) reported a modulation of the59

bottom stresses by the coastal Langmuir circulations, which could potentially lead to the disruption60

of the log-layer dynamics near the bottom wall. In light of this finding, Golshan et al. (2017)61

investigated the impact of different wall treatments in LES and Reynolds-averaged Navier-Stokes62

(RANS) on simulation results in the presence of full-depth LCs. They suggested that the traditional63

wall treatment based on the log-law wall function is still valid in LES modelling. Recently, Deng64

et al. (2019) found out that the logarithmic layer disrupted at Reτ = 395 as stated by Tejada-Martínez65

et al. (2012) would partially reappear at high Reynolds number with Reτ ∼ O(103), justifying the66

use of log-law-based equilibrium wall models in LES studies (which lends more credibility to the67

use of the present wall model described in section 2).68
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The scenario of how Langmuir turbulence evolves becomes more intricate in the presence69

of enhanced bottom shear forced by mean currents associated with tides or large-scale eddies.70

Turbulence originating near the seabed in strong tidal flows can extend to the surface over shallow71

well-mixed seas (Nimmo Smith et al. 1999). Observations of Thorpe (2000) in a well-mixed water72

suggest that Langmuir turbulence dominates the bottom turbulence by tidal forcing when the wind73

speed is sufficiently larger than the current speed. With combined efforts of observations and74

LES, Kukulka et al. (2011) found that the crosswind shear associated with the tidal currents can75

distort Langmuir cells in shallow water (∼ 16 m). Shrestha et al. (2018) investigated how surface76

forcing and downwind pressure gradient influence the length and velocity scales of LSCs in coastal77

zones. Recently, Shrestha et al. (2019) explored how the full-depth LSCs are modulated by a78

range of misaligned wind-wave-current conditions. These studies have significantly advanced our79

understanding of Langmuir turbulence in shallow-water regions where the entire water column is80

turbulent.81

In a sufficiently deep coastal area, the surface and bottom boundary layers are separated by an82

interior stable stratification, which hampers the vertical mixing across the water column. Generally,83

the vertical dimension of the SBL is dependent on the magnitude of surface-friction velocity and84

Stokes drift (Grant and Belcher 2009), while the BBL spans a distance from the seafloor to a85

depth controlled by the magnitude of the current. After allowing enough time for the boundary86

layer development, the bottom-generated turbulence can interact with Langmuir turbulence. For87

instance, the time-varying interior stratification will suppress the boundary layer growth and affect88

the vertical boundary layer structures accordingly (Pham and Sarkar 2017; Taylor and Sarkar 2008).89

Also, internal waves can be generated by the interaction of stratification with Langmuir circulations90

(Chini and Leibovich 2003; Polton et al. 2008) and turbulent motions in the BBL (Taylor and Sarkar91

2007). They play a key role in transporting energy in the ocean, regulating the boundary layer92
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dynamics and probably driving local mixing. However, this complex flow problem is not well93

understood, an option we intend to address in this study.94

The major goal here is to explore how turbulence evolves in an intermediate-depth ocean where95

the two distinct boundary layers coexist. In particular, we focus on the transition that leads to the96

merger between the two boundary layers when interior stratification is not too strong. Idealized97

LES simulations are carried out to characterize the temporal evolution of the two boundary layers98

and the ensuing interaction, a physical process that is crucial in determining the transport and99

dispersion in coastal regions (Grant and Madsen 1986). The remaining of the paper is organized100

as follows. In section 2, we describe the mathematical framework, numerical techniques, and101

simulations set-up. The boundary layer evolution and turbulence statistics are analyzed in section102

3 and 4, respecitvely. Section 5 describes the role of internal waves in transporting energy through103

the water column, followed by the conclusions and main findings in section 6.104

2. Methods105

a. Model description106

The LES technique proves to be a powerful tool in studying the boundary layer turbulence107

(Chamecki et al. 2019). The LES framework used here solves the grid-filtered and wave-averaged108

equations for mass, momentum, and heat in the Boussinesq approximation (i.e. the fluid density109

variations are only retained in the buoyancy term). This mathematical model is first described110

in McWiliams et al. (1997), which incorporates the effects of planetary rotation and advection111

of scalars by the Stokes drift on the basis of the original Craik-Leibovich equations (Craik and112

Leibovich 1976),113

∇ · ũ = 0, (1)
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114

∂ũ

∂t
+ ũ · ∇ũ = −∇Π− f ez ×

(
ũ+us −ug

)
+us × ζ̃ +

(
1−

ρ̃

ρ0

)
gez +∇ ·τ

d, (2)

115

∂θ̃

∂t
+ (ũ+us) · ∇θ̃ = ∇ ·τθ, (3)

Here, the tilde indicates the grid-filtered variables, ρ̃ is the density of seawater, ρ0 is the reference116

density, θ̃ is the potential temperature, g is the acceleration of gravity. The changes in the density117

ρ̃ is assumed to be caused by θ̃ via an inverse relationship, i.e. ρ = ρ0[1− α(θ − θ0)], where118

α = 2× 10−4 K−1 is the thermal expansion coefficient, and θ0 is the reference temperature. In119

a Cartesian coordinate system x = (x,y,z), ez is the unit vector in the vertical direction, and120

the filtered velocity vector ũ = (ũ, ṽ,w̃) denotes the velocity components in the streamwise (x),121

crosswise (y), and vertical (z) directions. The vertical coordinate is defined positive upward with122

z = 0 at the ocean surface. Convective turbulence driven by surface cooling and wave-induced123

turbulence by wave breaking increase the problem complexity, and are not considered in this study.124

In equation (2), f is the Coriolis frequency, us is the Stokes drift associated with surface waves,125

and a geostrophic current ug is generated by imposing a pressure gradient fug to represent the126

effect of mesoscale eddies. Though a non-rotational LES of LSCs yields good agreement with127

observations in shallow coastal ocean (Tejada-Martínez and Grosch 2007; Grosch and Gargett128

2016), we still include the Coriolis term in our simulations to better represent the real ocean129

flow. The viscosity is assumed to be negligible for high-Reynolds number flows considered in the130

present study. The third term on the right-hand-side (RHS) of (2) is the Craik-Leibovich vortex131

force us × ζ̃, where ζ̃ = ∇× ũ is the vorticity. τ d is the deviatoric part of the subgrid-scale (SGS)132

stress tensor τ (= ũũ− ũu), i.e. τ d = τ − 1
3 tr(τ ) I , with tr(τ ) being the trace of τ , and I is the133

identity tensor. Π = p̃/ρ0 +
1
3 tr(τ )+ 1

2 |ũ+us |
2
− 1

2 |ũ|
2 is the generalized pressure, with p̃ being134

the resolved pressure.135
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The SGS stress tensor τ , together with the SGS thermal flux vector τθ = ũθ̃− ũθ in (3), account136

for the effect of unresolved turbulence, and they are modeled using Smagorinsky’s eddy viscosity137

model, i.e.138

τi j = 2νt S̃i j, τθ j =
νt

Prt

∂θ̃

∂x j
, νt = (Cs∆)

2
√

2S̃i j S̃i j . (4)

Here, νt is the SGS eddy viscosity, Prt is the turbulent Prandtl number, ∆ is the grid filter size,139

S̃i j = (∂ũi/∂x j + ∂ũ j/∂xi)/2 is the resolved strain-rate tensor, Cs is the subgrid model coefficient140

determined using the Lagrangian scale-dependent dynamic Smagorinsky SGS model (Bou-Zeid141

et al. 2005). The SGS heat flux τθ is then parameterized using an eddy diffusivity closure as shown142

in (4) with a prescribed value of Prt = 0.4. This value is based on the measurement results from143

Kang and Meneveau (2002), and has often been used in LES (Yang et al. 2015).144

The surface wave motions are not explicitly resolved in our simulations, instead, the Stokes drift145

velocity us is added to the governing equations to reflect the effect of orbital motions of surface146

waves upon themean currents. Here, we only consider a steadymonochromatic wave representative147

of the wave field observed in nature. Assuming the surface gravity wave propagates along the mean148

wind direction (i.e. x direction), the Stoke drift velocity has a form us = (us(z),0,0), where us is149

given by (Tejada-Martínez and Grosch 2007),150

us =Us
cosh [2k(z+H)]

2sinh2(kH)
, (5)

in which k is the wavenumber, Us = σwka2
w is the characteristic value of us with σw and aw being151

the frequency and wave amplitude respectively.152

Periodic boundary conditions are imposed in the horizontal directions assuming that the flow is153

horizontally homogeneous and free from the coastline complexities. This periodicity assumption154

is valid for small coastal regions with flat bottom slope and uniform forcing conditions (Burchard155

et al. 2008). The top boundary is specified as a non-deforming frictionless surface subject to a156
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constant wind shear stress and zero buoyancy flux. To avoid the need to resolve the near-wall157

turbulent motions (as the associated turbulent length scale is very small), an equilibrium wall158

model based on the log-law (valid at high Re number according to Deng et al. (2019)) is adopted159

to calculate the wall-friction stresses τb,i(i = 1,2) using the resolved velocity field at the first grid160

level zp = ∆z/2 (∆z is the vertical resolution) above the wall, i.e.161

τb,i

ρ
= −u2

∗b = −

[
κU

ln(zp/z0)

]2 ˘̃ui

U
, i = 1, 2, (6)

This wall model involves an additional test filtering operation (denoted by a breve ·̆) described in162

Bou-Zeid et al. (2005), and U is the magnitude of the local test-filtered velocity, κ = 0.4 is the163

Von Karman constant, u∗b is the friction velocity at the bottom wall, z0 is the bottom roughness164

length that may influence the bed friction and affect the development of BBL turbulence. Here,165

we assume that the seafloor is adiabatic and has a roughness length of z0 = 0.01 m, a typical value166

for areas of sandy substrate (see supplementary data in Jones et al. 2015). Note that the surface167

momentum fluxes induced by the wind shear and the bottom stress associated with the geostrophic168

current are carried by the SGS stresses in our LES model.169

Spatial derivatives in the horizontal directions are treated with pseudo-spectral differentiation,170

while the derivatives in the vertical direction are discretized using a second-order central-difference171

scheme. The aliasing errors associated with the non-linear terms are removed based on the 3/2 rule.172

Time advancement is performed using the fully explicit second-order accurate Adams-Bashforth173

scheme. The numerical code has been validated against simulations of Langmuir turbulence in174

deep ocean (McWiliams et al. 1997), and applied to modeling developing boundary layer flow175

over a marine macroalgal farm (Yan et al. 2021). For simplicity, the tilde symbols used to denote176

resolved variables are omitted hereafter.177
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b. Simulation set-up178

The flow is driven by two main forcings, i.e. a surface forcing and a geostrophic current, in179

a rotating environment with uniform Coriolis frequency f = 1.0× 10−4 s−1 (corresponding to a180

latitude of 45◦N) (see figure 1a). A constant wind stress τs = 0.148 N m−2 is applied at the air-sea181

surface and is aligned with the streamwise x-direction. The corresponding wind speed at 10-m182

height is U10 = 10 m s−1, and the friction velocity at the ocean surface is u∗s = 1.22×10−2 m s−1.183

The monochromatic surface wave is propagating along the x-direction, with a wavelength of184

λ = 60 m and an amplitude of a = 1.13 m, yielding Us = 0.136 m s−1 and Lat = 0.3. These185

parameter values represent typical wind and wave conditions in coastal regions (Belcher et al.186

2012). The geostrophic current ug = (ug,0,0) is aligned in the x−direction and remains constant187

over time, assuming that the variations of mesoscale flow features and tidal forcing are negligible188

on the time scale of interest here. For comparison, the flows driven by either the surface forcing or189

the geostrophic current are also simulated.190

The water depth is H = 45m, and thus the Stokes drift velocity (5) is approximately zero in191

the lower half of the water column (see figure 1b) rather than persisting towards the bottom192

wall as in shallow-water Langmuir turbulence (Gargett et al. 2004; Tejada-Martínez and Grosch193

2007). It is worth mentioning that observations at a site off Georgia (27-m-deep) suggested that194

the surface layer LCs will not evolve into full-depth LSCs when the water depth is much deeper195

than 25-30 m (Gargett et al. 2014). The computational domain size in the horizontal direction196

is Lx = Ly = 2πH, which is assumed to be large enough to minimize the influence of the finite197

domain size (Shrestha et al. 2018). The mesh is uniformly distributed in all three directions, and198

the computational parameters and grid resolution are shown in table 1. All the simulations start199

as uniformly stratified fluid (USF), i.e. temperature is linearly stratified throughout the entire200
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water column with a initial temperature gradient dθ/dz |0 = 0.1 K m−1. Thus, the initial buoyancy201

frequency N0 =
√
αg ·d〈θ〉/dz |0 = 1.4×10−2 s−1, and the ratio N0/ f = 140. This set-up has been202

commonly used in the study of turbulent entraining boundary layers in terms of either laboratory203

experiments (Kato and Phillips 1969) or numerical simulations (Jonker et al. 2013). In comparison,204

the LES studies of Noh et al. (2011) and Li and Fox-Kemper (2017) initialized the flow with a205

piecewise density profile, where the water column was only linearly stratified below the upper206

mixed layer. The fact that we design the numerical experiments starting from USF is to cleanly207

separate the flow regimes without imposing a prior prejudice about the time of transition; A208

piecewise density distribution would simply make a different starting point for the approach to209

transition without fundamentally altering the behavior. The mean velocity U = u+ iv is initialized210

with the steady-state bottom Ekman layer solution (Wyngaard 2010),211

U = ug
(
1− e−βzcosβz

)
+ iuge−βzsinβz (7)

in which β = ( f /2νe)
1/2, and νe = 10−4 m2 s−1 is the effective eddy viscosity in the bottom Ekman212

spiral. The subscript in table 1 indicates different flow regimes, i.e. (·)S&B denotes the co-existence213

of SBL and BBL, while (·)SBL or (·)BBL implies the simulation in which only SBL or BBL is214

present. The simulations are carried out for t/T f = 12 time units, where T f = 2π/ f is the inertial215

period, with a dimensional time step t = 0.15 s (i.e. the integration time is more than 5 million time216

steps). To capture the boundary layer evolution, the flow and thermal fields are decomposed into a217

horizontal mean (denoted with angle brackets) and deviations from it (denoted with a single prime),218

e.g. u = 〈u〉+u′. When the flow reaches a quasi-equilibrium state, an additional time-averaging219

operation, denoted by an overbar (e.g. 〈u〉), is taken over an inertial period T f so as to mitigate the220

effect of inertial oscillations.221
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Here, we define the depth of upper and lower boundary layers to be, respectively, the vertical222

levels where the potential temperature exceeds a certain percentage of the temperature in the upper223

and lower mixed layers θML (adapted from the temperature contour method in Sullivan et al. 1998),224

zi = {z : |〈θ〉(z)− θML | = χθML} (8)

where χ is a predefined constant. In general, our resolution is reasonable to resolve internal waves,225

but not fine enough to capture wave breaking. To confirm that the grid resolution is sufficient to226

resolve the key flow features in the boundary layers, we compare the vertical grid spacing and two227

relevant length scales given below, i.e. the Ozmidov scale LO and the Ellison scale LE ,228

LO = ε
1/2/N3/2, LE =

〈θ′2〉
1/2

d〈θ〉/dz
(9)

in which ε is the rate of turbulent kinetic energy (TKE) dissipation (estimated from the SGS229

dissipation as the viscosity is omitted here), and N =
√
αg ·d〈θ〉/dz is the buoyancy frequency.230

The Ozmidov scale LO gives an estimate of the smallest scale of turbulent eddies influenced by231

stratification (Smyth and Moum 2000), while the Ellison scale LE represents the scale of boundary232

layer eddies responsible for entrainment (Taylor and Sarkar 2008). Figure 2 shows the vertical233

profiles of LO and LE within the first two inertial periods for case USFS&B. Outside of the boundary234

layers, LO becomes irrelevant because the flow is mostly non-turbulent (even in the presence of235

internal waves), and the section of LO profile within the stratified layer is highlighted by dash-dotted236

lines. As the flow evolves, we can see that the present vertical grid resolution (black dashed line)237

is sufficient to resolve the local Ozmidov and Ellison scales near the outer edges of the boundary238

layers (up- and down-pointing triangles). This suggests that the present simulations are able to239

capture the boundary layer growth due to entrainment, thus lending confidence to the accuracy of240

the LES solutions.241
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3. Temporal evolution of the boundary layers242

a. Volume-averaged kinetic energy243

Figure 3 shows the times series of the volume-averaged kinetic energy from the three LES244

simulations included in this study, i.e. USFS&B (black solid line), USFSBL (blue dash-dotted line),245

and USFBBL (red dashed line). Here, we use the same normalization factor ug = 0.25 m s−1 for246

all three cases even though there is no geostrophic current in USFSBL to drive the flow. In a247

rotating environment, slowly decaying inertial oscillations of the horizontal current are observed248

for USFS&B and USFSBL. The kinetic energy in USFSBL goes to nearly zero at the end of each249

inertial period because this simulation actually starts from rest (equation (7)). For case USFS&B,250

the two boundary layers will eventually merge as the surface and bottom mixed layers both grow251

continually into the interior stratified layer. Accordingly, the flow regime transitions from a quasi-252

steady status (for t/T f < 8) to a different equilibrium state (for t/T f > 11). Test runs suggest that the253

transition period will be delayed or accelerated depending on the magnitude of the surface forcing,254

geostrophic current, and bottom roughness length, but the flow sensitivity to these parameters is255

not pursued here.256

Interestingly, case USFBBL and the final equilibrium regime of USFS&B are seemingly exempt257

from any inertial oscillations (figure 3). This is because, when the entire boundary layer is258

influenced by the bottom floor, the wall friction causes damping and modifies the restoring force259

(i.e. Coriolis force) of inertial oscillations (Schröter et al. 2013), thus the amplitudes of inertial260

motions are very small, similar to that in the atmospheric boundary layer (Lundquist 2003). The261

LES solutions for USFS&B are averaged over two separated inertial periods, denoted as BM and262

AM in figure 3, to examine the variation of turbulent dynamics before and after the merger between263
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the SBL and BBL. Statistics from USFSBL and USFBBL, averaged over BM, are also extracted for264

comparison.265

b. Visualization of the overlapping boundary layers266

Figure 4 shows the instantaneous x − z slices of the velocity components (normalized by u∗s)267

and potential temperature (normalized by θ∗ = Hdθ/dz |0) at t/T f = 0.5 for simulation USFS&B. To268

better visualize the turbulent fluctuations, the instantaneous fields of v and θ are both decomposed269

into a fluctuating component (b and d) and a horizontal averaged component (c and f ) as noted in the270

caption. Note that the horizontal-plane averages are independent of horizontal coordinates, and we271

show their vertical distribution in color plots (instead of plotting their vertical profiles) to highlight272

the difference between the mean values and the fluctuations. Only the temperature deviation from273

the bulk temperature is considered here (figure 4f ). In figure 4, we can clearly observe a three-layer274

structure in the vertical column. The turbulent eddy motions, such as Langmuir circulations and275

bottom-generated turbulence, are mainly confined to the upper and lower boundary layers (i.e.276

SBL and BBL), while the central stratified layer is mostly non-turbulent and stays approximately277

in geostrophic balance (figure 4a and b). The streamwise velocity u (figure 4a) is reduced in the278

SBL because the current driven by the surface forcing is opposed to the Stokes drift, a typical279

feature of Langmuir turbulence in the upper surface layer (McWiliams et al. 1997). The crosswise280

velocity v in the SBL and BBL (figure 4c) is directed to the right of the wind stress (positive281

x−direction) and bottom stress (negative x−direction), respectively, which is consistent with the282

surface and bottom Ekman spirals in the oceanic boundary layer flow (Taylor and Sarkar 2007;283

Pham and Sarkar 2017). The alternating downward and upward w in the stratified layer in figure284

4d implies the propagation of internal waves. As the forcing conditions are kept constant and there285

is no topography, these internal waves are believed to be excited by boundary layer turbulence.286
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Internal waves can potentially alter the dynamics and energetics of boundary layers by transporting287

momentum and energy in the vertical (Chini and Leibovich 2003; Taylor and Sarkar 2007), thus288

facilitating dynamical coupling between the upper and lower boundary layers. The boundary289

layer turbulence continually erodes the stratification, and homogenizes the temperature field in290

the surface and bottom waters (figure 4e). Since no buoyancy flux across the air-sea interface is291

present to stabilize the temperature profile, the thermal field will keep evolving over time till the292

temperature is eventually well mixed throughout the entire water column.293

Figure 5 shows the instantaneous field of w/u∗ in the x − y planes at four different vertical294

levels (z/H = −0.1, −0.3, −0.6, −0.8) at t/T f = 7.88 (before the merger, upper panels) and295

t/T f = 10.0 (after merger, lower panels). Before the two boundary layers merge, the elongated296

streaks of downwelling velocity (colored by blue) observed in the upper layers (figure 5a and b)297

are signatures of Langmuir turbulence similar to those found in the deep ocean, where Langmuir298

circulations are oriented to the right of the wind direction (McWiliams et al. 1997). In the mid-299

layer (figure 5c), we can observe quasi-periodic propagating variations of the vertical velocity,300

indicating the presence of internal waves. The flow field in figure 5d displays evident spatial301

correlation with that in figure 5c, which suggests that the internal waves impose their imprint302

on the boundary layer turbulence near the bottom wall. More evidence to support this argument303

will be offered in section 5, where the modulation of internal waves on turbulent transfer and the304

spectral distribution of energy are presented. However, this wave pattern in the stratified layer305

does not persist over time but it is characterized by intermittent behaviors, i.e. the internal waves306

constantly disappear and reappear with varying direction of propagation (see the supplementary307

movie). This is because internal waves of different frequencies and wave amplitudes interfere with308

each other, thus occasionally smearing out any persistent wave patterns. The horizontal rotation309

of the internal wave propagation is also consistent with the LES results from Polton et al. (2008).310
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After the two boundary layers merge, a strongly coherent pattern with upwelling and downwelling311

velocity alternating periodically in the crosswise direction is clearly seen throughout the water312

column (figure 5e-h), indicating the presence of two large-scale counter-rotating vortex pairs that313

are reminiscent of the full-depth LSCs (Gargett et al. 2004; Tejada-Martínez and Grosch 2007).314

From figure 5h, the full-depth Langmuir circulations clearly modulate the BBL dynamics (Deng315

et al. 2019; Shrestha and Anderson 2019). As the simulation evolves further in time, these two316

downwelling regions merge into one and the whole domain fits only one pair of counter-rotating317

vortices (more evidence to be shown in section 4c).318

c. Boundary layer development319

Figure 6 shows the time history of the plane-averaged temperature gradient d〈θ〉/dz for the three320

different cases considered here, i.e. USFS&B, USFSBL, and USFBBL. For case USFS&B (figure321

6a), both the surface and bottom boundary layers develop under the combined effects of surface322

forcing and geostrophic current. The existence of the two separate thermoclines at early times is323

due to the entrainment sharpening of the adjacent density gradients for each of the SBL and BBL,324

as seen more persistently in the USFSBL and USFBBL cases. As the interior stratified layer gets325

thinner, these two thermoclines merge at t/T f ≈
3
2 , and the temperature gradient of the resultant326

thermocline increases up to around 5 times of its initial value at t/T f ≈
5
4 , compared to 3 times in327

USFS&B (figure 6b) and 4 times in USFBBL (figure 6c). However, it is evidently observed that the328

strength of stratification in the thermocline for USFS&B and USFSBL (figure 6a and b) oscillates329

with frequency f before its ultimate disappearance, which is indicative of the modulation effect330

by inertial oscillations. The boundary layers in USFS&B cease to grow once the two thermoclines331

merge, and the only way for the system to evolve is to slowly mix the stratified fluids into the two332

boundary layers manifested by a gradual erosion of the interior stratification. This suggests that333
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the merger between the SBL and BBL (figure 6a) is not directly caused by boundary layer growth,334

but by a slow reduction in stratification within the thin layer between the two coexisting boundary335

layers. The interior stratification eventually disappears at t/T f ≈ 9 (i.e. the entire water column is336

in a neutrally stable condition), and the SBL and BBL merge into one fully developed boundary337

layer afterwards (consistent with that delineated in figure 3).338

Figure 7 shows the time history of the outer edges (a) and thicknesses (b) of the boundary layers339

for all 3 simulations. The boundary layer development for the isolated boundary layer scenarios340

(i.e. USFSBL or USFBBL) is characterized by a rapid deepening, followed by a slow growth due to341

entrainment, similar to that observed by other authors for the upper (Pham and Sarkar 2017) and342

bottom ocean Ekman layers (Taylor and Sarkar 2008). In contrast, the overlapping boundary layer343

(USFS&B) flow evolves through three phases: a rapid deepening, an oscillating equilibrium, and a344

prompt merger. These three phases are separated by two important transitions: the merger of the345

two thermoclines separates the first two phases, and the disapearance of the internal stratification346

separates the final two phases (figure 6). The growths of SBL and BBL for USFS&B follow the347

isolated boundary layer cases (i.e. USFSBL and USFBBL) in phase 1, but then depart in phase 2348

starting at t/T f ≈
3
2 , which coincides with the point where the two thermoclines merge into one349

stronger thermocline (see figure 6a). This suggests that the merger of thermoclines marks an350

important moment at which the interaction between the two boundary layers becomes apparent.351

After the first transition, the SBL and BBL reach their quasi-equilibrium depths except with inertial352

oscillations superimposed on them. Once the stratification vanishes (t/T f ≈ 9), the depths of SBL353

and BBL change rapidly as there is no resistance to vertical mixing, resulting in the merger between354

the SBL and the BBL. Note that the main change after the first transition is more about boundary355

layer growth while the flow remains quasi-stationary, and the entire field only exhibit significant356

changes after the second transition (e.g. black solid line in figure 3).357
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Pollard et al. (1972) predicts that the deepening of a constant-stress-driven Ekman layer into358

uniform stratification is given by,359

h(t) =


u∗{4 [1− cos ( f t)]}1/4/

√
N0 f , 0 ≤ t/T f ≤ 1/2

23/4u∗/
√

N0 f , t/T f > 1/2.
(10)

in which h is the mixed layer depth, u∗ is the friction velocity. In figure 7a, The boundary360

layer developments based on the theory of Pollard et al. (1972) are also included (black dash-361

dotted lines), using u∗s and u∗b, respectively, as the velocity scale for the surface and bottom362

mixed layers. Here, u∗b is estimated from the reduced form of the crosswise momentum equation363

(2) when the flow reaches a quasi-equilibrium state, i.e. u∗b =
[
〈u′w′〉

2
+ 〈v′w′〉

2]1/2

z=−H
where364

〈u′w′〉|z=−H = f
∫ 0
−H 〈v〉dz and 〈v′w′〉|z=−H = f

∫ 0
−H

[
ug − 〈u〉

]
dz. Here, the values of u∗b and u∗s365

are very close (u∗b/u∗s = 1.04) because we designed our simulation set-up to have comparable366

wind and current forcing conditions, which need not be the case in general. While Pollard et al.367

(1972) excluded the late-time growth, the numerical studies of Jonker et al. (2013) and Pham and368

Sarkar (2017) predicted that the late-time growth is proportionate to t1/2 regardless of the rotational369

effect. The BBL growth for case USFS&B (also USFBBL) indeed follows this t1/2 relationship over370

the most part of phase 1 (0.3 < t/T f < 1.5), but the SBL growth deviates from this relationship371

possibly due to the effect of Langmuir turbulence. In phase 2 (1.5 < t/T f < 9), as the boundary372

layer turbulence continues to mix cooler water from below up into the SBL or warmer water from373

aloft down into the BBL, the background stratification continually change over time (figure 6).374

The increased stratification should lead to a slower boundary layer growth as is indeed observed in375

our simulations (figure 7). Additionally, the internal waves will perturb the boundary layers, and376

stress-driven mixed layers bounded by compliant (considered here) and rigid (Pollard et al. 1972)377

thermoclines are qualitatively different (Chini and Leibovich 2003). Hence, the boundary layer378
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development shown here takes a different form from that predicted in the stress-driven Ekman layer379

(Pollard et al. 1972).380

In the following sections, we will focus mostly on the dynamics and structures in the overlapping381

boundary layers (i.e. case USFS&B), given that they are much less explored compared to the382

scenario of the upper ocean SBL (see McWiliams et al. 1997; Sullivan and McWilliams 2010;383

D’Asaro 2014) or the current-driven BBL (see Taylor and Sarkar 2007, 2008; Trowbridge and384

Lentz 2018). Results from USFSBL and USFBBL will still be used where necessary and serve as385

a reference to highlight the distinct features in the overlapping boundary layers. Since the flow386

in phase 1 behaves similar to the two isolated boundary layer counterparts, we will not discuss it387

further. Instead, we focus on LES solutions from the two separated inertial periods BM and AM388

to describe the flow features in phase 2 and phase 3. Also note that phase 2 should be very similar389

to phase 1, except that the boundary layer growth is stalled.390

4. Turbulence in the overlapping boundary layers391

a. Mean flow structure392

Figure 8 shows the streamwise and crosswise components of the mean velocity for all three393

cases. Note that only the Eulerian velocity is shown here, while the Stokes drift is left out.394

On the grounds of dimensional analysis, four characteristic velocity scales matter in determining395

the flow regime, i.e. u∗s, Us, u∗b, and ug. The turbulence in the SBL scales with u∗s and Us,396

while the bottom turbulence scales with u∗b and ug. Because the forcing conditions are different397

among these cases, it is very difficult to find a universal velocity scale applicable for all three398

scenarios. Here, we are essentially comparing the absolute value of velocity-related statistics and399

use u∗s = 1.22×10−2 m s−1 as the scaling velocity.400
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Before the surface and bottom boundary layers merge (i.e. BM), as the interior temperature401

inversion still matters, the flow in the surface water behaves similar to that in Langmuir turbulence402

(case USFSBL, blue line), while the bottom water exhibits a similar flow pattern to the stratified403

bottom Ekman layer (case USFBBL, red line), similar to the flow field in phase 1 (figure 4c). The404

overshoot in the thermocline for the downstream velocity (figure 8) is inherent to the bottom Ekman405

layer flow (Taylor and Sarkar 2008). The magnitude of 〈v〉 somewhat increases within the surface406

and bottom mixed layers relative to the isolated boundary layer counterparts, possibly because the407

two mixed layers are both confined to a shallower thickness due to stronger interior stratification408

(figure 6).409

After the two boundary layers fully merge (i.e. AM), the profiles of 〈u〉 and 〈v〉 agree with the410

LES solutions of LSCs in Shrestha et al. (2019) (case C2211 in figure 5 therein). The streamwise411

velocity is uniformly distributed in the central portion of the column, with most of the shear412

concentrated near the surface and bottom. It is interesting that v is now mostly positive in the413

vertical column, suggesting that the BBL influence is stronger than the SBL influence. Unlike the414

wind-driven Langmuir turbulence in shallow water (Tejada-Martínez and Grosch 2007; Kukulka415

et al. 2012; Deng et al. 2019), the overlapping boundary layer flow is also controlled by the bottom416

shear stress caused by the mean geostrophic current. As a result, the crosswise transport is mostly417

directed to the left of the x−direction in the vertical column except close to the surface (figure 8b).418

Because the crosswise velocity component in the SBL is pointing in the opposite direction to that419

in the BBL, they will counter-act each other when the SBL and BBL merge. Thus, the magnitude420

of 〈v〉 is significantly reduced, and becomes nearly uniform in the vertical due to strong vertical421

mixing. The hodographs in figure 8c offer a different view of the mean horizontal velocity vector422

(〈u〉, 〈v〉). While cases USFSBL and USFBBL yield typical Ekman spirals in Langmuir turbulence423
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and BBL turbulence respectively, the hodographs for USFS&B are very distorted due to the more424

complex behavior in the mean flow described above.425

b. Turbulence statistics426

Figure 9 shows the profiles of the vertical momentum flux, i.e. 〈u′w′〉 and 〈v′w′〉, in which427

both the resolved and SGS components are included. Continuity of the shear stress across the428

air-sea interface requires that 〈u′w′〉/u2
∗s = 1 at all times. Owing to the conservation of horizontal429

momentum, the distributions of 〈u′w′〉 and 〈v′w′〉 are closely related to the velocity profiles (figure430

8). When the flow reaches a quasi-steady state, the momemtum equation (2) reduces to a balance431

among the turbulent stress divergence, pressure gradient force, and the Coriolis term, i.e.432

∂〈u′w′〉/∂z = f 〈v〉, (11a)

∂〈v′w′〉/∂z = f
(
〈u〉+us −ug

)
(11b)

Before themerger, the flux of streamwisemomentumapproaches itsminimummagnitude 〈u′w′〉 ≈ 0433

at the depth z/H ≈ 0.6 (figure 9a), where the local flux gradient ∂〈u′w′〉/∂z |z/H≈0.6 = 0 and thus434

the crosswise velocity 〈v〉 changes its sign (black dashed line in figure 8). The magnitudes of435

〈u′w′〉 and 〈v′w′〉 are reduced within the boundary layers compared to that in the isolated boundary436

layer scenarios (blue and red dashed lines) due to the differences in boundary layer depths. Note437

that 〈v′w′〉 exhibits a nonzero value in the stratified layer, suggesting that the SBL and BBL438

are in a partly communicating regime. While the interior stratification still inhibits the vertical439

mixing of the entire water column, this dynamical coupling is potentially enabled by the internal440

waves generated thereabout due to the interaction of boundary layer turbulence with the interior441

stratification, which will be described in section 5. After the merger, the bottom stress increases442

by about 50% and now it is greater than the surface value (u∗b/u∗s = 0.99 before the merger and443
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1.24 after merger). This leads to a positive crosswise velocity 〈v̄〉 > 0 almost over the entire444

water column except near the surface as shown in figure 8b. The enhanced bottom stress (after the445

merger) is caused by the penetration of Langmuir circulations down to the bottomwall (i.e. forming446

the so-called LSCs, see section c), which has potential implications for coastal sedimentation and447

erosion (Gargett et al. 2004).448

The turbulent intensities also exhibit remarkable changes in magnitude when the flow turns into449

a fully merged boundary layer (see figure 10), partly because the stronger bottom shear (figure 8)450

and the enhanced bottom stress (figure 9) promote turbulent mixing in the vertical column. Before451

the merger, all the three components appear to be an amalgamation of turbulence intensities in452

USFSBL and USFBBL (blue and red dashed lines), suggesting that the interaction between the SBL453

and BBL is not very strong. The vertical turbulent intensities 〈w′w′〉 are nonzero for all three cases454

(dashed lines in figure 10c) in the stably stratified layer, which could be kinetic energy carried by455

internal waves radiating away into the stratified layer. After the two boundary layers are merged,456

〈u′u′〉 and 〈v′v′〉 from case USFS&B show intensification near the bottom and near the surface,457

consistent with the observations of Gargett et al. (2004) and Gargett and Wells (2007) and LES458

results of Tejada-Martínez and Grosch (2007). Based on the shape of the vertical profiles, we459

infer that the streamwise component 〈u′u′〉 is dominated by shear production at the bottom, while460

the crosswise 〈v′v′〉 and vertical 〈w′w′〉 components are mainly dominated by the surface forcing461

associated with Langmuir turbulence in the upper layer. It should be noted that 〈u′u′〉 and 〈v′v′〉462

from case USFBBL (red line) both approach a small nonzero value above the bottom mixed layer463

because of the sampling error involved in filtering out the inertial oscillations associated with the464

horizontal current. As the flow in USFBBL is almost non-turbulent above the BBL, it takes more465

time (i.e. more than an inertial period) for the current-driven flow to bounce back to an equilibrium466

solution due to strong inertia and no assistance from turbulent mixing. Nevertheless, the sampling467
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error for case USFS&B should be very small because the highly turbulent entrainment of the narrow468

stratified region will greatly reduce the effect of inertial acceleration.469

c. Comparison with Langmuir supercells470

The upper ocean flow is populated with the well-known Langmuir circulations, which are471

generated by wave-current interactions via the CL2 instability, i.e. the wave-induced Stokes drift472

shear tilts the vertical vorticity (associated with the crosswind shear) into the downwind direction,473

forming pairs of couter-rotating vortices (Leibovich 1983). In shallow-water regions (∼ 15 m), as474

the Stokes drift velocity persists even at the seabed, Langmuir circulations occupy the entire water475

column (i.e. the so-called Langmuir supercells), with a lateral scale 3∼6 times the water depth476

(Gargett et al. 2004; Gargett and Wells 2007; Tejada-Martínez and Grosch 2007). The interactions477

of the bottom shear with the surface waves will also affect the morphology and characteristics of478

the Langmuir supercells (Kukulka et al. 2011).479

In an intermediate-depth ocean where the Stokes drift velocity vanishes below certain vertical480

level, one interesting question is how Langmuir circulations behave when the two boundary layers481

are fully merged. Will these coherent circulations still be confined to the upper half of the water482

column, or will they also extend towards the sea bottom? Visual evidence in figure 5 seems to483

suggest the latter. Here, we use a conditional sampling method for the LES solutions to educe the484

size and strength of Langmuir structures. Based on the preconception that Langmuir circulations485

induce strong downwelling motions, the conditional sampling operation for any physical quantity486

φ is defined as,487

φ̊(xr,yr,x′,y′,z′,t) =
〈
φ(xr + x′,yr + y

′,z′,t)
��E 〉

,

as E : w(xr,yr,z∗,t) ≤ −〈w′w′〉
1/2��

max,

(12)
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in which (xr,yr) is the reference point (that enumerates all the grid point on the x − y plane)488

with (x′,y′) being the distance from (xr,yr) in the horizontal direction, and z∗ is the depth at489

which 〈w′w′〉
1/2

attains its maximum value 〈w′w′〉
1/2��

max (McWiliams et al. 1997). Alternative490

definitions of the conditional event E have been used. such as one based on upwelling motions,491

but they do not yield a flow structure very different from the one reported here in terms of the size492

and strength.493

It is worth noting that in previous LES studies of shallow-water Langmuir turbulence (where494

wind and waves are co-aligned in the streamwise direction) (Tejada-Martínez and Grosch 2007;495

Kukulka et al. 2012; Deng et al. 2019), the Langmuir supercell structures are normally distilled496

from the LES field as the streamwise-averaged turbulent fluctuations. In those studies, Langmuir497

circulations are roughly aligned with the wind and wave directions as the Coriolis rotation is usually498

omitted (Grosch and Gargett 2016). However, with the inclusion of the Earth’s rotation (as we have499

considered in this work), the orientation of Langmuir circulations is somewhat deflected from the500

wind direction and also changes with increasing depth (McWiliams et al. 1997).501

Figure 11 shows the contour plots of ẘ/u∗ in the x− y plane (z/H = −0.2) and y− z plane (x/H =502

π) from simulation USFS&B as noted in the caption. Before the merger, Langmuir circulations503

are mainly confined to the SBL, but occasionally induce upwelling and downwelling motions in504

the stratified layer (figure 11c), which is likely the main source of internal waves there (Chini and505

Leibovich 2003; Polton et al. 2008). As Polton et al. (2008) pointed out, the internal waves are506

likely to be trapped in the transition layer and may contribute to the turbulent mixing there. The507

Langmuir cells are elongated in the longitudinal direction, with the axis oriented slightly to the508

right of the wind direction (i.e. positive x−direction) because of the Ekman shear (figure 8). The509

cell pattern appears antisymmetric about the conditioning origin, i.e. (xr = π,yr = π), with a lateral510
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span of 2 times their vertical extension (∼ 0.5H), consistent with that described in McWiliams511

et al. (1997).512

However, the size and orientation of Langmuir circulations become distinctively different after513

the merger. Interestingly, the Langmuir circulations at this flow stage extend down to the sea514

bottom, even though the Stokes drift velocity shear is zero in the lower half of the water column515

(see figure 1b). This is consistent with the LES results in Sinha et al. (2015) (case V therein). The516

flow in the convergence zone is also featured by intensified streamwise velocity fluctuations near517

the surface and the bottom after the merger (not shown), which is one of the key signatures of full-518

depth Langmuir cells (Gargett et al. 2004; Gargett and Wells 2007; Tejada-Martínez and Grosch519

2007). Based on the time history of 〈w′w′〉 (not shown), the full-depth Langmuir circulations520

emerge over a very short period of time 9 < t/T f < 9.2. This evolutionary feature agrees with the521

observational study of Gargett et al. (2004) and Gargett and Wells (2007), which also reported a522

drastic transition from surface Langmuir turbulence activity to full-depth Langmuir cells. Gargett523

et al. (2004) and Gargett andWells (2007) also pointed out that these full-depth Langmuir cells only524

exist sporadically (even in a 15-m water depth), indicating that a state in which surface Langmuir525

turbulence and the BBL mostly co-exist and interact with each other is also likely to occur in526

their observations (this flow feature is consistent with that found in the second phase from our527

LES simulations). After the merger, the full-depth Langmuir cells are oriented to the right of the528

wind direction at first, and then they are adjusted to be aligned with the wind direction (lower529

panels in figure 5), see the supplementary movie. When the flow finally reaches an equilibrium530

state, the whole simulation domain now resolves only one pair of counter-rotating Langmuir rolls,531

with a lateral scale of about 6 times the water depth (figure 11b and d), again consistent with the532

measurements (3 to 6 times the water depth) by Gargett and Wells (2007). It should be noted that533

in a periodic domain, when there is a regularly repeating pattern of flow structures (e.g. Langmuir534
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cells) across the domain, the domain must encompass an integer number of flow structures. Thus535

it is possible that the size of flow structures observed in our simulations is somewhat impacted536

by the domain size. Note that our domain size (2πH × 2πH ×H) is comparable to that used in537

Tejada-Martínez and Grosch (2007) (i.e. 2πH×4πH/3×H). Nevertheless, we can safely conclude538

that after the two boundary layer merge, the Langmuir circulations occupy the entire water column539

and their lateral extension is much larger than before the merger. The full-depth Langmuir cells540

become less distorted and appear more aligned in the streamwise direction, possibly due to weaker541

crosswise current shear (figure 8b) as reported in Kukulka et al. (2011).542

It should be noted that the observations of Langmuir supercells in Gargett et al. (2004) and543

Gargett and Wells (2007) were made under flow conditions different from those used in the present544

simulations. In Gargett et al. (2004) and Gargett and Wells (2007), the wavelength of the most545

dominant wave (λ = 90m) is approximately six times greater than the water depth (H = 15m).546

Thus, the full-depth Langmuir cells in the observations of Gargett et al. (2004) and Gargett and547

Wells (2007) are likely to be generated by a strong interaction of Langmuir circulations in the548

surface layer with the wave-induced bottom boundary layer. For comparison, in our LES study,549

the imposed wave forcing has a wavelength of λ = 60m, about 1.3 times of the water depth (H550

= 45m). The wave-induced motion is important in the upper half of the water column, and the551

full-depth Langmuir circulations found in our LES study is generated by the interaction of the552

surface Langmuir turbulence and current-driven bottom turbulence.553

Relative to the central downwelling region, the full-depth Langmuir cells exhibit stronger up-554

welling motions on the right flank compared to the left flank (facing downstream), which could555

change depending on the forcing conditions. The potential impact of varying wind-wave-current556

conditions on the resulting appearance of Langmuir structures is out of the scope here, but should557

be explored in the future. According to Shrestha and Anderson (2019), the upwelling and down-558
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welling motions associated with the full-depth Langmuir circulations will induce a phase-locked559

modulation on the bottom stress, which leads to elevated bottom stresses seen in figure 9 (black solid560

lines). This is the main cause for the increased streamwise turbulent stress 〈u′w′〉b and also total561

stress u2
∗b at the bottom (in terms of magnitude) after the merger, see figure 9. The reduction in the562

magnitude of crosswise turbulent stress 〈v′w′〉b near the bottom is attributed to the counterbalance563

of momentum transfer driven by the surface-forcing and bottom-shear mechanisms.564

d. Turbulent kinetic energy budget565

To better understand the energy transport in the vertical column, we examine the contributions566

from various production and destruction terms in the turbulent kinetic energy (TKE) budget. The567

resolved kinetic energy averaged over an inertial period K = 1
2 〈uiui〉 can be split into,568

K =
1
2
〈uiui〉 =

1
2
〈ui〉 〈ui〉︸      ︷︷      ︸

MKE

+
1
2
〈ui〉

′′ 〈ui〉
′′︸         ︷︷         ︸

IOKE

+
1
2
〈
u′iu
′
i

〉︸   ︷︷   ︸
TKE

(13)

Here, the double prime denotes the temporal fluctuation. The first term on the RHS of (13)569

is the mean kinetic energy (MKE), the second term represents the kinetic energy in the inertial570

oscillations (IOKE), and the third term is the time-averaged TKE. Under horizontally homogeneous571

conditions, the temporal evolution of the resolved-scale TKE (k = 〈u′iu
′
i〉/2) is given by,572

∂k
∂t
= −

[
〈u′iw

′〉+ 〈τd
i3〉

] d〈ui〉

dz︸                        ︷︷                        ︸
Pk

−〈u′w′〉
dus

dz︸        ︷︷        ︸
Sk

+αg〈w′θ′〉︸    ︷︷    ︸
Bk

−
1
2

d〈u′iu
′
iw
′〉

dz︸           ︷︷           ︸
Tk

−
1
ρ0

d〈w′p′〉
dz︸          ︷︷          ︸

Πk

+
d〈u′iτ

d′
i3 〉

dz︸    ︷︷    ︸
Dk

−〈τd
i j
∂ui

∂x j
〉︸      ︷︷      ︸

ε

(14)

The terms on the RHS of (14) are identified as shear production Pk , Stokes production Sk , buoyancy573

production Bk , turbulent transportTk , pressure transportΠk , SGS diffusion Dk , and SGSdissipation574
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rate ε (assumed to be a good proxy for TKE dissipation rate), respectively. Because the filter scale575

is much larger than the Kolmogorov scale, the viscous dissipation of resolved TKE is negligible.576

Figure 12 shows the time-averaged terms in (14) before and after the merger for case USFS&B,577

normalized by u3
∗s/H. For comparison, results from simulations USFSBL and USFBBL are also578

included. The TKE budget terms for case USFBBL (figure 12d) are in good agreement with that579

of the bottom Ekman layer in Taylor and Sarkar (2008) (figure 11 therein), thus lending more580

confidence to the fidelity of the present model. As Taylor and Sarkar (2007) pointed out, the581

pressure transport Πk becomes the major source term in the pycnocline (z/H ≈ −0.4 in figure 12d),582

which implicates the generation of internal waves by BBL turbulence. This is also true for the583

isolated SBL scenario as Πk is positive in the pycnocline at z/H ≈ −0.7 (figure 12c), suggesting584

that internal waves are also generated by the interaction of Langmuir turbulence and stratification.585

The energy budget in figure 12c is also consistent with typical Langmuir turbulence in deep ocean586

(Grant and Belcher 2009). The shear production is very small in the upper portion of the boundary587

layer as the Stokes production plays a dominant role in the generation of Langmuir turbulence.588

For case USFS&B, the energy budget terms before the merger appear to be an amalgamation589

of those for the isolated boundary layer cases. The production and dissipation terms are mostly590

concentrated near the surface and bottom where the mean current shear is strong. Before the591

merger, the production Pk and Sk are the primary source of TKE to balance dissipation ε near592

the surface and bottom, while Bk only accounts for a negligibly small fraction for TKE budget.593

The shear production is non-zero in the stratified layer due to small but nonzero 〈v′w′〉 (figure594

9b) and local enhanced shear (figure 8). The turbulent transport Tk acts as a sink near the surface595

and bottom, and serve as a source in the bulk of the two boundary layers. Because Tk represents596

the non-local transport contribution to TKE, this suggests that kinetic energy is transferred from597

the surface and bottom layers towards the interior of the boundary layers via non-local transport598
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mechanisms. Tk is approxiamtely zero at the interface between the SBL and BBL, implying that599

the non-local transport is primarily confined to the boundary layers.600

The pressure transport Πk is positive in the pycnocline at z/H ≈ −0.6, and it serves as a primary601

sink term in the SBL (−0.5 < z/H < −0.05) and acts as a secondary sink in the BBL (−0.95 < z/H <602

−0.7) in terms of the magnitude. This is another evidence that suggests the presence of internal603

waves, and links their energy source to the boundary layer turbulence with larger contributions604

originating fromLangmuir turbulence in the SBL. Fromfigure 3, we can see that the IOKEgradually605

decays on a time-scale of an inertial period, while the MKE remains approximately unchanged.606

This suggests that the internal waves feed on energy transferred from inertial oscillations, consistent607

with theoretical (Bell 1978), LES (Polton et al. 2008), and observational studies (Wijesekera and608

Dillon 1991). As the internal waves are generated in the pycnocline, the change of sign for Πk in609

the vertical (i.e. z/H ≈ −0.5 and −0.65) indicates that the vertical energy flux 〈p′w′〉 is radiated610

away (upward and downward) from the BBL and SBL. The ocean surface and bottom pose a611

natural barrier on the vertical propagation of internal waves, thus Πk changes sign at z/H ≈ −0.05612

and −0.95 and acts as a sink term near the surface and bottom regions (i.e. z/H < −0.95 and613

z/H > −0.05). However, Πk is much smaller than the dissipation ε , suggesting that the energy loss614

associated with internal waves is very small compared to the total dissipated energy. Even though615

the energy carried away by internal waves is small, the waves clearly impact the boundary layer616

structure (figure 5d) and may exert a significant influence on the evolution of background potential617

energy (Taylor and Sarkar 2007).618

After the overlapping boundary layers fully merge (figure 12b), Pk and ε are further enhanced619

near the seabed, owing to greater current shear near the bottom (see figure 8a). In the upper portion620

of the boundary layer, turbulence is energized by Stokes production Sk and even loses energy to621

MKE as Pk < 0.Because the magnitude of 〈u′w′〉 increases (figure 9a), the Stokes production Sk622
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also becomes larger. As ε does not change much in the surface layer, the increase of Sk leads623

to negative Pk at some levels 0.05 < z/H < 0.3. Πk and Tk now have opposite signs (e.g. Tk is624

negative near the surface and bottom, and positive in the central column), suggesting that boundary625

layer turbulence transports energy from the surface and bottom turbulent motions to the fluid in the626

central part (−0.7 < z/H < −0.1), while the pressure transport redistribute energy in the vertical627

by transferring energy in the central region to the surface and bottom layers.628

To explain the augmentation of turbulence levels after the overlapping boundary layers fully629

merge (figure 10), the production and destruction terms in (14) are further integrated in the vertical630

direction (from the surface to the bottom). Figure 13 shows the time history of the depth-averaged631

terms in (14) for USFS&B, denoted by 〈·〉z (e.g. 〈Pk〉z =
∫ 0
−H Pkdz /H ). Note that the depth-averaged632

transport terms, e.g. 〈Tk〉z, 〈Dk〉z, and 〈Πk〉z, are not shown because they should be identically633

zero. The production terms 〈Pk〉z and 〈Sk〉z are balanced to within a few percent by the dissipation634

〈ε〉z. The enhancement of TKE 〈k〉z after the merger is attributed to the increased 〈Pk〉z and 〈Sk〉z.635

Since Pk acts as a sink term in the upper ocean, the increase of 〈Pk〉z is mainly caused by the shear636

production associated with the increased bottom shear, which arises from the full-depth Langmuir637

circulations that modulate the BBL dynamics. The full-depth Langmuir circulations also promote638

the vertical momentum transfer, leading to larger Stokes production that causes transfer of wave639

energy to a deeper depth.640

5. Internal waves and turbulence641

The visual evidence presented above clearly confirms the presence of internal waves within642

the stably stratified layer. However, tracing the origin and evaluating their dissipation remain643

elusive due to cascades of nonlinear interactions (Garrett and Munk 1979; Staquet and Sommeria644

2002). The internal wave dynamics are strongly dependent on the vertical density structure of645
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the water column (Massel 2015). For the overlapping boundary layers USFS&B, the vertical646

density distribution exhibits a three-layer structure where the surface and bottom uniform layers647

are separated by a non-uniform layer in between. As the buoyancy frequency is time-varying, it is648

difficult to obtain a closed analytical solution to this problem.649

The two dominant restoring forces, which determine the existence of internal waves, are the650

vertical stratification (with buoyancy frequency N) and Earth’s rotation (with inertial frequency f ).651

These two factors force fluid parcels to oscillate back and forth about their equilibrium positions.652

For clarity, internal waves dominated by the buoyancy force are called internal gravity waves, while653

those mainly affected by Coriolis force are called inertial waves. The associated internal waves are654

characterized by the dispersion relation below (Phillips 1977),655

σ2 = (N2k2+ f 2m2)/(k2+m2) = N2 cos2 γ+ f 2 sin2 γ (15)

in which σ denotes the internal wave frequency, k and m are the vertical and horizontal wave656

numbers respectively, and γ is the angle between the wave vector and horizontal plane. Therefore,657

internal waves span the frequency range between the inertial frequency f (∼ s−4) and the buoyancy658

frequency N (∼ s−2). Since the internal wave periods are much longer than those of surface waves,659

the Stokes drift induced by internal waves is negligibly small. Therefore, the internal waves are well660

resolved here, rather than being filtered like the high-frequency surface waves (with a frequency of661

0.16 s−1 in our simulations) in deriving wave-averaged equations (1) to (3).662

a. Modulation of heat transfer663

We can examine the contribution of internal waves to energy transfer by looking at the vertical664

buoyancy flux −〈w′θ′〉 (as we assume a linear relationship between potential temperature θ and665

water density ρ). We notice that the strong temperature inversion in the stratified layer will induce666
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notable SGS buoyancy flux there, but the magnitude of the SGS component becomes increasingly667

small in the final periods before themerger (not shown) and the resolved component captures a large668

portion (if not the vast majority) of the heat transport. Figure 14a shows the Hovmöller diagram669

of the resolved buoyancy flux −〈w′θ′〉, normalized by u∗sθ∗. The buoyancy flux disappears after670

t/T f = 9.2, suggesting that the flow turns into neutral condition after that moment. Within the671

stratified region (the region between the two black thin lines), we can clearly observe two types of672

fluctuations, i.e. long-time variations and fast-time fluctuations. The long-time variations in the673

stratified layer have a period of t/T f = 1, suggesting that the buoyancy flux is strongly modulated674

by inertial oscillations. The fast-time fluctuations are associated with the internal gravity waves.675

It should be noted that a nonzero −〈w′θ′〉 is not generally expected for oceanic internal waves, and676

where it occurs it is often associated with internal wave breaking. In case USFS&B, local density677

overturns can be seen within the thermoclines (not shown). The vertical mixing caused by these678

overturns may contribute to the non-zero heat flux in the stratified layer.679

Over the last inertial cycle before the merger (8 < t/T f < 9), even though the corresponding680

temperature difference is very small, we notice an enhanced heat transfer in the vertical column681

that ultimately eliminated the internal stratification that leads to the merger. Right after the merger682

(9 < t/T f < 9.2), there is another sudden burst in heat flux before its final shutdown. This is probably683

caused by the enhanced turbulence working to eliminate the temperature difference between the684

upper and lower regions of the newly formed merged boundary layer.685

To more clearly identify the physical processes responsible for the modulation of heat transfer,686

we transform the time history of w′ and θ′ (t/T f < 10) at different vertical levels into frequency687

space, and introduce the cross-spectral density of w′ and θ′ (shown in figure 14b) defined as,688

Φwθ(z,σ) = 〈ŵ′(x,y,z,σ)θ̂′∗(x,y,z,σ)〉 (16)
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About 4200 samples at each vertical level of w, and θ are collected. To increase the statistical689

samples, the amplitude of the cross-spectral density |Φwθ | have been averaged over the horizontal690

plane indicated by the angled brackets, and * denotes the complex conjugate. The frequency is691

normalized by the inertial frequency f . The spectra at z/H = −0.6 (figure 14b) has a peak value692

centered at the inertial frequency as expected. The spectrum at high frequencies is characterized693

by an almost horizontal plateau, followed by a drop in power. The energy spectral amplitude694

has a local bump at σ/ f ≈ 55, which coincides with the mean buoyancy frequency N/ f in the695

stratified layer (at z/H = −0.6) over the last inertial cycle before the merger (i.e. 8 < t/T f < 9.2,696

red dashed line). This peak is related to the final stratification in the last inertial period before697

the merger. Since the frequency of internal waves cannot exceed the buoyancy frequency N , any698

faster fluctuations at frequencies above N would be purely turbulence, whose energy is quickly699

dissipated (already filtered here). Above all, the fast-time fluctuations in figure 14a are due to the700

co-existence of internal gravity waves and turbulence, as it is typical in stably stratified turbulence701

(Riley and Lindborg 2012).702

b. Wavenumber spectra analysis703

The imposition of surface-forcing and geostrophic current significantly alters the turbulent dy-704

namics and spectral cascade. To assess the spectral distribution of energy, figure 15 shows705

the one-dimensional wavenumber spectra (calculated in the crosswise y−direction and pre-706

multiplied by the crosswise wavenumber ky) for the vertical velocity w at four vertical levels707

z/H = −0.2, −0.4, −0.6, −0.8 for all simulations. The spectral amplitudes have been averaged over708

the specified inertial period. As expected, the spectral energy peaks at larger scales in the surface709

mixed layer due to larger-scale Langmuir structures (figure 15a), while small-scale stuctures are710

the most energetic part of turbulence in the bottom mixed layer (figure 15d). Within the mixed711
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layer, the isolated boundary layer cases (USFSBL and USFBBL) have larger vertical velocity variance712

(VVV) over a wide range of scales as compared to the pre-merger state of USFS&B. This is because713

more energy are transferred to the potential energy in simulation USFS&B due to stronger stratifi-714

cation. Also, modifications of the energy spectra imply the coupling between surface and bottom715

dynamics. VVV is significantly enhanced especially at larger scales at all depths after the merger716

for simulation USFS&B (black solid lines in figure 15), consistent with the vertical distribution of717

〈w′w′〉 in figure 10c. Additionally, the spectra are left-shifted to the low wavenumber end after718

merger in the verical column, which is attributed to the effect of full-depth Langmuir circulations.719

USFSBL and USFBBL also yield somewhat VVV at larger scales outside the mixed layers (red720

line in figure 15a and b, and blue line in figure 15d), which are likely associated with radiated721

internal waves. The spectral energy within the transition layer of USFS&B (black dashed line in722

15c) also indicate the presence of internal waves, superimposed by small-scale turbulence (at the723

high-wavenumber end of the spectrum). Consistent with that described in section 4d, USFSBL724

prompts energy carried by internal waves (in the stratified layer) five times greater than USFBBL725

does, suggesting the SBL turbulence plays a more important role in the generation of internal waves726

in USFS&B. However, the scenario would be different depending on the relative magnitude of the727

surface and current forcing conditions, which is out of the scope in this study.728

6. Conclusions729

Better understanding of oceanic turbulence and boundary layer dynamics is crucial in deriving730

improved parameterizations of mixing in global climate models (Belcher et al. 2012) and regional731

oceanographic models (Large et al. 1994; McWilliams and Sullivan 2000). In this study, we have732

explored the boundary layer evolution and turbulent structures in an intermediate-depth ocean733

by means of LES. The wave-averaged equations, with the inclusion of planetary rotation and734
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buoyancy effects, are solved numerically inside a periodic domain of constant water depth, in735

which the uniformly stratified fluid is driven by a surface forcing (i.e. a constant wind stress and a736

monochromatic surface wave) and a steady current in geostrophic balance. The latter is generated737

by an imposed pressure gradient applied in the crosswise direction. Using this idealized model, our738

intentions is to retain the essential elements of the physical processes in the coastal environment739

(e.g. Langmuir turbulence, BBL, internal waves, etc.) while still bringing it to a tractable problem740

that allows fundamental understanding of how these processes interact with each other. We refer741

to the resulting flow as overlapping boundary layers since the SBL and BBL co-exist.742

Over the course of development, the overlapping boundary layers evolve through 3 phases743

separated by two transitions. In phase 1 (t/T f < 1.5), the co-existing boundary layers grow by744

entrainment at the same rate as their isolated counterparts. The water temperature exhibits a five-745

layer structure. Two pycnoclines, which form at the edges of the upper and lower mixed layers, are746

separated by an interior stratified region. The interior stratification inhibits the vertical turbulent747

exchange, but it also provides a necessary condition for the generation of internal waves. The748

SBL and BBL partly communicate by virtue of vertically propagating internal waves. Transition 1749

occurs when the two pycnoclines merge into one, and the stratification significantly increases by a750

factor of 5.751

In phase 2, the boundary layer growth is stalled and the flow field is delimited by 3 distinct regions752

in the vertical column. These regions include the surface mixed layer where Langmuir turbulence753

dominates, the stratified layer where turbulence is energized by energy flux carried by internal754

waves, and the bottom mixed layer where bottom-generated turbulence dominates. In our case,755

the internal waves are mainly excited by Langmuir cells in the SBL, and they modulate turbulence756

in the BBL (based on conditionally averaged results and TKE budget), so that the energy transfer757

is from top to bottom (but this could possibly be different depending on the strength of surface758
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and current forcings). In this phase, the interior stratification is slowly eroded by downward heat759

fluxes that cool the SBL and warm the BBL. Coriolis seems to play a critical role in this phase, as760

the heat fluxes are strongly modulated by inertial oscillations, raising the necessity to consider the761

effect of rotation on Langmuir turbulence in coastal regions. Transition 2 occurs when the interior762

stratification is completely eroded by vertical mixing, causing the two boundary layers to finally763

collapse into one.764

In phase 3, as the two boundary layers are fully merged, Langmuir circulations are found to765

extend down to the bottom wall, even though the water is quite deep in our case (Stokes drift766

shear vanishes in the lower half of the vertical column). The full-depth Langmuir circulations767

promote the vertical momentum transfer and enhance the bottom shear stress, leading to increased768

contribution from the shear production (near the bottom) and Stokes production (near the surface),769

which are the main causes for the drastic enhancement of turbulence levels after the merger. From770

the TKE budget analysis, the energy is transferred from the surface part to the bottom part via771

non-local transport possibly due to the full-depth Langmuir circulations, but pressure transport772

redistribute the energy in the vertical. The pattern transition of Langmuir circulations presented773

here could serve as a guidance for parameterizing the vertical mixing due to Langmuir turbulence774

in coastal regions.775

In this study, our major intent is to characterize the boundary layer development in a finite-depth776

ocean and to quantify how the SBL and the BBL interact with each other. To our knowledge,777

the merging of two co-existing boundary layers has rarely been explored, but better understanding778

of this specific physical process could provide new insights into the pattern, physics, and the779

ecological effects of the coastal boundary layer. For instance, estimates of turbulent mixing due780

to these dynamical processes in coastal areas is essential for the estimate of tracer mixing (e.g.781

sediment transport and nutrient availability) in the vertical column (Horner-Devine et al. 2015).782
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We note that the merging of the two boundary layers described above is generically likely to783

occur whenever the flow is in a regime with initially separate layers with weak enough interior784

stratification and shallow enough depth, because of the progression of boundary layer entrainment.785

Thus, the shallower the water, the more likely that such transitions will often occur. We are aware786

that only a limited set of typical ocean conditions are considered here, while a full understanding787

of how Langmuir turbulence interacts with the bottom shear under varying wind-wave-current788

forcing conditions (e.g. oblique forcing) warrants further investigations.789
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Table 1. Relevant parameters of the LES runs. In these cases, the Coriolis frequency f = 1.0× 10−4 s−1

(corresponding to a latitude of 45◦N), and the initial buoyancy frequency N0 = 1.4×10−2 s−1 (i.e. N0/ f = 140).

939

940

Case u∗s (cm s−1) λ (m) a (m) Lat ug (m s−1) dθ/dz |0 (K m−1) Lx × Ly × Lz Nx ×Ny ×Nz

USFS&B 1.22 60 0.8 0.3 0.25 0.1 2πH ×2πH ×H 256×256×144

USFSBL 1.22 60 0.8 0.3 0 0.1 2πH ×2πH ×H 256 × 256 × 144

USFBBL 0 N/A 0 N/A 0.25 0.1 2πH ×2πH ×H 256 × 256 × 144
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Fig. 1. (a) Schematic of the computational model for turbulent flow in shallow water under the effects of wind,

wave, current and stratification; (b) Distribution of the wave-induced Stokes drift velocity us/Us in the vertical

column.
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Fig. 2. The vertical profiles of (a) the Ozmidov scale LO, and (b) the Ellison scale LE within the first two

inertial periods for case USFS&B. The up- and down-pointing triangles denote the boundary layer depths at each

time moment for SBL and BBL, respectively. The section between the two boundary layers are plotted with a

dashed line. The vertical dashed line marks the vertical grid resolution.
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Fig. 3. Variations of the volume-averaged kinetic energy over time (in terms of the inertial period Tf ) for all

the three simulations in table 1. Here, ug = 0.25 m s−1 is used as the scaling velocity, even for USFSBL where

there is no mean current to drive the flow. The surface and bottom boundary layers for USFS&B will eventually

merge, transitioning from a quasi-steady status to a different equilibrium state. The LES solutions averaged over

two separate inertial periods, one before the merger (BM) and one after (AM), are assumed to be representative

of the pre-merger and post-merger regimes, respectively.
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Fig. 4. Snapshot of the (a) ageostrophic streamwise velocity (u − ug)/u∗s, (b) fluctuating component of

crosswise velocity v′/u∗s (c) vertical distribution of the horizontal-averaged crosswise velocity 〈v〉/u∗s, (d)

vertical velocity w/u∗s, (e) fluctuating component of potential temperature θ/θ∗ and (f ) vertical distribution

of the horizontal-averaged potential temperature 〈θ〉/θ∗ in the longitudinal x − z plane at t/Tf = 0.5 for case

USFS&B. Only a fraction of the horizontal domain is shown here.
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Fig. 5. Snapshots of the vertical velocity w/u∗s at four different depths, i.e. z/H = −0.1, −0.3, −0.6, −0.8,

at t/Tf = 4.5 for case USFS&B: (upper panels) t/Tf = 7.88 (i.e. before the merger) and (lower panels) t/Tf = 10

(i.e. after the merger).
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Fig. 6. Evolution of the plane-averaged temperature gradient d〈θ〉/dz, normalized by its initial value d〈θ〉0/dz,

for the three scenarios of coastal boundary layer flow: (a) USFS&B; (b) USFSBL; (c) USFBBL.
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Fig. 7. Time history of (a) the outer edge, and (b) the thickness of the oceanic boundary layers for cases

USFS&B, USFSBL, and USFBBL. The SBL and BBL thicknesses are denoted as hs and hb, respectively. The

black dash-dotted lines show the depths of surface and bottom mixed layers predicted by Pollard et al. (1972).
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Fig. 8. Profiles of the mean velocity: (a) streamwise ageostrophic component (〈u〉 − ug) and (b) crosswise

component 〈v〉 for case USFS&B before (black dashed line) and after (black solid line) the overlapping boundary

layers merge, and (c) Hodographs of the mean velocity vector, normalized by the surface friction velocity u∗s

(circles indicate values at the surface z/H = 0). The mean velocity components averaged over the inertial period

BM for USFSBL (blue dashed line) and USFSBL (red) are also included.
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Fig. 9. Profiles of the mean vertical momentum flux: (a) downstream component 〈u′w′〉 and (b) cross-stream

component 〈v′w′〉 for case USFS&B, normalized by the surface momentum flux u2
∗s. For legend, see the caption

of figure 8.
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Fig. 10. Profiles of the mean velocity variances for the resolved motion: (a) 〈u′u′〉, (b) 〈v′v′〉, and (c) 〈w′w′〉

for case USFS&B, normalized by the surface momentum flux u2
∗s. For legend, see the caption of figure 8.
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Fig. 11. Conditional-averaged vertical velocity ẘ/u∗ in the x− y plane (z/H = −0.2) and y− z plane (x/H = π)

before and after the merger for the simulation USFS&B. Panels a and c show ẘ/u∗ before the merger; Panels b

and d show ẘ/u∗ after the merger. The two dashed lines indicate the outer edges of the upper and lower mixed

layers based on the definition (8).
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Fig. 12. Vertical variations of terms in the TKE budget equation (14) for all 3 cases (a) USFS&B BM, (b)

USFS&B AM, (c) USFSBL, and (c) USFBBL. Each term is scaled by u3
∗s/H.
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Fig. 13. Time history of the depth-averaged terms in TKE budget equation (14) for case USFS&B, normalized

by u3
∗s/H. The transport terms in equation (14) would integrate to zero and thus they are not included here.
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Fig. 14. (a) Hovmöller diagram of the resolved buoyancy flux −〈w′θ ′〉 and (b) the amplitude of the cross-

spectral density |Φwθ | at z/H = 0.6 as a function of frequency σ. The black solid lines in (a) mark the surface

and bottom mixed layer depths. The black dashed lines represent the inertial frequency f and initial buoyancy

frequency N0, respectively, and the red dashed line represents the mean buoyancy frequency N over the last

inertial period before the merger (i.e. 8 < t/Tf < 9.2). The slope line indicates a σ−2 rate described by the

Garrett-Muck spectrum.
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Fig. 15. Wavenumber spectra of the vertical velocity w/u∗ at 4 different vertical levels (i.e. z/H =

−0.2, −0.4, −0.6, −0.8) for all simulations, see (d) for legend.
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