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Abstract 

Modeling System-level Iron Homeostasis in the Human Brain over the Lifespan 

by 

Zoe Elaine Cohen 

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences 

University of California, Berkeley 

Professor Chunlei Liu, Chair 

 

Iron is vital for proper functioning of the brain. Deficiency of iron can impair the formation of 
myelin sheaths, disrupting critical communication between neurons and causing disorder in 
movement, mood, attention, energy levels, and more. Although iron is critical for many neural 
processes, it is a delicate balance to maintain a healthy amount of iron. When unbound in the 
cell, ferrous iron can serve as a catalyst in the formation of reactive oxygen species which can 
cause DNA damage and cellular death in excess. Even in normal aging, iron accumulates in deep 
grey matter areas that are known to exhibit damage in neurodegenerative disorders like 
Alzheimer’s and Parkinson’s disease. We propose a mathematical model to describe the network 
transmission of iron throughout the brain over the lifespan, resulting in the accumulation seen in 
the deep grey nuclei.  
 
The model is a linear Markov model with an input term, and the parameters are estimated using 
iron concentration estimates from Quantitative Susceptibility Mapping (QSM) Magnetic 
Resonance Imaging (MRI). We discuss the motivation behind using QSM for model training and 
how parameters were estimated. We also present an evaluation of the model performance and 
validation performed using a population collected separately from the training dataset. Finally, 
we share results for an application case of the model by comparing the model prediction when 
trained on healthy controls and subjects diagnosed with either Alzheimer’s or mild cognitive 
impairment. These results show that our model is consistent in predicting iron transport 
dynamics for separate healthy populations and also predicts altered dynamics when trained on 
pathological QSM data.  
 
Our model is able to predict iron transport dynamics that accurately reproduce the spatial and 
temporal distribution of iron seen over the lifespan. This work serves to help unravel the mystery 
of iron accumulation in the brain, a process which has implications for the treatment and early 
diagnosis of neurodegenerative disorders. 
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Chapter 1 

Introduction and Motivation 

 

1.1  Iron’s role in the brain 
 
Iron is necessary for several crucial processes in the body. It’s the reason our blood is red [1]. It 
binds oxygen in hemoglobin, which is used throughout the body to make cellular energy, 
adenosine triphosphate (ATP), and iron acts as a critical player in this process [1], [2]. Iron also 
serves as an essential cofactor for various enzymes, in addition to facilitating DNA repair [1], 
[2]. In the brain, iron is required in large amounts for proper functioning, including for 
neurotransmitter synthesis and signaling, ATP production, and especially for the myelination of 
axons, which provides insulation for the transmission of neural signals [1], [3], [4].  

Axons are long branches from the cell bodies of neurons which conduct electrical signals 
across relatively vast distances in the brain [5]. The propagation of electrical signals down an 
axon triggers a release of molecules called neurotransmitters. The end of one neuron’s axon 
interfaces with branches off the cell body of another neuron, which have receptors that bind the 
released neurotransmitters. This process, called a synapse, is the mechanism of communication 
between neurons in the brain [5]. The transfer of electrical impulses down axons must be 
extremely fast for the brain to function properly. This speed is achieved by myelin, a lipid 
membrane which wraps around axons similarly to insulation on a wire [6], [7]. Iron is required in 
large amounts for myelination of axons, and in fact, most of the iron in the brain can be found 
within the cells that produce myelin, oligodendrocytes [3], [8], [9].  

Iron is attained by the body through food and its absorption is controlled by the small 
intestine [10]. Studies on rats link the amount of iron in the diet to brain function reflected in 
behavior, indicating that problems occur outside of a specific range required for normal 
functioning [10]–[12]. At extremely high levels, excessive dietary iron can lead to dysfunction, 
manifesting as iron overload in the brain and functional impairments [11]. Iron deficiency is 
associated with problems as well. Iron-deficient children have higher incidence of anxiety, 
depression, and social and attentional issues [13]. These problems can persist even after the 
initial deficiency is resolved. There is increasing evidence that iron deficiency in the first year of 
life can have lasting structural effects on the brain, even translating to cognitive and behavioral 
problems later in life [14]. This is thought to be because iron is rapidly and preferentially 
acquired by specific brain regions during development, and there appears to be a distinct window 
of time during which this accelerated accumulation can occur [13], [15].  
 

1.2 Spatiotemporal pattern of iron accumulation in the brain 
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Iron accumulates specifically in deep grey matter regions in the brain during development [13], 
[15]. Grey matter, mostly composed of neuronal cell bodies, is one of the two major tissue types 
in the brain, resulting from the distinct morphological aspects of neurons [5]. The other, white 
matter, is composed of the myelinated axon fibers [5]. The deep grey matter structures that 
accumulate high amounts of iron are found below the cortex, the outer, folded grey matter tissue 
of the brain, and include the basal ganglia, substantia nigra, hippocampus, amygdala and 
thalamus, among others (Fig. 1.1) [5]. Interestingly, these nuclei are responsible for many of the 
higher order brain functions that are affected by iron deficiency, particularly movement, 
cognition, and perception.  

The basal ganglia, composed of the caudate nucleus, putamen, globus pallidus, and 
nucleus accumbens, are associated with control of voluntary movements, learning, cognition, and 
emotion [5]. The substantia nigra and red nucleus are also critically involved in coordinating 
movement [5]. These regions are shaped by neurotransmitters that are metabolically sensitive to 
brain iron levels [13], [14], [16]. Similarly, there is evidence that iron may serve an important 
regulatory role in the neurotransmitters that act in the hippocampus, thought to be the seat of 
memory in the brain, leading to improved memory by increasing the strength of nerve impulses 
along these pathways [17]. The amygdala is also involved in memory, as well as processing of 
fear and other emotions, and, finally, the thalamus is responsible for directing motor and sensory 
inputs from the body to other regions of the brain for processing and control [5]. Iron has been 
demonstrated to be important for the functioning of these regions as well [16], [18].  

Not only do these regions selectively uptake iron in the developing brain, but they 
continue to accumulate iron throughout the lifespan [19]–[21]. This is partly due to a highly 
regulated, robust process that has evolved to control the storage, release, and transport of iron in 
the brain [22]–[24]. This phenomenon can be seen with Quantitative Susceptibility Mapping 
(QSM), which is a type of Magnetic Resonance Imaging (MRI) sensitive to iron stored in the 
brain [6], [19], [25], [26]. QSM images taken over the lifespan demonstrate the pattern of iron 

Figure 1.1: Deep Grey Nuclei Regions of the Brain. Deep grey matter regions of the brain 
include the caudate nucleus, putamen, globus pallidus, hippocampus, thalamus, amygdala, red 
nucleus, substantia nigra, and nucleus accumbens. Created with BioRender.com  
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accumulation in the brain in deep grey nuclei regions and show that iron levels in these regions 
increase with age (Fig. 1.2).  

It is unknown how or why iron is distributed this way in the brain. Answering this 
question would have profound implications for our understanding of the brain, as well as 
neurodegenerative disorders, many of which are hallmarked by alterations in the pattern of iron 
deposition associated with normal aging.  

 

1.3  Implication for neurodegenerative disease 
 
The same deep grey nuclei regions that preferentially accumulate iron are also the first ones to 
show dysfunction in neurodegenerative disorders like Alzheimer's and Parkinson’s [27], [28]. In 
Parkinson’s disease, damage is seen in the substantia nigra, which exhibits iron overload [29]. In 
Alzheimer’s disease, regions of elevated iron colocalize with sites of destructive amyloid beta 
plaques, and alterations are seen in the normal pattern of iron deposition throughout the disease 
progression [30], [31]. Although it is clear that a certain amount of iron is required for the 
developing brain, there is a threshold beyond which iron is harmful [11], [15], [17], [32]. Excess 
iron can interact with oxygen to cause oxidative stress, and this likely plays a role in 
neurodegeneration [33]. An additional complicating factor is that the brain appears to become 
more sensitive to increased dietary iron with age [10], [12]. The question of how and why iron 
accumulates in deep nuclei regions in the brain has implications for understanding these 
disorders like Alzheimer’s and Parkinson’s that occur with advanced age. 

 

1.4 Iron homeostasis in the brain 
 
Because of the delicate balance between iron deficiency and overload, iron entry into the brain is 
highly regulated, and its distribution within the brain is also controlled by a network of transport 

Age 5 Age 18 Age 63 

ppm 

Figure 1.2: Quantitative Susceptibility Mapping (QSM) Images over the Lifespan. QSM 
images taken for subjects of varying ages show aging-associated iron accumulation, which 
appears as bright, in the deep grey nuclei regions of the brain. QSM is measured in parts per 
million (ppm). These images were collected by Y. Zhang et al. [20]. 
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and storage proteins [22], [34]. Prominent players include transferrin (Tf), transferrin receptor 
(TFR), divalent metal transporter 1 (DMT1), ferroportin (Fpn), and ferritin (Ftn) [24], [35]. Tf 
and TFR are thought to provide the primary route of iron influx into the brain across the blood 
brain barrier (BBB) [22]–[24]. TFR is present on the luminal side of the brain microvascular 
endothelial cells (BMECs), which make up the BBB, and iron is taken up by these cells via 
receptor-mediated endocytosis of Tf-bound TFR [24], [36]. Separation from the Tf-TFR 
complex is facilitated by the acidic environment of the endosome, which then releases the non-Tf 
bound iron into the BMEC cytosol via DMT1 [36]. Afterwards, iron is ultimately transported 
into the brain by Fpn, the only known iron exporter [24], [37]. In addition to BMECs, Fpn is 
expressed in glial cells like astrocytes and oligodendrocytes, as well as neurons [34], [37]. Upon 
release from BMECs, non-Tf bound iron may be taken up by astrocytes before being distributed 
to neurons and other cells [34]. This is supported by the presence of DMT1, which can transport 
iron and other metal ions across cell membranes, on the end feet of astrocytes [9], [36]. Ftn is the 
major iron storage protein, capable of holding up to 4500 iron molecules [38].  These pathways 
formed by the proteins Tf, TFR, DMT1, Fpn, and Ft, are thought to make up the main 
mechanism of iron transport into brain regions, as well as storage. 

Although the transport of iron across the BBB into the brain has been extensively studied, 
the transport of iron within the brain has not. It is clear that characterizing the process of iron 
homeostasis in the brain on the system level is critical for understanding neurodegenerative 
disorders. In this work, we outline a proposed mathematical model of iron homeostasis in the 
brain, with the goal of understanding how iron transport in the brain results in the spatially 
varying pattern of iron accumulation seen with age.  

 

1.5 Dissertation Organization 

This dissertation is organized as follows. In Chapter 2, we introduce a method of non-invasively 
measuring iron in the brain, Quantitative Susceptibility Mapping (QSM) Magnetic Resonance 
Imaging (MRI), and report on a correlation analysis we performed between QSM and iron 
homeostasis, as measured by gene expression. In Chapter 3 we define the proposed model, and in 
Chapters 4 and 5 we present results for estimating the model parameters with two different 
hypotheses. Chapter 6 details an attempt to address the limitations of QSM as a brain iron 
estimate by decomposing it into positive and negative susceptibility components. Chapter 7 
presents an application case of using our model to predict altered iron transport dynamics in 
subjects with Alzheimer’s disease or mild cognitive impairment. Finally, in Chapter 8 we discuss 
future work and conclusions.  
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Chapter 2 

Evaluating Quantitative Susceptibility Mapping MRI as a 
Measurement of Iron in the Brain 
 

 

We are interested in a non-invasive method of measuring iron in the brain that is both spatially 
localized and age-dependent. For this, we turn to quantitative susceptibility mapping (QSM) 
magnetic resonance imaging (MRI). MRI, and particularly QSM, is an imaging modality with 
specific strengths that apply well to the problem of studying iron in the brain. Various aspects of 
the MR signal are known to be sensitive to specific tissues, depending on the properties and 
molecular species present in those tissues [39]. QSM is an MRI technique that can quantitatively 
measure magnetic susceptibility, a tissue property that is dominated by iron in the deep grey 
nuclei regions of the brain [25], [40]. We will describe the source of the MR signal and how it 
changes depending on tissue properties, and then explain how the QSM is measured and 
calculated. We explain the biological basis for the QSM signal in the brain, and then describe a 
comparative analysis between QSM data and the expression of genes involved in iron 
homeostasis and myelination. The results of our analysis show that the QSM signal is highly 
correlated with the expression of iron transport and myelination genes in the deep grey nuclei 
regions of the brain, indicating that QSM is well-suited as an estimate of iron in the brain for use 
in our model of iron homeostasis.  
 

2.1  Basic principles of MRI 
 
MRI works by perturbing the hydrogen atoms within water molecules with magnetic fields [39]. 
Atoms with an odd number of protons or neutrons possess a property called nuclear spin angular 
momentum, and hydrogen is typically used in MRI as it is the most abundant and sensitive spin 
in the body [39]. Without an external magnetic field, the spins are oriented randomly, and the net 
macroscopic magnetic moment produced is zero [39]. When an external magnetic field is 
applied, the magnetic moment vectors of the nuclear spins align in the direction of the applied 
field and resonate at a frequency that is proportional to the strength of the applied field [39]. This 
frequency, called the Larmor frequency, can be written as 𝑓 ൌ 𝛾𝐵, where 𝛾 is the gyromagnetic 
ratio, and B is the magnetic field strength [39]. 

Conventionally, the external B0 field is applied in the longitudinal direction, which 
induces a net magnetization vector in the same direction [39]. The nuclear spins will remain in 
this equilibrium until the introduction of energy into the system in the form of a radiofrequency 
(RF) pulse [39]. Applying a radiofrequency (RF) pulse tuned to the Larmor frequency, B1, 
changes the direction of the induced magnetic field and tips it into the transverse plane, where an 
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RF receiver coil is placed [39]. After the cessation of the B1 pulse, the magnetization vector 
relaxes back up to its equilibrium position as the spins give off energy and continue oscillating at 
the Larmor frequency [39]. It is this signal, called the free induction decay (FID), that is 
measured and that provides contrast in an MR image. The FID is a damped sine wave, oscillating 
at the Larmor frequency [41]. The damping of this signal is called T2* decay and causes the FID 
to decay exponentially with time constant T2* [41]. In addition to spin-spin relaxation, the value 
of T2* is governed by molecular differences between tissues, particularly magnetic field 
inhomogeneities which can be caused by magnetic susceptibility, the ratio between the 
magnetization of a material when placed in an external magnetic field and the strength of the 
applied magnetic field [42]. QSM is an MRI modality that is sensitive even to tiny magnetic field 
inhomogeneities [26], [40]. In the brain, iron is largely responsible for the positive magnetic 
susceptibility signal, which makes QSM an excellent candidate as a non-invasive estimate of iron 
[6], [25], [43]. 

 

2.2  Introduction to QSM 
 
QSM is an MRI modality in which the signal of each voxel in the image is a measurement of the 
corresponding magnetic susceptibility within that voxel [40], [44]–[47]. A susceptibility source 
warps the applied magnetic field which then alters the frequency of the proton spins, captured by 
the MRI phase of gradient echo signal [40], [48]. QSM measures the susceptibility across all 
voxels in the brain by modeling each voxel as a susceptibility source, and then solving 
backwards for the susceptibility distribution from the MRI phase [40].  

In addition to being non-invasive and relatively high spatial resolution, QSM yields 
quantitative information about the susceptibility of tissues, which reflects their molecular 
composition [26], [49]–[52]. Iron and myelin are believed to be the two primary sources of 
susceptibility contrast observed in the brain [6], [19], [25]. Ferritin (Ft), the iron storage 
molecule, is paramagnetic and dominates the positive QSM signal in regions that accumulate 
iron [25], [51], [53], [54]. The molecular basis behind the positive susceptibility is Ft’s large iron 
core, which can store up to 4,500 iron atoms [38]. In addition to its storage capacity, there is 
evidence that the heavy-chain subunit of Ft (H-Ft) can transport iron, and a receptor that binds 
H-Ft has been identified on myelinating oligodendrocytes [55], [56]. The relationship between 
the positive susceptibility signal and iron-loaded ferritin in the brain has been confirmed by both 
histology and dissection studies [6], [25], [42].  

Besides iron-loaded Ft, the other main contribution to the QSM signal in the brain is 
myelin, which is diamagnetic and results in negative QSM in the white matter [19], [21], [25], 
[57]. Various genes have been implicated in the process of myelination, most of which are 
expressed by oligodendrocytes [58]. Oligodendrocytes are glial cells that wrap around the axons 
of neurons, forming the insulating myelin sheath [7]. Myelination is initiated by changes in gene 
expression, which prompt oligodendrocyte precursor cells to migrate within the brain, branch 
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morphologically, and form sheaths around axons [7], [59]. [58] define a set of genes involved in 
this process, including myelin basic protein (MBP), 2’,3’-cyclic nucleotide 3’-phosphodiesterase 
(CNP), myelin-associated glycoprotein (MAG), myelin and lymphocyte protein (MAL), myelin-
associated oligodendrocytic basic protein (MOBP), myelin oligodendrocyte glycoprotein 
(MOG), claudin-11 (CLDN11), proteolipid protein (PLP1), galactose-3-O-sulfotransferase-1 
(GAL3ST1), proteolipid plasmolipin (PLLP), integrin-linked kinase (ILK), oligodendrocyte-
myelin glycoprotein (OMG), kallikrein-related peptidase 6 (KLK6), oligodendrocyte 
transcription factor 2 (OLIG2), eukaryotic translation initiation factor 2 alpha kinase 3 
(EIF2AK3), POU domain class 3 transcription factor 1 (POU3F1) and neuregulin 1 (NRG1). All 
of these are expressed by oligodendrocytes, except NRG1 which is expressed in neurons and 
astrocytes but acts to regulate the migration of oligodendrocyte precursor cells [60]. These genes 
are implicated in the production and reorganization of the lipids and proteins that compose the 
myelin sheath, many of which are diamagnetic [61].  

Although the QSM image is captured at millimeter resolution, we wanted to assess 
whether the susceptibility signal from QSM could reflect iron homeostasis on a molecular level, 
as measured by gene expression. In Chapter 1, we introduced the players involved in the 
transport of iron across the BBB and within the brain. Gene expression can serve as a window 
into the underlying proteins involved in these processes [62]. This question has already been 
supported by other studies, particularly [63], which concludes that the expression of genes 
involved in iron homeostasis and myelination is correlated with the QSM signal in the deep grey 
nuclei. Other previous genome-wide association studies have shown a correlation between 
biomarkers of body iron levels and genes involved in iron transport and storage in the brain [64], 
[65]. However, these analyses find correlations across subjects and are limited by a single 
measure of expression for a given gene that is not localized to the brain but in the blood, 
therefore neglecting the spatial dimension of gene expression. For this reason, we use the Allen 
Human Brain Atlas (AHBA), a publicly available dataset of gene expression measured across 
regions of the brain, to expand upon these studies in characterizing the relationship between 
QSM and brain iron homeostasis [62], [66]. 

We conduct a comparative analysis between QSM and the expression of genes known to 
be involved in iron transport and myelination across brain regions, with a goal of further 
understanding the pathways by which iron selectively accumulates in deep grey nuclei regions of 
the aging brain. We found that QSM is related to the expression of genes relevant to iron 
homeostasis and myelination measured across these deep grey nuclei regions.  
 

2.3  Comparison of QSM and Expression of Genes Involved in Iron 
Transport and Myelination: Methodology 
 
We performed linear regressions between age-matched QSM and gene expression data across 
functionally distinct regions in the deep grey matter. A linear regression model was fit for each 
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of 15,627 unique genes from the AHBA microarray dataset, collected from six normal post-
mortem brains, aged 24-57 (median 44), both male and female [62], [66], [67], and the average 
QSM of nine healthy subjects, aged 41-49 (median 45), both male and female, calculated across 
the same regions [20]. More information about these datasets, as well as processing and the set-
up of the regression problem, are described as follows. 

2.3.1 MRI acquisition and post processing 

We calculated the average QSM signal in 34 distinct regions in the brain for nine healthy 
subjects age-matched to the median age of the AHBA dataset. The QSM dataset is described in 
[20]. Briefly, subjects were scanned on a 3T scanner (GE Healthcare Signa HDxt at Rui Jin 
Hospital in Shanghai, China) following approval of the institutional review board and signing of 
informed consent. T2*-weighted images were acquired using a three-dimensional multi-echo 
gradient echo sequence (TE1/spacing/TE8 = 5.468/3/26.5 ms, TR = 54.6 ms, original spatial 
resolution .86 x .86 x 2 mm3 resampled to 1 x 1 x 1 mm3). The QSM image was then 
reconstructed using STI Suite V3.0 (https://people.eecs.berkeley.edu/ chunlei.liu/software.html). 
The brain was extracted from each image using FSL’s brain extraction tool (BET) [68]. 
Following Laplacian-based phase unwrapping and normalization, background phase removal 
was then performed using a variable-kernel Sophisticated Harmonic Artifact Reduction for Phase 
data (V-SHARP) method [53], [69], [70]. The radius of the spherical mean value filter varied 
from 1 pixel at the boundary of the brain to 25 pixels around the center of the brain [53]. Lastly, 
the STAR-QSM algorithm was used to reconstruct the QSM image from the filtered phase image 
[71]. The resulting susceptibility values were referenced relative to the mean susceptibility 
across the whole brain, which has been shown to be as reliable as using CSF as the susceptibility 
reference [19].  
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Figure 2.1: Group QSM analysis pipeline. (a) QSM registration and preprocessing. Advanced 
Normalization Tools (ANTs) was used to register nine healthy individual QSM brains, aged 41-
49, to the age-specific QSM atlas constructed in Y. Zhang et al. [20]. Following registration, the 
segmentation associated with the atlas was used to calculate average QSM over all subjects 
across regions in the deep grey nuclei. (b) Average QSM across deep grey nuclei regions (ppm). 
(c) Normalized average QSM across deep grey nuclei regions (z-score). Regions of interest on 
the x-axis correspond to Left (L) and Right (R) Hippocampus (Hipp), Amygdala (Amygd), 
Putamen (Pu), Caudate Nucleus (CN), Nucleus Accumbens (NAcc), External Globus Pallidus 
(ExtGP), Internal Globus Pallidus (IntGP), Substantia Nigra pars reticulata (SNpr), Substantia 
Nigra pars compacta (SNpc), Red Nucleus (RN), Subthalamic nuclei (SubTl), Anterior nuclei of 
the Thalamus (AntTl), Median nuclei of the Thalamus (MedTl), Intermedullary nuclei of the 
Thalamus (IMTl), Lateral nuclei of the Thalamus (LatTl), Pulvinar nuclei of the Thalamus 
(PulTl), and Dentate Nucleus (DN). 
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We used Advanced Normalization Tools (ANTs) [72] to perform nonlinear registration 
between each individual QSM and the age-specific QSM atlas constructed using group-wise 
registration in [20]. The inverse transform generated from the registration was used to warp the 
segmentation from atlas space back to subject space. The mean signal for each region of interest 
(ROI) was then calculated by applying the warped mask to the original QSM subject image and 
averaging all non-zero voxels. This analysis was repeated for all nine subjects, and the mean 
QSM values across subjects were then normalized using the z-score, yielding the distribution 
shown in Figure 2.1. The labeled ROIs are also listed in Table 2.1. 

2.3.2 DNA microarray survey and post processing 

The AHBA is a microarray profile of gene expression values collected from the autopsied 
normal brains of six individuals, median age 44 [62], [66], [67]. Before inclusion in the dataset, 
the brain tissue and case profile of each individual was subjected to various screening and 
evaluation, in order to ensure the integrity of the mRNA and the validity of using the individual 

Table 2.1: Deep grey nuclei regions. Regions used in comparative analysis between spatially-
localized QSM and gene expression.  
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as a normal control, as described in [73]. Dissection of the brains into regions for subsequent 
processing and microarray analysis resulted in 58,692 gene expression measurements for each of 
3,702 distinct tissue samples across the brain [74]. 

The processing pipeline in Figure 2.2 describes the method of preparation for the gene 
expression dataset, before it could be used in the regression analysis. This procedure largely 
follows that described in [75], which provides a thorough evaluation of the methods chosen for 
each step and the software used to execute these methods. We used Arnatkevic̆iūtė’s software 
package [75] to perform gene-probe reannotation, probe filtering, and probe selection across all 
probes and all subjects. We relied on the probe-gene reannotation done by [75] using the 
National Center for Biotechnology Information (NCBI) human reference genome in March 2018 
(Genome Reference Consortium Human Build 38 2013). We excluded probes with expression 
levels at or below background levels in at least fifty percent of all samples (this information is 
provided by AHBA for each probe). Of those remaining, we chose a representative probe for 
each gene by selecting the one with the most consistent pattern of expression across all six 
brains, as measured by differential stability [77]. 

Next, we matched samples within deep grey matter regions in the AHBA segmentation to 
the same regions defined by QSM-based brain atlases [20], [78]. Specifically, we chose Zhang’s 
QSM age-specific atlas segmentation [20]. We chose to match samples by region name, rather 
than using the provided MNI coordinates of samples, as we focus only on deep grey regions 
which mostly map one-to-one with regions sampled in the AHBA. Additionally, we found that 
the MNI coordinates reported by AHBA for sampled regions did not match up to accurate 
regions in our segmentation, likely due to registration discrepancies in the mapping between 
subject and MNI space. Some regions in Zhang’s atlas segmentation, like the Hippocampus and 
Amygdala, were found to be subdivided into multiple smaller regions in the AHBA ontology 
(see Fig. 2.3) [79], [80]. In these cases, we averaged across all smaller regions within the ROI in 
Zhang’s segmentation which encompassed them. Table 2.2 summarizes the results of our 
assignment between AHBA sample regions and ROIs in Zhang’s segmentation. 

Finally, normalization was performed for all genes across all matched samples using z-
score. This method was chosen due to its simplicity and demonstrated ability to minimize donor-
specific effects when normalizing for each subject separately [75]. These z-scores were then 
averaged across subjects to yield a single set of normalized gene expression values across ROIs 
defined in Zhang’s segmentation. 



12 

 

Figure 2.2: Gene expression analysis pipeline. (a) Processing pipeline for Allen Human Brain 
Atlas (AHBA) dataset. We used software developed in Arnatkevic̆iūtė et al. [75] for gene-probe 
reannotation, probe filtering, and probe selection of the AHBA dataset [62], [66], [67]. We 
filtered the probes to exclude those with expression levels at or below background levels in fifty 
percent or more of all samples. The probe with the highest differential stability across subjects 
was then selected. AHBA sampled regions were matched to the corresponding ROIs in the QSM 
atlas segmentation [20]. (b) Expression of genes involved in iron homeostasis and myelination 
across deep nuclei regions. The gene expression by ROI matrix depicts expression of a subset of 
genes across these ROIs, following normalization and averaging across subjects. Regions of 
interest on the x-axis correspond to those listed in Table 2.1.  
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Figure 2.3: Matching QSM and Allen Human Brain Atlas (AHBA) segmentations. In some 
instances, like the hippocampus, we combined multiple AHBA samples if they fell within the 
same region, as defined in the QSM segmentation. (a) QSM with hippocampus region 
segmented. (b) AHBA subdivision of hippocampus [79], [80]. Note that the dentate gyrus (DG), 
CA1 field, CA2 field, CA3 field, CA4 field, and subiculum (Sub) are sampled in the AHBA 
segmentation, however, we only calculated the average QSM across the entire hippocampus.  
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ROI QSM Atlas ROI Corresponding AHBA ROI(s) 
1 Hippocampus (left) Dentate Gyrus (left), CA1 Field (left), CA2 Field (left), 

CA3 Field (left), CA4 Field (left), Subiculum (left) 
2 Hippocampus (right) Dentate Gyrus (right), CA1 Field (right), CA2 Field 

(right), CA3 Field (right), CA4 Field (right), Subiculum 
(right) 

3 Amygdala (left) Amygdalohippocampal Transition Zone (left), Basolateral 
Nucleus (left), Basomedial Nucleus (left), Central Nucleus 
(left), Cortico-medial Group (left), Lateral Nucleus (left) 

4 Amygdala (right) Amygdalohippocampal Transition Zone (right), 
Basolateral Nucleus (right), Basomedial Nucleus (right), 
Central Nucleus (right), Cortico-medial Group (right), 
Lateral Nucleus (right) 

5 Putamen (left) Putamen (left) 
6 Putamen (right) Putamen (right) 
7 Caudate Nucleus (left) Body of Caudate Nucleus (left), Head of Caudate Nucleus 

(left), Tail of Caudate Nucleus (left) 
8 Caudate Nucleus (right) Body of Caudate Nucleus (right), Head of Caudate 

Nucleus (right), Tail of Caudate Nucleus (right) 
9 Nucleus Accumbens (left) Nucleus Accumbens (left) 
10 Nucleus Accumbens (right) Nucleus Accumbens (right) 
11 External Globus Pallidus (left) Globus Pallidus, External Segment (left) 
12 External Globus Pallidus (right) Globus Pallidus, External Segment (right) 
13 Internal Globus Pallidus (left) Globus Pallidus, Internal Segment (left) 
14 Internal Globus Pallidus (right) Globus Pallidus, Internal Segment (right) 
15 Pars Reticulata of Substantia Nigra (left) Substantia Nigra, Pars Reticulata (left) 
16 Pars Reticulate of Substantia Nigra (right) Substantia Nigra, Pars Reticulata (right) 
17 Pars Compacta of Substantia Nigra (left) Substantia Nigra, Pars Compacta (left) 
18 Pars Compacta of Substantia Nigra (right) Substantia Nigra, Pars Compacta (right) 
19 Red Nucleus (left) Red Nucleus (left) 
20 Red Nucleus (right) Red Nucleus (right) 
21 Subthalamic Nucleus (left) Subthalamic Nucleus (left) 
22 Subthalamic Nucleus (right) Subthalamic Nucleus (right) 
23 Anterior Nuclei of Thalamus (left) Anterior Group of Nuclei (left) 
24 Anterior Nuclei of Thalamus (right) Anterior Group of Nuclei (right) 
25 Median Nuclei of Thalamus (left) Medial Group of Nuclei (left) 
26 Median Nuclei of Thalamus (right) Medial Group of Nuclei (right) 
27 Internal Medullary Lamina of Thalmus 

(left) 
Caudal Group of Intralaminar Nuclei (left), Rostral Group 
of Intralaminar Nuclei (left) 

28 Internal Medullary Lamina of Thalmus 
(right) 

Caudal Group of Intralaminar Nuclei (right), Rostral 
Group of Intralaminar Nuclei (right) 

29 Lateral Nuclei of Thalamus (left) Lateral Group of Nuclei (left), Medial Geniculate 
Complex (left) 

30 Lateral Nuclei of Thalamus (right) Lateral Group of Nuclei (right), Medial Geniculate 
Complex (right) 

31 Pulvinar Nuclei of Thalamus (left) Lateral Group of Nuclei (left), Posterior Group of Nuclei 
(left) 

32 Pulvinar Nuclei of Thalamus (right) Lateral Group of Nuclei (right), Posterior Group of Nuclei 
(right) 

33 Dentate Nucleus (left) Dentate Nucleus (left) 
34 Dentate Nucleus (right) Dentate Nucleus (right) 

Table 2.2: Labels for regions of interest (ROIs) in the deep grey nuclei used in our analysis. 
The second column corresponds to regions from Zhang’s QSM atlas segmentation [20], and the 
third column corresponds to regions from the Allen Human Brain Atlas (AHBA) [62], [66], [67]. 
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Most ROIs from the two segmentations matched one-to-one, however there were some cases in 
which ROIs in the AHBA corresponded to subdivisions of an ROI from Zhang’s segmentation. 
In these instances, all sub-regions are reported in the same row of the ROI which contains them. 

 

2.3.3 Linear regression analysis 

Following pre-processing using the methods of [75] as described above, we were left with a set 
of 15,627 gene expression vectors that measure the expression level of a unique gene averaged 
across all AHBA subjects, for each ROI defined in Zhang’s segmentation. Let 𝒙𝒊 denote the 
vector of normalized relative expression of gene i, averaged across all six subjects (avg. z-score), 
for all deep gray matter ROIs. Element j of 𝒙𝒊 is the averaged z-score of gene i measured for ROI 
j, 𝑗 ൌ 1, … , 𝐽, where 𝐽 is the total number of ROIs. We define 𝒚 as the vector of normalized QSM 
(z-score) averaged across nine separate subjects. Element j of 𝒚, denoted 𝑦, is the averaged 

QSM z-score across ROI j, 𝑗 ൌ 1, … , 𝐽. For each gene i (from 1 to 15,627), we solved for the 
vector 𝜷𝒊 ൌ ሾ𝛽, , 𝛽ଵ,ሿ் that satisfies the following linear regression problem: 

 

                          𝒚 ൌ 
1 1 ⋯
𝑥ଵ, 𝑥ଶ, ⋯    

1
𝑥,

൨
்


𝛽,

𝛽ଵ,
൨ ൌ ሾ𝟏 𝒙𝒊ሿ𝜷𝒊 ൌ 𝐗𝒊𝜷𝒊                        ሺ2.1ሻ 

 

After performing all 15,627 linear regressions, we calculated the p-value of the estimated 
slope using a two-tailed t-test. We then applied multi-comparison correction to the p-values 
using the Benjamini-Hochberg procedure [81]–[83], which allows us to threshold p-values by 
setting an upper bound on the false discovery rate (FDR), or the probability of falsely rejecting 
the null hypothesis. We chose FDR < .05, which is commonly used in microarray studies. We 
justify this method of multi-comparison correction in our case, since we are interested in 
identifying genes that potentially have a relationship to the QSM signal, and this choice provides 
vastly more statistical power than the more conservative Bonferroni correction, which instead 
controls the family-wise error rate (the probability of having at least one false positive). 
However, we also report results using the Bonferroni correction, and we use the genes passing 
this threshold to perform partial least-squares regression (PLSR) in order to examine their 
relative contributions. Since the QSM signal is known to be largely influenced from 
paramagnetic and diamagnetic species like iron-loaded ferritin and myelin, we chose to focus on 
only iron and myelination related genes (comprising a set of 23 genes identified from literature 
and listed in Tables 2.3 and 2.4). Of these, we determined whether any were significantly related 
to QSM following the Bonferroni correction. We chose the Bonferroni correction for this 
thresholding rather than 5% FDR as we are limited by a small sample size for the PLSR, and the 
Bonferroni correction is a more conservative criterion.   
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In PLSR, we find a representation for both the predictor variables, 𝐗, and the response 
variable, 𝒚, in terms of components 𝒛,𝑘 ൌ 1, … ,𝑛, where 𝑛 is the total number of PLS 
components [84]–[86]. 𝐗 is a matrix of gene expression z-scores for a set of 𝐼 genes across 𝐽 
deep grey matter ROIs, such that column i of 𝐗 is the vector of normalized expression of gene i, 
𝒙. We include a first column of all ones to solve for a y-intercept term in the PLSR. As before, 
𝒚 is a vector of normalized average QSM z-scores for all ROIs. This representation is designed 
to best explain the covariance of 𝐗 and 𝒚, rather than focusing on the variance of 𝐗 alone as in 
other methods, like principal component analysis regression. The set-up of the PLSR problem is 
as follows: 

 

                                                                   𝐗 ൌ ሾ𝟏 𝒙ଵ ⋯ 𝒙ூሿ                                                           ሺ2.2ሻ 

                                                         𝐗 ൌ ሾ𝒛ଵ ⋯ 𝒛ሿ 
𝒗ଵ
்

⋮
𝒗்
൩  𝐄 ൌ 𝐙𝐕  𝐄                                    ሺ2.3ሻ 

                                                                     𝒚 ൌ 𝐙𝒖  𝒆                                                                            ሺ2.4ሻ 

 

𝐕் is a loading matrix that defines the predictors in terms of the PLS components that 
compose matrix 𝐙. Similarly, 𝒖 is a vector of coefficients that relates 𝐙 to the response 
variable, 𝒚. 𝐄 and 𝒆 are both residual terms. We can rearrange Equation 2.3 to express the PLS 
components in terms of the predictor variables. Let 𝐖 be a matrix of PLS weights such that 𝐙 ൌ
𝐗𝐖. Substituting the result into Equation 2.4 yields a representation of 𝒚 in terms of the original 
predictors: 

   

                                                                         𝐙 ൌ 𝐗𝐖                                                                              ሺ2.5ሻ 

                                                            𝒚 ൌ 𝐗𝐖𝒖 𝒆 ൌ 𝐗𝜷  𝒆                                                            ሺ2.6ሻ 

 

We used cross-validation to choose the number of components needed for the PLSR, 
ensuring the model is significantly predictive without over-fitting [86], [87]. For each model, we 
calculated the root mean squared error (RMSE) using a leave-one-out cross validation and using 
all samples. We chose the model yielding the smallest cross validation RMSE (RMSE-CV) that 
also wasn’t more than 20% higher than RMSE, which would indicate overfitting [86]. Finally, 
we used the jack-knife bootstrap technique to calculate 95% confidence intervals on the PLS 
coefficients [86].  
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Iron Gene Set 
Gene Protein 
TF Transferrin (Tf) 
TFRC Transferrin receptor (TFR) 
SLC11A2 Divalent metal transporter 1 (DTM1) 
FTL Light-chain ferritin (L-Ft) 
FTH1 Heavy-chain ferritin (H-Ft) 
SLC40A1 Ferroportin (Fpn) 

Table 2.3: Full set of iron homeostasis genes used in linear regression analysis. The 
regression results were reported for all of these genes. The abbreviation for each gene and the 
corresponding protein encoded by the gene are listed in the table above.  

 

Myelination Gene Set 
Gene Protein 
CLDN11 Claudin11 
GAL3ST1 Galactose-3-O-sulfotransferase-1 
MAG Myelin-associated glycoprotein 
OMG Oligodendrocyte myelin glycoprotein 
MBP Myelin basic protein 
CNP 2’,3’-cyclic nucleotide 3’-phosphodiesterase 
ILK Integrin-linked kinase 
MAL Myelin and lymphocyte protein 
PLLP Proteolipid plasmolipin 
NRG1 Neuregulin 1 
EIF2AK3 Eukaryotic translation initiation factor 2 alpha kinase 3 
KLK6 Kallikrein-6 
PLP1 Proteolipid protein 
POU3F1 POU domain, class 3, transcription factor 1 
OLIG2 Oligodendrocyte transcription factor 2 
MOBP Myelin-associated oligodendrocytic basic protein 
MOG Myelin oligodendrocyte glycoprotein 

Table 2.4: Full set of myelination related genes used in linear regression analysis. The 
regression results were reported only for myelin genes significantly correlated with QSM, 
following the Benjamini-Hochberg procedure. The abbreviation for each gene and the 
corresponding protein encoded by the gene are listed in the table above.  
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2.4  Comparison of QSM and Expression of Genes Involved in Iron 
Transport and Myelination: Results 

 

2.4.1 Linear Regression with Iron Transport and Storage Genes 

We first focus on the results of the multiple linear regressions for genes encoding a set of 
proteins involved in iron homeostasis: Tf, TFR, Fpn, heavy-chain Ft (H-Ft), light-chain Ft (L-Ft), 
and DMT1. Figure 2.4 shows the results of the linear regression for each of the genes encoding 
these proteins, which are TF, TFRC, SLC40A1, FTH1, FTL, and SLC11A2, respectively. After 
conducting a two-tailed t-test (32 degrees of freedom), the regression models for Tf, H-Ft, L-Ft, 
Fpn, and DMT1 were found to be significant following the Benjamini-Hochberg procedure. 

Figure 2.4: Multiple regression of QSM vs. iron related genes. Linear regression of QSM vs. 
normalized expression of (a) TF, (b) TFRC, (c) SLC40A1, (d) FTH1, (e) FTL, and (f) SLC11A2 
in the deep grey nuclei regions. These refer to transferrin (TF), transferrin receptor (TFRC), 
ferroportin (SLC40A1), ferritin heavy chain (FTH1), ferritin light chain (FTL), and divalent 
metal transporter 1 (SLC11A2). QSM and gene expression were averaged across subjects. 
Regions of interest in the deep grey nuclei are listed in Table 2.1. See Fig. 2.6a-f for the results 
of linear regression with the iron gene set performed for each subject separately. 
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Among those significant, the L-Ft model had the smallest p-value, 1.32e-9, and then H-ferritin 
with a p-value of 8.66e-7. In all the significant cases, the correlation with the QSM signal is 
positive, and the value of the slope ranges from .46 to .85 (Fig. 2.4). TFR did not yield a 
regression model with a significant p-value following the Benjamini-Hochberg procedure, which 
is explained by the subject-level analysis. TFR shows much higher variability in the slopes and 
p-values across subjects, which ranged from 6.20e-3 to 4.52e-1 and -.53 to .31, respectively (Fig 
2.6b). Conversely, Tf, H-Ft, L-Ft, Fpn, and DMT1 show good agreement in the linear regression 
on the subject level, with p-values ranging from 4.53e-5 to 1.81e-2 for Tf, from 4.84e-7 to 9.62e-
4 for H-Ft, from 2.36e-8 to 2.07e-4 for L-Ft, from 4.33e-4 to 2.48e-1 for Fpn, and from 3.43e-2 
to 1.93e-1 for DMT1. Additionally, the slope of the regression line fitted for each subject was 
found to range from .58 to .69 for Tf, from .58 to .81 for H-Ft, from .75 to .88 for L-Ft, from .30 
to .76 for Fpn, and from .23 to .52 for DMT1. The results of the subject-level analysis are 
provided in Fig. 2.6a-f.  

2.4.2 Linear Regression with Myelination Genes 

We also report the results of the multiple linear regressions for a set of 17 genes implicated in 
myelination: CLDN11, GAL3ST1, MAG, OMG, MBP, CNP, ILK, MAL, PLLP, NRG1, 
EIF2AK3, KLK6, PLP1, POU3F1, OLIG2, MOBP, MOG [58]. The proteins encoded by these 
genes are provided in Table 2.4. We again performed two-tailed t-tests (32 df) for each 
regression. Of these regression models, 13 were found to be significant following the Benjamini-
Hochberg procedure, including CNP, OLIG2, MAL, MOBP, MOG, CLDN11, PLP1, GAL3ST1, 
PLLP, ILK, OMG, KLK6, and MAG as shown in Figures 2.5a-m. The MAL model had the 
smallest p-value, 9.48e-7, and then CNP and MOBP with p-values of 3.40e-6 and 4.37e-6, 
respectively. All the significant regression models show a positive correlation between gene 
expression and QSM, with slopes varying from .55 to .76. The subject-level regression results 
are also reported for each model in Fig. 2.6g-s, and these show that regression models for CNP, 
OLIG2, MAL, MOBP, MOG, CLDN11, PLP1, GAL3ST1, PLLP, ILK, OMG, KLK6, and MAG 
are similar across subjects. The slopes for all of these range from .10 to .77 and the p-values 
range from 8.56e-6 to 5.91e-1. 

2.4.3 Partial Least Squares Regression with Iron and Myelin Genes 

Finally, we performed PLSR using the genes from both the iron and myelin sets found to have 
expression significantly correlated with QSM following Bonferroni correction. These genes 
include FTL, FTH1, and MAL. Cross validation supported using a two-component model, as this 
was found to achieve the optimal RMSE-CV and RMSE. The coefficients of the two-component 
PLSR model are shown in Figure 2.7a, and the cross validation for the selection of this model is 
shown in Figure 2.7b. The coefficients range from -.16 to .95, however, only FTL has a 95% 
confidence interval that doesn’t include zero. FTL also has the highest positive coefficient.  
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Figure 2.5: Multiple regression of QSM vs. myelin related genes. Linear regression of QSM 
vs. normalized expression of (a) CNP, (b) OLIG2, (c) MAL, (d) MOBP, (e) MOG, (f) CLDN11, 
(g) PLP1, (h) GAL3ST1, (i) PLLP, (j) ILK, (k) OMG, (l) KLK6 and (m) MAG in the deep grey 
nuclei regions. QSM and gene expression were averaged across subjects. Regions of interest in 
the deep grey nuclei are listed in Table 2.1. Only significant results are shown. These include 
2’,3’-cyclic nucleotide 3’-phosphodiesterase (CNP), oligodendrocyte transcription factor 2 
(OLIG2), myelin and lymphocyte protein (MAL), myelin-associated oligodendrocytic basic 
protein (MOBP), myelin oligodendrocyte glycoprotein (MOG), claudin-11 (CLDN11), 
proteolipid protein (PLP1), galactose-3-O-sulfotransferase-1 (GAL3ST1), proteolipid 
plasmolipin (PLLP), integrin-linked kinase (ILK), oligodendrocyte-myelin glycoprotein (OMG), 
kallikrein-related peptidase 6 (KLK6) and myelin-associated glycoprotein (MAG). See Fig. 
2.6g-s for the results of linear regression with the myelin gene set performed for each subject 
separately. 
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Figure 2.6: Subject-level multiple regression of QSM vs. iron and myelin related genes. 
Linear regression of QSM vs. normalized expression of (a) TF, (b) TFRC, (c) SLC11A2, (d) 
SLC40A1, (e) FTH1, (f) FTL, (g) CNP, (h) OLIG2, (i) MAL, (j) MOBP, (k) MOG, (l) CLDN11, 
(m) PLP1, (n) GAL3ST1, (o) PLLP, (p) ILK, (q) OMG, (r) KLK6 and (s) MAG in the deep grey 
nuclei regions. These refer to transferrin (TF), transferrin receptor (TFRC), divalent metal 
transporter 1 (SLC11A2), ferroportin (SLC40A1), ferritin heavy chain (FTH1), ferritin light 
chain (FTL), 2’,3’-cyclic nucleotide 3’-phosphodiesterase (CNP), oligodendrocyte transcription 
factor 2 (OLIG2), myelin and lymphocyte protein (MAL), myelin-associated oligodendrocytic 
basic protein (MOBP), myelin oligodendrocyte glycoprotein (MOG), claudin-11 (CLDN11), 
proteolipid protein (PLP1), galactose-3-O-sulfotransferase-1 (GAL3ST1), proteolipid 
plasmolipin (PLLP), integrin-linked kinase (ILK), oligodendrocyte-myelin glycoprotein (OMG), 
kallikrein-related peptidase 6 (KLK6) and myelin-associated glycoprotein (MAG). Regressions 
were performed for each subject in the Allen Human Brain Atlas (AHBA). QSM was averaged 
across subjects and across regions. Regions of interest in the deep grey nuclei are listed in Table 
2.1.   
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2.5  Discussion 
 
Our analysis revealed a spatial congruent relationship between tissue magnetic susceptibility and 
gene expression in the brain. We found significant positive correlations between expression of 
genes encoding both light and heavy chain Ft and several iron transporters, and the QSM signal 
across these regions. Interestingly, we also observed a positive correlation between QSM and 
several genes involved in myelination, expressed by oligodendrocytes. This reflects that the iron-
loaded Ft is likely localized to mature oligodendrocytes. Indeed, oligodendrocytes have been 
found to outnumber neurons in regions of high iron, like the basal ganglia, and iron is localized 
mainly to oligodendrocytes and the neuropil within these regions [88], [89]. In addition, 
oligodendrocytes are known to require iron in large amounts for myelination [3], [9]. This iron 
can be acquired by oligodendrocytes via the H-ferritin receptor [56], [90]. 

2.5.1 Iron and myelin related genes are strongly correlated with QSM 

We use PLSR in order to assess the relative contributions of genes relevant to iron homeostasis 
and myelination that were found to be significantly correlated with QSM, following Bonferroni 
correction. Our results confirm that Ft dominates the QSM signal over the contributions of other 
molecules. Interestingly, the PLSR analysis shows unequal contributions from H-Ft and L-Ft. 
These are known to exhibit different roles in iron homeostasis and to be differentially distributed 
across cell types and brain regions, with H-Ft largely out-numbering L-Ft [8]. In addition to 
serving as an iron transporter, H-Ft has the ferroxidase ability, which converts the reactive 
ferrous iron to more stable ferric iron [91]. L-Ft is more important for the formation of the iron 
core, which is what generates the molecule’s strong paramagnetic susceptibility signal [91], [92]. 
Additionally, L-Ft is present in oligodendrocytes, supporting the hypothesis of their role in iron 
storage [93]. This is consistent with the results of our PLSR, which predicts a higher contribution 
from L-Ft than H-Ft. 

The 95% confidence intervals calculated using the jack-knife indicate that the PLSR 
coefficients for FTH1 and MAL may not be significant. We know that the major determinant of 

Figure 2.7: Two-component partial least squares regression (PLSR) of QSM vs. a set of iron 
and myelin gene expression vectors. (a) Coefficients of the 2-component PLSR between QSM 
and the iron and myelin gene set across deep grey nuclei regions. The genes are those from both 
the iron and myelin set that were found to have expression significantly correlated with QSM 
following the Bonferroni correction, including ferritin light chain (FTL), ferritin heavy chain 
(FTH1) and myelin and lymphocyte protein (MAL). 95% confidence intervals were calculated 
for the regression coefficients using the jack-knife procedure. (b) Root mean squared error 
(RMSE) calculated for all possible PLSR models, using all samples (RMSE) versus leave-one-
out cross-validation (RMSE-CV). The model yielding the smallest RMSE-CV that also wasn’t 
more than 20% higher than RMSE was chosen for the PLSR. This was the two-component 
model, as indicated on the plot. 
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the QSM signal is magnetic susceptibility. Although MAL and other myelination genes show a 
positive correlation with QSM in the deep grey nuclei, which we know to have positive 
susceptibility, the proteins encoded by these genes actually make up the myelin sheath, which 
itself has a negative susceptibility. It is possible these genes may be expressed by 
oligodendrocytes, either containing iron-loaded Ft or present in the same voxel as other iron-
loaded cells. If the second case, there is a strong likelihood that oligodendrocytes are involved in 
the transport of iron either to or from these other iron-loaded cells. The correlation with QSM is 
gene expression, which reflects oligodendrocyte activity, not necessarily protein content. 

 

2.5.2 Iron transporters are indicated by QSM 

The positive correlation of QSM with the expression of Fpn, the only known iron exporter, 
suggests that the QSM signal reflects not only iron storage, but active transport. More 
specifically, this result indicates that Fpn must be expressed on cells loaded with iron, or at least, 
on cells co-localizing with iron-loaded cells within voxels of the QSM image. Oligodendrocytes, 
neurons, microglia, and astrocytes all express Fpn, however, oligodendrocytes accumulate iron 
in significantly larger amounts than any other cell [37], [94]. Microglia and astrocytes are also 
known to express Ft, particularly the light chain subunit which is associated with iron storage, 
and there is evidence that both cells may release iron loaded H-Ft for use by oligodendrocytes 
early in development [90], [95]. Astrocytes are also implicated in providing growth factors 
necessary for maturation of oligodendrocyte precursor cells [96], [97]. Although the density of 
microglia is particularly high in the basal ganglia, even accounting for 12% of cells in the 
substantia nigra of the adult mouse brain [98], microglia show significant variation in their 
transcriptome by brain region, particularly among the deep grey nuclei [99], [100]. Therefore, it 
seems unlikely that the positive correlation between gene expression of iron transporters and 
QSM across deep grey nuclei could be due to these cells. In fact, microglial cell number in the 
deep grey nuclei is not correlated with oligodendrocyte density, but rather, that of astrocytes 
[99]. Astrocytes, despite expressing TFR, DMT1, Fpn, and Ft, maintain a low level of cellular 
iron [9]. This evidence, taken together, again points to oligodendrocytes as the source of the 
QSM signal. 

The positive correlation of Tf with QSM can also be explained by the presence of 
oligodendrocytes. Tf is a well-known marker of oligodendrocytes, as it is secreted by them and 
most Tf in the brain is thought to originate from these cells [101]–[103]. Despite this, mature 
oligodendrocytes don’t express TFR, instead likely getting most of their iron via H-Ft [104]. In 
this context, the lack of correlation between TFR expression and the QSM signal makes sense 
and is consistent with the known distribution of TFR in the brain [104]. Although TFR is 
expressed in central neurons, the distribution, found from histology studies, doesn’t reflect areas 
of high iron concentration [22], [104]. This supports the theory of H-Ft as the major route of iron 
transport for mature oligodendrocytes [56]. Indeed, receptors for H-Ft, specifically T-cell 
immunoglobulin and mucin domain (Tim-1), exist on myelinating oligodendrocytes [55], and 
these cells are known to contain the vast majority of iron in the brain [8]. This is likely because 
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iron is required in high concentrations for the synthesis of myelin [3], [9]. Additionally, it has 
been shown that neurons in regions of high TFR expression project to regions with high iron 
[104], [105]. Because of this, [106] have explored the possibility of axonal transport of iron 
between such regions and have identified two different pathways. The results of our study 
support the idea that the role of TFR is mainly one of iron uptake from the blood brain barrier, 
and that further iron transport between regions is responsible for iron accumulation in various 
deep grey nuclei. 

With this information, it seems likely that TFR expression mainly reflects influx of iron 
across the BBB rather than iron transport between brain regions. This is supported by evidence 
showing that iron in the developing brain is first seen in oligodendrocyte progenitor cells near 
blood vessels, only later moving to sites of myelination [90]. DMT1 is another potential route of 
iron transport, found in both the glia and neurons, however it is not specific to iron [36]. Despite 
this, we found a significant positive correlation (FDR 5%) between DMT1 gene expression and 
QSM in the deep grey nuclei. Unlike TFR, DMT1 has been found to be present in higher 
amounts in the striatum than in the cortex in the rat brain, however, throughout the entire brain it 
is localized mainly to BMECs and ependymal cells [36], [107]. Within BMECs, DMT1 and TFR 
have been shown to co-localize, and DMT1 has also been found on the end-feet of astrocytes, 
which interface with BMECs [107]. This points to DMT1 being involved in the process of iron 
uptake, along with TFR. The presence of DMT1 in ependymal cells may indicate it plays a role 
in iron exchange between the brain interstitial fluid and the ventricles [107]. Interestingly, [108], 
[109] have shown that DMT1 also co-localizes with TFR in oligodendrocyte progenitor cells, 
and that both of these are upregulated during the beginning stages of oligodendrocyte progenitor 
cell maturation. Additionally, DMT1 and TFR appear to be required for the iron accumulation 
and morphological development of these cells, both of which are precursors to myelination 
[108], [109]. However, there is evidence that DMT1 is necessary for normal myelination even in 
the adult brain, while TFR may not influence mature oligodendrocytes or myelination [108], 
[109]. Therefore, it is possible that high expression of TFR is more reflective of oligodendrocyte 
progenitor cells, rather than mature, myelinating oligodendrocytes, which seem to be more 
relevant to the QSM signal, as discussed next.  

2.5.3 QSM may reflect presence of mature oligodendrocytes 

The myelination genes found to be significantly positively correlated with QSM at 5% FDR are 
markers of mature oligodendrocytes [58]. These include CNP, MAG, MAL, MOBP, MOG, 
CLDN11, PLP1, GAL3ST1, PLLP, ILK, OMG, KLK6, and OLIG2. However, when using the 
Bonferroni correction only MAL remains significantly correlated with QSM. Oligodendrocytes 
are mitotic cells, starting as simple, migratory cells then moving to various regions of the brain 
and changing to become morphologically more complex [7], [59]. This involves extending 
processes from the soma, down-regulating TFR, and accumulating iron in large amounts, 
potentially via the H-Ft receptor [56]. Various genes are expressed sequentially by 
oligodendrocytes to facilitate this process of development [59]. CNP encodes a protein that, 
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among other functions, is implicated in the formation of process outgrowths in oligodendrocyte 
progenitor cells [110]. It is also a major constituent of the myelin sheath, along with myelin basic 
protein (MBP) and PLP1 [110]. These proteins make up the largest structural contribution to the 
myelin sheath, and are expressed early on in myelination, along with ILK and OLIG2 which are 
required for oligodendrocyte maturation [111]–[113]. MAG is also expressed early in the process 
of myelination and continues to be expressed following oligodendrocyte maturation, indicating a 
potential role in myelin maintenance [114]. KLK6 may be involved in regulating 
oligodendrocyte differentiation [115]. PLLP is implicated in myelin synthesis, as well as 
remyelination, and has been found to co-localize with MAG [116], [117]. 

MAL, MOBP, MOG, and OMG are expressed later, and have various roles important for 
the compaction and stabilization of myelin [112], [118]–[120]. CLDN11 is essential for the 
formation of tight junctions between layers of the myelin sheath, which are necessary for the fast 
transmission of electrical signals down the axon [121], [122]. GAL3ST1 encodes an enzyme 
required for the maintenance of proper myelin sheath structure [123], [124]. All together, these 
genes typically reflect the presence of myelinating oligodendrocytes, however, they are also 
known to be expressed, but not translated, in nonmyelinating perineuronal oligodendrocytes [7]. 
These are implicated in remyelination and may be involved in mediating iron transport or other 
trophic factors for use by neurons, as they have much higher metabolic requirements than 
neurons despite not producing myelin [125], [126]. While biologically it is unclear why MAL is 
more significant than the other myelination genes in our statistical analysis, it is interesting to 
note that MAL is one of the last genes to be expressed in myelination and is located within the 
compact myelin [112]. Nonetheless, the result is consistent with the fact that MAL has the 
smallest p-value among all myelination genes as found in the multiple regression analyses. 
 

2.6  Limitations 
 
Our analysis is limited by a small subject pool, and the reliance upon two separate subject pools 
for the QSM and gene expression datasets. However, in the brain, many genes are known to 
exhibit differential expression throughout regions [62], and this specific expression pattern has 
been found to be highly conserved among individuals, with the vast majority of genes reflecting 
consistent spatially-determined patterns of expression between individual brains [127]. 
Differences between subjects, particularly age and post-mortem tissue collection in the formation 
of the AHBA dataset, may explain some discrepancies in the gene expression data. Only two out 
of the six subjects had regions sampled from both hemispheres of the brain, rather than just the 
left hemisphere. Notably, myelin basic protein (MBP) was not found to be significantly 
correlated with QSM. MBP is usually expressed by mature oligodendrocytes, around the time as 
other genes like CNP and PLP1, and it is typically used as a marker of oligodendrocytes reaching 
the last developmental stage [110], [112]. The reason for MBP’s absence is unclear, potentially it 
is a result of differences in tissue collection between subjects, or it may be a result of the probe 
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chosen to measure MBP in the AHBA dataset. MBP is known to be a long gene with multiple 
transcripts, each encoding a different protein [110]. 

Additionally, the use of mRNA as a proxy for protein concentration comes with 
limitations. Various proteins, including Ft, are known to be post-transcriptionally regulated, 
meaning mRNA may not be representative of protein concentration [128]. Despite this, our 
results clearly show a correlation between the QSM signal, which has been found to be linearly 
related to Ft protein concentration in the deep grey nuclei, and Ft gene expression. Although the 
highly correlated nature of microarray data makes PLSR an attractive choice, we recognize 
several limitations with this method. Real correlations may be overlooked depending on the 
chosen predictor set, and results are particularly sensitive to the signal-to-noise ratio of the 
dataset [129]. Errors may also be introduced in the QSM registration process. Finally, we are 
limited by the set of genes included in the AHBA dataset. For instance, Tim-1 appears to be 
relevant to iron homeostasis, yet it is not present in the AHBA microarray survey [55]. 

We restricted our analysis to the deep grey nuclei because that is where the QSM signal 
most accurately reflects iron concentration. In other regions of the brain where iron is also stored 
but in smaller amounts, such as the cortex, the positive susceptibility of iron within a voxel may 
be cancelled out by negative susceptibilities of other molecules, like myelin. In future, using 
algorithms designed to separate out the sub-voxel positive and negative susceptibility 
contributions, like DECOMPOSE-QSM [130], would allow for a more accurate measurement of 
iron in the brain, and would allow us to extend our analysis to regions outside the deep grey 
nuclei. Even in the deep grey nuclei, the positive susceptibility of iron dominates over other 
species in QSM. It would be interesting to redo our analyses with paramagnetic and diamagnetic 
susceptibility maps, especially in light of our finding that the correlation between QSM and 
MAL is highly significant. MAL is known to be present in compact myelin which is 
diamagnetic, however, we are unable to measure the contributions of diamagnetic species in the 
deep grey nuclei with QSM alone.  
 

2.7  Conclusion 
 
Our results show a positive correlation between QSM and expression of genes important for iron 
transport and storage and myelination across regions of the deep grey nuclei. This seemingly 
contradictory result likely points to the presence of oligodendrocytes in voxels containing iron-
loaded Ft. Our analysis verifies the work of previous studies showing a relationship between 
QSM and genes relevant to iron homeostasis and myelination in the deep grey nuclei and 
expands upon these studies by using spatially localized gene expression data from the AHBA 
[63]–[65]. It is clear QSM is an informative estimate of iron homeostasis and shows valuable 
promise for use in understanding the complex pattern of iron accumulation in the brain. 
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Chapter 3 

Mathematical Model of Brain Iron Accumulation 

 
 

3.1  Motivation for Mathematical Model of Brain Iron Transport 
 
It is currently unknown how or why iron accumulates in the deep grey nuclei regions of the brain 
over the lifespan. This question has implications for the understanding of neurodegenerative 
disorders like Alzheimer’s disease, which is hallmarked by alterations in the normal trajectory of 
brain iron deposition [30], [31]. Previous attempts to study iron in the brain have focused largely 
on the dynamics of iron crossing the blood brain barrier (BBB), the expression of iron transport 
proteins, iron homeostasis on the intracellular level and iron uptake by specific neural cells [22], 
[24], [35], [101], [131], [132]. QSM and histology studies, like Perl’s staining, have also been 
used to localize iron to specific regions of the brain [6], [42]. On the whole brain level, the study 
of iron transport dynamics has been limited to autoradiographic experiments on animal models 
[105], [133].  

Autoradiographic studies have been performed mostly on mice and rats and involve 
injecting radioactively labeled iron isotopes into specific brain regions, the ventricles, or 
elsewhere in the body, like the peritoneum [22]. After injection and a waiting period, the brains 
of the animals are dissected and measured with autoradiogram to visualize the evolving 
distribution of iron [105], [133]. The results of these studies show that injected iron ultimately 
ends up in the deep grey nuclei, as is seen with QSM [133], [134]. Observing the distribution of 
iron on a very short time scale following injection yields further insights, suggesting that 
possible iron transport routes in the brain include the cerebral spinal fluid (CSF) and axonal 
transmission [105]. Other experimental work supports the theory of iron transport along axons. 
In particular, [106] identified two specific axonal pathways by which iron is transported and also 
showed that this transport is synaptically mediated. Although these studies have allowed for the 
identification of possible iron transport routes, they are limited to animal models and scope of 
brain regions considered.  

In humans, the study of iron accumulation on the whole brain level is limited to the 
analysis of post-mortem brains or non-invasive observation using QSM. However, these types of 
study aren’t able to observe the transport of iron within the brain. Although iron transport 
dynamics have been studied on the cellular level, as described in Chapter 2, there has been no 
attempt to model the dynamics of iron transport in humans on the whole brain level. The [106] 
experiment, although performed on mice, is exciting in that it is able to definitively determine 
the path of iron transport between brain regions. However, this type of experiment is costly and 
requires killing the experimental animals. In addition, the experimenters only focused on a small 
set of regions thought to be involved in neuropsychiatric disorders. A mathematical model of 
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iron transport in the brain using non-invasive MRI data is an approach to predicting possible iron 
transport routes in the brain that doesn’t require costly experiments on animal models. The goal 
of this mathematical model is to non-invasively describe the dynamics of iron transport in the 
brain on the system level, in both space and time. To do that, we propose using a discrete-time 
Markov chain model with an input term.  
 

3.2  Introduction to Markov Models 
 
A discrete-time Markov chain is a stochastic process in which the state of the system is 
completely characterized by the state of the system in the previous time step [135], [136]. In 
other words, the system is memoryless and its behavior at a given time in the future depends only 
on the current state, rather than the history of all past behavior. This is called the Markov 
property, and a discrete-time Markov chain over 𝑛 timesteps can be represented as a sequence of 
random variables 𝑋,𝑋ଵ,𝑋ଶ, … ,𝑋 satisfying the Markov property: 

                  Prሺ𝑋ାଵ ൌ 𝑥 |𝑋 ൌ 𝑥,𝑋ଵ ൌ 𝑥ଵ, … ,𝑋 ൌ 𝑥ሻ ൌ Pr ሺ𝑋ାଵ ൌ 𝑥 | 𝑋 ൌ 𝑥ሻ             ሺ3.1ሻ 

 

3.3  Proposed Model and Properties 
 
We model the expected density of iron in the brain at time 𝑛 as follows: 

                                                                      𝒙ሾ𝑛ሿ ൌ 𝐓𝒙ሾ𝑛 െ 1ሿ  𝒔                                                       ሺ3.2ሻ 

The expected density of iron in all regions defined as nodes in the Markov chain at time 𝑛, 𝒙ሾ𝑛ሿ, 
is modeled as the expected density of iron at the previous time step, 𝒙ሾ𝑛 െ 1ሿ, times a Markov 
transition probability matrix, 𝐓, plus input term 𝒔. The Markov probability matrix 𝐓 

Figure 3.1: Markov chain with three nodes. The Markov transition probability matrix, T, is 
defined such that 𝑇ሺ𝑖, 𝑗ሻ ൌ 𝑝 ൌ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑛𝑜𝑑𝑒 𝑗 𝑡𝑜 𝑛𝑜𝑑𝑒 𝑖 ሺ𝑖, 𝑗 ൌ
1,2,3ሻ 
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characterizes the probability of transitioning between all possible pairs of regions 𝑖 and 𝑗 over 
one time step for a discrete-time Markov chain with 𝐽 possible regions, 𝑖, 𝑗 ∈ 1,2, … , 𝐽: 

                                                         𝐓ሺ𝑖, 𝑗ሻ ൌ 𝑝 ൌ Prሺ𝑋ାଵ ൌ 𝑖 |𝑋 ൌ 𝑗ሻ                                        ሺ3.3ሻ 

The size of 𝐓 is determined by the number of regions defined as nodes in the Markov 
chain model, therefore, 𝐓 is square. For a Markov chain with 𝐽 regions, 𝐓 has size 𝐽 by 𝐽. 𝐓 is 
also constrained to be non-negative and left-stochastic, as the values of 𝐓 are well-defined 
conditional probabilities. Specifically, row 𝑖 of 𝐓 corresponds to the probability of transmission 
to region 𝑖 from all other regions defined in the Markov chain, and column 𝑗 of 𝐓 corresponds to 
the probability of transmission from region 𝑗 to all other regions in the Markov chain. Finally, we  
constrain 𝐓 to be sparse, because from the perspective of the known distribution of iron in the 
brain, it makes sense that the number of allowable transitions of iron between regions would be 
relatively sparse compared to the number of regions in the Markov chain. Figure 3.1 illustrates 
an example of a Markov chain with three nodes ሺ𝐽 ൌ 3ሻ.  
 Equation 3.2 has the closed-form solution: 

                                                              𝒙ሾ𝑛ሿ ൌ 𝐓𝒙ሾ0ሿ  ൭𝐓𝒌
𝒏ି𝟏

𝒌ୀ𝟎

൱ 𝒔                                                  ሺ3.4ሻ 

Therefore, our model of the spatial and temporal dynamics of iron in the brain has the closed-
form solution of exponential accumulation, which aligns with what has been observed in the 
deep grey nuclei regions of the brain with QSM [19].  

 

3.4  Defining Source Input Term 
 
The input term in the model, 𝒔, reflects the new iron being introduced into the brain each 
timestep across the BBB. Let the elements of 𝒔 be 𝑠 , 𝑗 ൌ 1, 2, … , 𝐽. These are defined using 

values from literature including serum iron concentration, 𝐶ሺ𝐹𝑒ሻ, cerebral blood volume 
measured in region 𝑗, 𝐶𝐵𝑉, and a hyperparameter to represent the fraction of iron crossing the 

BBB into region 𝑗, 𝑘:  

                                                                  𝑠 ൌ 𝐶ሺ𝐹𝑒ሻ ∙ 𝐶𝐵𝑉 ∙ 𝑘                                                             ሺ3.5ሻ 

We set the constant 𝐶ሺ𝐹𝑒ሻ at 20 𝜇𝑀, which has been found to be a healthy level of iron in the 
blood [35]. 𝐶𝐵𝑉 is defined according to the tissue composition of region 𝑗: 
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                                                    𝐶𝐵𝑉 ൌ

⎩
⎪
⎨

⎪
⎧ 4.6

𝑚𝑙
100𝑔

, 𝑗 ∈ 𝑔𝑟𝑒𝑦 𝑚𝑎𝑡𝑡𝑒𝑟

1.3
𝑚𝑙

100𝑔
, 𝑗 ∈ 𝑤ℎ𝑖𝑡𝑒 𝑚𝑎𝑡𝑡𝑒𝑟

                                          ሺ3.6ሻ 

These values are from [137]. CBV was calculated using dynamic susceptibility contrast MRI 
collected from eighty healthy subjects, both male and female, aged 22 to 85 years [137]. We 
used the mean CBV across subjects found for grey matter regions (both cortical and deep grey 
nuclei regions) and white matter regions. Assuming a brain tissue density of 1 𝑔/𝑐𝑚ଷ, we can 
convert 𝑠 to units of iron concentration in the brain (𝑛𝑔 𝐹𝑒/𝑚𝑚ଷ) using the molar mass of iron: 

�̂�,௬ ൌ
20 𝜇𝑚𝑜𝑙 𝐹𝑒

10ଷ 𝑚𝑙 𝑏𝑙𝑜𝑜𝑑
∙

55.845 𝑔 𝐹𝑒
10 𝜇𝑚𝑜𝑙 𝐹𝑒

∙
4.6 𝑚𝑙 𝑏𝑙𝑜𝑜𝑑

100 𝑔 𝑏𝑟𝑎𝑖𝑛 𝑡𝑖𝑠𝑠𝑢𝑒
∙

1 𝑔 𝑏𝑟𝑎𝑖𝑛 𝑡𝑖𝑠𝑠𝑢𝑒
10ଷ 𝑚𝑚ଷ ∙ 𝑘 

                                                     �̂�,௬ ൌ .0514 ∙ 𝑘  ൬
𝑛𝑔 𝐹𝑒
𝑚𝑚ଷ ൰                                                             ሺ3.7ሻ 

�̂�,௪௧ ൌ
20 𝜇𝑚𝑜𝑙 𝐹𝑒

10ଷ 𝑚𝑙 𝑏𝑙𝑜𝑜𝑑
∙

55.845 𝑔 𝐹𝑒
10 𝜇𝑚𝑜𝑙 𝐹𝑒

∙
1.3 𝑚𝑙 𝑏𝑙𝑜𝑜𝑑

100 𝑔 𝑏𝑟𝑎𝑖𝑛 𝑡𝑖𝑠𝑠𝑢𝑒
∙

1 𝑔 𝑏𝑟𝑎𝑖𝑛 𝑡𝑖𝑠𝑠𝑢𝑒
10ଷ 𝑚𝑚ଷ ∙ 𝑘 

                                                  �̂�,௪௧ ൌ .0145 ∙ 𝑘  ൬
𝑛𝑔 𝐹𝑒
𝑚𝑚ଷ ൰                                                              ሺ3.8ሻ 

These values are consistent with estimates of iron uptake across the BBB measured via 
autoradiographic studies [22].  

 

3.5  Using QSM as an Estimate of Iron Concentration 
 
In order to test our model and solve for the model parameters, we use QSM as an estimate of iron 
concentration in the brain, relying on the relationship between QSM and iron concentration 
found in the deep grey nuclei [25]. Assuming a brain tissue density of 1 𝑔/𝑐𝑚ଷ, we can convert 
iron concentration estimated from QSM to units of 𝑛𝑔 𝐹𝑒/𝑚𝑚ଷ:  

𝜒ሺ𝑝𝑝𝑚ሻ ൌ .00097 ∙ 𝐹𝑒 ൬
𝑚𝑔

𝑘𝑔 𝑏𝑟𝑎𝑖𝑛 𝑡𝑖𝑠𝑠𝑢𝑒
൰ 

                                                          𝑞𝑠𝑚ෟ൬
𝑛𝑔 𝐹𝑒
𝑚𝑚3 ൰ ൌ 𝑞𝑠𝑚ሺ𝑝𝑝𝑚ሻ ∙ 1.308 ∙ 10ଷ                                                ሺ3.9ሻ 

Substituting for iron density in our model yields: 

                                            𝒙ሾ𝑛ሿ ൌ 𝒒𝒔𝒎ෟሾ𝑛ሿ ൌ 𝐓𝒒𝒔𝒎ෟሾ𝑛 െ 1ሿ  𝒔                                                   ሺ3.10ሻ 
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3.6  Limitations  
 
We chose this model because it is interpretable and allows for identification of the transport 
pathways that result in the iron distribution seen in the brain over time and space. However, the 
model is limited in that we have chosen to make the Markov transition probability matrix and 
source input term time invariant. Making these time-variant would be significantly more difficult 
to define and would require a large dataset, although, there is biological evidence to support 
time-variance, particularly in the source term. The BBB is known to exhibit more leakage with 
age and likely plays a role in the iron accumulation seen in the ageing brain [138], [139]. 
Ageing-associated BBB dysfunction has been measured with DCE-MRI, and iron transport 
across the BBB has been mathematically modelled [131], [140], [141]. In the future, this could 
be used to better define our source term.  
 In addition, the use of QSM as an estimate for iron is limited in that the relationship 
between QSM and iron concentration (Eq. 3.9) has only been established for the deep grey nuclei 
regions, as mentioned in Chapter 2. The QSM signal in the cortex tends to be closer to zero 
because iron is stored in smaller amounts in these regions so there is more of a balance between 
positive and negative susceptibility contributions within voxels. The QSM signal is negative in 
white matter regions due to the presence of diamagnetic myelin, even though the cells which 
form the myelin sheath store the most iron in the brain, as discussed in Chapter 2. Algorithms 
have recently been developed to separate the sub-voxel positive and negative susceptibility 
contributions from the QSM signal. We improve upon our work by using paramagnetic 
component susceptibility maps calculated with DECOMPOSE-QSM [130] as a more accurate 
iron measurement estimate. This will be discussed in Chapter 7.  
 

3.7  Conclusions 
 
We have defined a mathematical model of iron transport in the brain on the system level and 
have proposed using QSM as a non-invasive estimate of iron in the brain. This work is novel in 
that it is the first effort to mathematically describe iron transport on the whole brain level. In 
addition, it is advantageous compared to previous attempts to study this problem using animal 
models in that it is non-invasive and comprehensively predicts iron transport between brain 
regions defined as nodes in the network model. This work has great potential to be used as a tool 
in tandem with more established autoradiographic experiments on animal models. Our model 
could be used to identify possible transport routes that could then be experimentally validated on 
an animal model as in [106]. A mathematical approach to this problem also opens up the 
possibility of non-invasively describing iron transport in humans, which is crucial for 
understanding aging-associated changes in the brain and neurodegeneration.  
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Chapter 4 

Estimating Markov Transition Probabilities, Assuming 
Passive Diffusion 

 

 

4.1  Introduction: Active vs. Passive Transport 
 
We define two hypotheses to describe the driving factors of iron transport between brain regions 
defined as nodes in our Markov chain model. First, we consider that iron is transported primarily 
by passive diffusion in the brain. Passive diffusion refers to Brownian motion, or the random 
motion of particles due to thermal energy [142]. This is supported by evidence suggesting iron 
may be transported along axons, and diffusion in the brain largely follows the longitudinal 
direction of the white matter fibers which are highly anisotropic [142], [143]. Wang et al. [106] 
experimentally identified two distinct pathways by which iron is transported along axons, and, 
additionally found that this transport is synaptically modulated. Although this study demonstrates 
that passive diffusion along axons alone is not enough for the transport of iron in this specific 
pathway, other studies have provided evidence for larger-scale transport of iron along axons 
[37], [144]. Ferroportin, the iron exporter, has been found in synaptic vesicles, as well as axons 
and dendrites, and iron is found in the largest amounts in oligodendrocytes, the glial cells 
responsible for myelinating axons [9], [37], [105], [126], [144]. Ferritin, the iron storage protein, 
has also been localized to axons and may be partly secreted by oligodendrocytes, which wrap 
around axons forming the myelin sheath [145], [146].  

Conversely, we consider that iron may be transported between regions largely by 
transporters and receptors. Chapter 2 discusses how iron import and export receptors are found in 
many cells of the brain, along with iron transport proteins. In addition, transferrin, the iron 
transporter, has been found in large amounts in the cerebral spinal fluid (CSF), which has also 
been suggested as a possible mechanism of iron transport between regions [22], [105]. 
Autoradiographic studies provide evidence that iron is translocated between brain regions, and 
this could be facilitated by active transport [22], [105], [133]. In order to make sense of these 
compounding mechanisms of iron transport, we consider each hypothesis individually. The focus 
of this chapter is the result of testing our first hypothesis, that iron is transported primarily by 
passive diffusion. We do this by estimating the transition probabilities of the Markov matrix 
using diffusion tensor imaging (DTI) MRI and then using these parameters in our model to 
predict the spatio-temporal evolution of iron in the brain over time.  
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4.2  Measurement for Passive Diffusion Hypothesis of Brain Iron 
Transport: DTI 
 
Passive diffusion can be measured in the brain with DTI. DTI involves applying gradient pulses 
that cause a random phase shift in diffusing water molecules, resulting in a loss of signal in these 
voxels [142], [147]. The Stejskal-Tanner equation relates the signal loss to the diffusion of water 
in 3D space, as represented by a diffusion tensor [147]:  

                                                                         
𝑆,

𝑆,
ൌ 𝑒ି𝒈ෝ𝒌

𝑻𝐃𝐢𝒈ෝ𝒌                                                                ሺ4.1ሻ 

The signal intensity measured per voxel, 𝑆,, is compared to 𝑆,, the signal intensity measured 

in voxel i after applying the kth diffusion-sensitizing gradient in direction 𝒈ෝ𝒌 [147]. The constant 
b is calculated from the applied gradient field strength, the gradient duration, the time between 
gradient applications, and the gyromagnetic ratio constant [147]. The diffusion tensor can be 
found for each voxel by solving the Stejskal-Tanner equation backwards from the measured 
signal loss [147]. The diffusion tensor is a positive definite matrix defined for each voxel 
measured in the brain: 

                                                      𝐃𝐢 ൌ 
𝐷௫௫ 𝐷௫௬ 𝐷௫௭
𝐷௬௫ 𝐷௬௬ 𝐷௬௭
𝐷௭௫ 𝐷௭௬ 𝐷௭௭

 ൌ 𝐃𝐢
𝐓 ≻ 0                                                 ሺ4.2ሻ 

We used the measurement from one subject of a set of 16 subjects comprising the DTI 
Multiple Atlas Set, available online from the Center of Magnetic Resonance Microimaging at the 
Johns Hopkins Medical Institute (https://cmrm.med.jhmi.edu/). The collection of the DTI 
measurement is described in [148]. Subjects were scanned at the Montreal Neurological Institute 
and University of California Los Angeles on a 1.5T Siemens scanner using a single-shot echo-
planar imaging sequence with sensitivity encoding gradient (matrix = 96 x 96, FOV = 240 x 240 
mm, resolution 2.5 mm, b-value = 1000 𝑠/𝑚𝑚ଶ). In addition, parallel imaging with an 
acceleration factor of two was used to reduce acquisition time. Five images were acquired 
without diffusion weighting, used for calculating the signal loss due to diffusion. DtiStudio was 
used to calculate the diffusion tensor for each voxel. The DTI images were then registered to the 
ICBM-152 template using Automated Image Registration and the diffusion tensors were 
transformed to this template using Landmarker software. Finally, interpolation was performed to 
yield DTI measurements with the same matrix size and voxel resolution as the ICBM-152 
template (181x217x181, 1 𝑚𝑚ଷ voxel resolution).  

 

4.3  Methodologies 
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Since we measure a diffusion tensor (Eq. 4.2) for each voxel, we can use voxels as nodes in the 
Markov network model. The measured diffusion tensor is proportional to the covariance matrix 
of a Gaussian diffusion process, defined below [149]: 

                                      𝜌ሺ𝒙|𝒙𝟎, 𝜏ሻ ൌ
1

ඥሺ2𝜋ሻଷ𝑑𝑒𝑡 ሺ𝚺𝐢ሻ
𝑒ି

ଵ
ଶሺ𝒙ି𝒙𝟎ሻ

𝚺𝐢
షభሺ𝒙ି𝒙𝟎ሻ,𝚺𝐢 ൌ 2 ∙ 𝐃𝐢 ∙ 𝜏                         ሺ4.3ሻ 

𝜌ሺ𝒙|𝒙𝟎, 𝜏ሻ is the probability density function of a three-dimensional Gaussian distribution 
characterized by the covariance matrix 𝚺𝐢, where 𝒙 and 𝒙𝟎 are vectors representing the starting 
and ending positions of the diffused particles in three-dimensional space. This matrix is defined 
using the measured diffusion tensor 𝐃𝐢 (Eq. 4.2) and 𝜏, the duration of diffusion. The diffusion 
tensor 𝐃𝐢 is symmetric and positive-definite, therefore it has three orthogonal eigenvectors and 
three positive eigenvalues. The principal eigenvector describes the direction of the highest rate of 
diffusion, which follows the longitudinal axis of the white matter fibers in the brain, in regions 
where the structure of the fibers is organized [147]. 𝜌ሺ𝒙|𝒙𝟎, 𝜏ሻ represents the probability of 
diffusion in three dimensions by an ellipse whose axes are the eigenvectors of 𝐃𝐢 and whose 

lengths are ඥ2𝜏𝜆, where 𝜆 , 𝑖 ൌ 1, 2, 3 are the eigenvalues of 𝐃. Let 𝒙𝒊 ൌ ሺ𝑥 ,𝑦 , 𝑧ሻ be the 

position of voxel i and 𝒙𝒋 ൌ ൫𝑥 ,𝑦 , 𝑧൯ be the position of voxel j. We can calculate the 

probability of diffusion between voxels i and j over timestep 𝜏 by integrating the Gaussian pdf 
defined for a pair of voxels (Eq. 4.3) over the area of one voxel:  

                                                     𝐓ሺ𝑖, 𝑗ሻ ൌ ම 𝜌൫𝒙ห𝒙𝒋, 𝜏൯ 𝑑𝑥𝑑𝑦𝑑𝑧

ሺ௫,௬,௭ሻା
𝟏
𝟐

ሺ௫,௬,௭ሻି
𝟏
𝟐

                                         ሺ4.4ሻ 

After defining the elements of T for all voxels in the brain, we can estimate the density of 
iron in the brain by using our model to forward simulate from an initial distribution set by QSM 
(Eq. 3.10): 

                                                                    𝒙ሾ𝜏ሿ ൌ 𝐓𝒒𝒔𝒎ෟሾ𝜏 െ 1ሿ  𝒔                                                    ሺ4.5ሻ 

For this, we initially set the source hyperparameter term k equal to 1. Also, since we include 
voxels in the CSF in addition to grey and white matter as nodes in our Markov model relying on 
the assumption of passive diffusion, we define a source value for these as well. However, we 
make these negative due to evidence indicating iron is excreted from the CSF [22], [105]. We 
use grey matter, white matter, and CSF parcellations provided by (https://cmrm.med.jhmi.edu/), 
accompanying the DTI measurement to define voxels as belonging to grey matter, white matter, 
or CSF for the purpose of defining the source term for each voxel (see Eqs. 3.7 and 3.8 for the 
source definition of grey and white matter voxels) [150], [150], [151]. We estimate the CSF 
source term using iron measurements taken from the CSF described in [152], that observed iron 
concentrations in the CSF at 20.14 ng/dl. Using the rate of CSF production observed in humans, 
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.3-.6 ml/min, we can estimate the iron efflux from the CSF as follows (we use the mean of the 
range of CSF production reported in [153]): 

�̂�,ௌி ൌ െ1 ∙
20.14 𝑛𝑔 𝐹𝑒
10ିଵ 𝐿 𝐶𝑆𝐹

∙
1 𝐿

10 𝑚𝑚ଷ ∙
1000 𝑚𝑚ଷ

1 𝑚𝑙
∙ .5𝑚𝑙 

                                                     �̂�,ௌி ൌ െ.101 ∙  ൬
𝑛𝑔 𝐹𝑒
𝑚𝑚ଷ ൰                                                                  ሺ4.6ሻ 

We choose a time step 𝜏 of 1 minute, so that we can reasonably make the assumption that 
diffusion is limited to nearest neighboring voxels only. The diffusion defined by 𝐃𝐢 can be 

thought of as an ellipse with lengths ඥ2𝜏𝜆, therefore, the maximum range of diffusion can be 

defined by the principal eigenvalue of 𝐃𝐢, 𝜆௫ ൌ .0047𝑚𝑚
ଶ
𝑠ൗ , and 𝜏: 

               𝑀𝑎𝑥 𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 ൌ ඥ2 ∙ 𝜏 ∙ 𝜆௫ ൌ ට2 ∙ 60 𝑠 ∙ 0047𝑚𝑚
ଶ
𝑠ൗ ൌ .75 𝑚𝑚                    ሺ4.7ሻ 

This limits the Markov transition probability matrix to be sparse and makes the problem much 
more computationally feasible.  
 

4.4  Results: Passive Diffusion Model 
 
After using DTI to define the transition probabilities in our model and then forward simulating 
from an initial distribution set by QSM, we see that the predicted distribution of iron in the brain 
ends up uniform over time. This pattern is observed even though the initial distribution set by 
QSM is non-uniform and reflects iron accumulation in the deep grey nuclei. These experimental 
results do not reflect the actual distribution of iron in the brain seen over the lifespan. From this, 
we conclude that passive diffusion alone cannot explain the iron accumulation seen in the deep 
grey nuclei with aging. 
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4.5  Discussion and Conclusions 
 
Our results show that passive diffusion is not sufficient to describe brain iron transport. Relying 
on the passive diffusion hypothesis to estimate the parameters of our model results in a model 
prediction of uniform distribution of iron in the brain, which is contrary to the observed 
accumulation of iron in the deep grey nuclei regions of the brain [19]–[21]. Although evidence 
for axonal transport of iron supports the hypothesis of passive diffusion, this result isn’t 
surprising as there are other mechanisms known to govern iron homeostasis in the brain, namely 
several transporters and storage proteins that are highly regulated in response to brain iron levels, 
as discussed in Chapter 2. Likely, iron is transported in the brain through a combination of 
passive and active processes. In future, it would be interesting to expand our model by 
accounting for this.  

It makes sense that iron homeostasis is controlled by such a robust process, rather than 
the randomness of passive diffusion, as excess iron is harmful to neural cells [32], [33], [42]. 
Despite the harm posed by its accumulation, iron is required for several neural processes, 
discussed in Chapter 1. In order to manage this balance, the brain has developed a way to 
regionally control iron intake to ensure critical levels are met. This is done by iron-responsive 
elements that are found on the mRNA transcripts of several iron transporters, making them 
reactive to iron levels in the cellular environment [154]. The molecule hepcidin acts as a further 
control on active transport of iron in the brain as it directly affects the expression of the iron 

Figure 4.1: 10-year simulation of iron concentration: passive diffusion model. The results 
predicted by our model, after defining the Markov transition probabilities using DTI under the 
passive diffusion hypothesis, indicate that passive diffusion alone is not sufficient to describe the 
transport of iron in the brain. We used our model to forward simulate from an initial distribution 
set by QSM (see QSM MNI atlas) by 10 years. All voxels were defined as nodes in the model, 
and the source term for each voxel was defined by Eqs. 3.7, 3.8, and 4.6. The CSF, Gray matter, 
and White matter segmentations were used to classify voxels by type in order to define the 
source term.  
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exporter ferroportin [155]. These control mechanisms cannot be accounted for under our passive 
diffusion hypothesis.  

We conclude that the active transport hypothesis is a likelier explanation for iron 
homeostasis in the brain and describe testing this hypothesis in the next chapter. Passive 
diffusion alone cannot provide the level of control and specificity required for brain iron 
transport. Instead, we hypothesize that the brain relies on active transport proteins to control 
cellular levels of iron and to ensure it is stored and transported in a regulated manner. Although 
there is much work that has been done to describe iron homeostasis in the brain on the cellular 
level involving these proteins, it is unclear how these systems result in the accumulation seen in 
the deep grey nuclei [131], [140]. We attempt to bridge this gap by describing the transport of 
iron in the brain with our Markov model and solving for the transition probabilities under the 
assumption of active transport using QSM.  
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Chapter 5 

Estimating Markov Transition Probabilities, Assuming 
Active Transport 

 

 

5.1  Introduction 

The results of the previous chapter indicate that passive diffusion alone can’t explain the spatial 
and temporal pattern of iron seen in the aging brain. In this chapter, we consider our second 
hypothesis, that iron transport in the brain is facilitated largely by active transport. In Chapters 1 
and 2, we discussed how the proteins transferrin (Tf), ferroportin (Fpn), divalent metal 
transporter 1 (DMT1), and ferritin (Ftn) are involved in the active transport of iron within the 
brain. The distribution of these transporters among various cell types in the brain suggests that 
glial cells like oligodendrocytes and microglia are likely involved in these pathways [156]. Both 
glial cells are found in high numbers in deep grey nuclei regions that accumulate iron and have 
been shown to highly express ferritin [88], [89], [156]. The results from our comparative analysis 
of QSM and the expression of iron homeostasis and myelin genes in Chapter 2 also support the 
theory that iron loaded ferritin in the deep grey nuclei is localized to oligodendrocytes. We are 
interested in using our model to predict the network of iron transmission that results in the 
accumulation of iron in these cells.  

Autoradiographic studies indicate that iron may be translocated between distant regions 
in the brain, and the presence of Fpn in synaptic vesicles suggests that the wide-scale transport of 
iron along axons may play a role in this [37], [105]. In particular, [106] have identified two 
axonal pathways of iron transport in the mouse brain: from the ventral hippocampus (vHip) to 
the medial prefrontal cortex (mPFC) to the substantia nigra (SN), and from the thalamus (Tl) to 
the amygdala (Amygd) to the mPFC. Interestingly, these results suggest that the SN, a brain 
region known to accumulate iron over the lifespan, may act as an iron sink for excess iron from 
the mPFC. It’s likely that iron transporters are involved in these pathways. This is supported by 
the presence of Fpn and Ftn in axons [144], [145]. Also, receptors for Tf are dense in the vHip, 
Aymgd, mPFC, and Tl, but not in the SN [22]. This suggests that the translocation of iron 
between regions, facilitated by active transport, could ultimately explain the accumulation seen 
in the deep grey nuclei.  

In conclusion, there are multiple possible mechanisms by which the active transport of 
iron may facilitate the accumulation of iron in the deep grey nuclei. In Chapter 2, we reported a 
positive relationship between QSM and the expression of multiple genes involved in the active 
transport of iron. In order to evaluate our second hypothesis, that iron is largely moved 
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throughout the brain by transport proteins and receptors, we solve for the transition probabilities 
of our Markov model by setting up a regression problem using QSM measurements taken across 
regions of the brain at different time points. 

 
 

5.2  Methodology: Optimization Problem Set-up and QSM 
Datasets 
 

5.2.1 QSM acquisition and post processing 

It would be prohibitive to obtain QSM measurements for a single person over the lifespan, so we 
rely on an average of healthy QSM subjects, aged 30-80, from two distinct datasets. The 
collection of the first dataset by Yuyao Zhang is described in Chapter 2. The collection of the 
second dataset is described in [31]. Subjects were scanned on a 3T scanner (Siemens Prisma 
VE11C at Mayo Clinic) as part of the Mayo Clinic Study of Aging, which had the approval of 
the institutional review board and written informed consent from participants. Images were 
acquired using a three-dimensional multi-echo gradient echo sequence (TE1/spacing/TE5 = 
6.7/3.9/22.4 ms, TR = 28 ms, original spatial resolution .52 x .52 x 1 mm3 resampled to 1 x 1 x 
1.8 mm3), and STI suite was used to reconstruct the QSM for each subject. The brain mask was 
generated using FSL’s BET. Masking, Laplacian-based phase unwrapping and background phase 
removal were performed using V-SHARP [53], [68]–[70]. The radius of the spherical mean 
value filter was set to 1 pixel at the boundary of the brain and 12 pixels at the center of the brain. 
Finally, QSM images were calculated from the filtered phase using the Improved Sparse Linear 
Equation and Least-squares (iLSQR) algorithm [71], [157]. Susceptibility values were again 
referenced relative to the mean susceptibility across the whole brain.  

For both datasets, Advanced Normalization Tools (ANTs) is used to perform nonlinear 
registration between each subject QSM and the age-specific QSM atlas constructed using group-
wise registration in [20], as described in Chapter 2. This atlas includes regions defined in the 
AAL3 atlas, which distinguishes functionally distinct regions in the cortex, cerebellum, white 
matter, and deep grey nuclei, plus additional deep grey nuclei regions segmented from QSM 
images [20], [158]. Average QSM values in these regions are calculated in the same way as 
described in Chapter 2. These are then converted to iron concentration estimates using Eq. 3.9.  
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Finally, we resample the two populations so their age distributions are comparable. First, 

each population is partitioned into bins of 5 years and then we identify which population has 
fewer subjects for each age bin. We randomly draw the minimum number of subjects from the 
total collection of subjects in the age bin for each population and then average these together. We 
repeat this for each 5-year bin. We then linearly interpolate between the age bins to yield time 
points every year. This is done to make the time resolution more uniform between the two 
populations. 

5.2.2 Regression problem and optimization 

Figure 5.1 shows the iron estimate calculated from the average QSM across regions in the brain, 
demonstrating iron accumulation in deep grey nuclei regions and increasing accumulation over 
time. The cerebellum and white matter show large numbers of negative iron density estimates, 
indicating the presence of diamagnetic species dominating over the paramagnetic iron signal 
[51]. For this reason, we only use grey matter regions as nodes in our Markov model (See Tables 
5.1 and 5.2). Also, we threshold the iron density estimates to be positive. Using these iron 
estimates, we set up the following regression problem for both datasets separately to solve for the 
transition probabilities of the Markov matrix. For region 𝑖 𝜖 1, … ,𝑁,  source input 𝑠 ,  and iron 
estimates 𝑞𝑠𝑚ෟሾ1ሿ,  … , 𝑞𝑠𝑚ෟሾ𝑀ሿ we can define the following relationship using our model of 
iron density in the brain: 

                                                                  𝑞𝑠𝑚ෟሾ𝑛ሿ ൌ𝑝 ∙ 𝑞𝑠𝑚ෟሾ𝑛 െ 1ሿ
ே



 𝑠                                                ሺ5.1ሻ 

Figure 5.1: Iron estimates calculated from QSM. These figures show iron estimates from QSM 
images collected by Y. Zhang et al. [20], following the processing described in 5.2.1. This 
estimate accurately captures the accumulation of iron in the deep grey nuclei, as seen in the 
comparison between the two age groups. The negative iron estimate in many cerebellar and 
white matter regions reflects the limitations of QSM in estimating iron in these regions. 
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                                                                             𝒒𝒔𝒎ෟ𝒊 ൌ 𝑸𝒊𝒑𝒊  𝒔𝒊                                                                       ሺ5.2ሻ 

Solving for 𝒑 across regions in the brain: 

                     𝑚𝑖𝑛
𝒑

ଵ

ଶெ
‖ሺ𝒒𝒔𝒎ෟ െ 𝒔ሻ െ 𝑸𝒊𝒑‖ଶ

ଶ  𝜆‖𝒑‖ଵ,      𝑠. 𝑡.      𝒑𝒊  0,  ∑ 𝒑ఢ௨ ൌ 𝟏            ሺ5.3ሻ 

We use this optimization problem to find the Markov transition probabilities that 
minimize the difference between the left side of Eq. 5.2 and the right side. The regularization 
term will drive the solution to be sparse, and the constraints of the Markov matrix are also 
included. We use Mosek and CVX, a package for constructing and solving convex optimization 
models, to solve this problem [159]–[161]. The input term for region i, 𝑠, is equal to a constant 
multiplied by a hyperparameter term k (See Eqs. 3.7, 3.8).  

The optimal hyperparameters are found for each training dataset using grid search. The 
values of 𝜆 and k are selected that minimize the prediction error term in the cost function, 
defined as ‖ሺ𝒒𝒔𝒎ෟ െ 𝒔ሻ െ 𝑸𝒊𝒑‖ଶ

ଶ. These are (𝜆, k) = (.1, 1e-4) for Control Population 1, yielding 
an L-2 norm of 1.19. For Control Population 2, (𝜆, k) = (1000, 1e-14), giving an L-2 norm of .83. 
After finding the optimal hyperparameters using grid search, we use these hyperparameters to 
solve for the Markov transition probability matrix of each control population following 
bootstrapping resampling. We leave one subject out of each age bin at random for each bootstrap 
run and perform 1000 leave-one-out bootstrap runs. As discussed in the next section, this 
formulation yields a Markov transition probability matrix that can predict the distribution of iron 
in the brain quite accurately. 
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Region of Interest Brain Area Abbreviation 
Precentral Gyrus Primary Motor Cortex PMC 
Superior Frontal Gyrus, Lateral Dorsolateral Prefrontal Cortex dlPFC 
Middle Frontal Gyrus Dorsolateral Prefrontal Cortex dlPFC 
Inferior Frontal Gyrus, Opercular Ventrolateral Prefrontal Cortex vlPFC 
Inferior Frontal Gyrus, Triangular Ventrolateral Prefrontal Cortex vlPFC 
Inferior Frontal Gyrus, Orbital Ventrolateral Prefrontal Cortex vlPFC 
Rolandic Operculum Operculum Oper 
Supplementary Motor Area Supplementary Motor Area SMA 
Parolfactory Gyri Medial Prefrontal Cortex mPFC 
Superior Frontal Gyrus Medial Prefrontal Cortex mPFC 
Inferior Rostral Gyrus Orbitofrontal Cortex OFC 
Gyrus Rectus Orbitofrontal Cortex OFC 
Medial Orbital Gyrus Orbitofrontal Cortex OFC 
Anterior Orbital Gyrus Orbitofrontal Cortex OFC 
Posterior Orbital Gyrus Orbitofrontal Cortex OFC 
Lateral Orbital Gyrus Orbitofrontal Cortex OFC 
Insula Insula Ins 
Cingulate Gyrus, Parietal Medial Prefrontal Cortex mPFC 
Cingulate Gyrus, Retrosplenial Posteromedial Cortex PC 
ParaHippocampal Gyrus Ventral Temporal Cortex VTC 
Calcarine Primary Visual Cortex PVC 
Left Cuneus Cuneus Cun 
Lingual Gyrus Lingual Ling 
Superior Occipital Gyrus Occipital Gyri Occ 
Occipito-Temporal Gyrus Occipital Gyri Occ 
Inferior Occipital Gyrus Occipital Gyri Occ 
Fusiform Gyrus Ventral Temporal Cortex VTC 
Postcentral Gyrus Primary Somatosensory Cortex PSC 
Superior Parietal Lobule, Superior Superior Parietal Lobule SPL 
Superior Parietal Lobule, Inferior Superior Parietal Lobule SPL 
SupraMarginal Gyrus Inferior Parietal Lobule IPL 
Angular Gyrus Inferior Parietal Lobule IPL 
Precuneus Precuneus Precun 
Paracentral Lobule, Posterior Paracentral Lobule PCL 
Heschl's Gyrus Primary Auditory Cortex PAC 
Superior Temporal Gyrus Primary Auditory Cortex PAC 
Planum Polare Temporal Pole Temp 
Middle Temporal Gyrus Inferior Temporal Cortex ITC 
Temporal Pole Temporal Pole Temp 
Inferior Temporal Gyrus Inferior Temporal Cortex ITC 

Table 5.1: Cortical regions used as nodes in the Markov model. The regions of interest were 
used from both the left and right hemispheres. These regions were grouped into larger brain areas 
in order to better interpret the results of the model prediction.  
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Region of Interest Abbreviation 
Hippocampus Hipp 
Amygdala Amygd 
Putamen Pu 
Caudate nucleus CN 
Nucleus accumbens NAcc 
Extended amygdala ExtAmygd 
External globus pallidus ExtGP 
Internal globus pallidus IntGP 
Pars reticulata of substantia nigra SNpr 
Pars compacta of substantia nigra SNpc 
Red nucleus RN 
Subthalamic nucleus SubTl 
Ventral pallidum VP 
Anterior nuclei of thalamus AntTl 
Median nuclei of thalamus MedTl 
Internal medullary lamina of thalamus IMTl 
Lateral nuclei of thalamus LatTl 
Pulvinar nuclei of thalamus PuTl 
Dentate nucleus DN 

Table 5.2: Deep grey matter regions used as nodes in the Markov model. The regions of 
interest were used from both the left and right hemispheres. 
 

5.3  Results: Comparison Among Control Populations 
 
In order to see how the solver performs under this problem, we define a ground truth Markov 
probability matrix, T, of random values, and then use this to forward simulate iron density 
measurements with our model. We then solve for the predicted T from the simulated data. The 
results of this analysis show that the solver is able to recover the ground truth with minimal error, 
for a range of sparsity levels and number of timepoints used for training. As shown in Fig. 5.3, 
the error between the solver prediction and the ground truth is extremely low, and it is fairly 
consistent across sparsity levels and the number of measurements used for training. The range of 
sparsity levels used to test the solver reflects the sparsity of the Markov probability matrix solved 
from QSM iron estimates. This indicates that the solver is able to correctly recover a solution for 
our optimization problem. We now move on to reporting the results when the regression problem 
is solved using QSM iron estimates from two distinct healthy populations.  
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The predicted Markov transition probabilities can be visualized as edges in a network, 
where nodes are gray matter regions in the brain. The weight of the connections between regions 
represents the value of the estimated probability of transmission between those regions.  

Figure 5.2: Hyperparameter Optimization. We define a logarithmic grid of the 
hyperparameters k and 𝜆 to include the values that yield a nil solution, set up the optimization 
problem for each pair of values and then solve for the Markov probability transition matrix. The 
optimal hyperparameters are the values of k and 𝜆 that minimize the L-2 norm term in the cost 
function of the optimization problem. 

Figure 5.3: Testing Solver with Ground Truth. Solver error is defined as the root mean square 
error (RMSE) between the predicted Markov transition probability matrix and the ground truth 
matrix, T. The x-axis refers to the number of measurements that were used to solve for the 
predicted T. The number of non-zeros of T is indicated by the color of the points on the plot.  
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(b) 

 

Figure 5.4 is a visualization of the predicted Markov transition probability network for Control 
Population 1 (averaged over 1000 bootstrap runs). For better visualization, this figure only shows 
connections above a threshold of .08 and originating from deep grey matter regions of the left 
hemisphere. Interestingly, the model is predicting connections between the thalamus (Tl) and 
multiple deep grey nuclei like the amygdala (Amygd), hippocampus (Hipp) and globus pallidus 
(GP), as well as connections between the amygdala of both hemispheres, which could reflect 
transmission of iron through the CSF as the amygdala is directly adjacent to the lateral ventricle. 
The model is also predicting high probability of self-transmission in regions like the substantia 
nigra (SN), GP, dentate nucleus (DN), red nucleus (RN), external amygdala (ExtAmygd) and 
other deep grey nuclei.  

Figure 5.4: Predicted Markov network transmission of iron. Visualization of the Markov 
transition probability matrix found for Control Population 1 (averaged over 1000 bootstrap runs), 
(a) axial and (b) sagittal view. The Markov transition probability matrix was thresholded at .08, 
and only connections originating from the deep grey nuclei regions of the left hemisphere are 
displayed, for better visualization. Legend at the top of the figure.  
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Figure 5.5: Predicted Markov network transmission of iron, two healthy populations. 
Visualization of the predicted Markov probability matrix, averaged over 1000 bootstrap runs and 
thresholded at .03, for (a) Control Population 1, and (b) Control Population 2. Line weights 
indicate connection strength and colors indicate the node of origin. Self-transmission is not 
displayed. The full names of all nodes are listed in Tables 5.1 and 5.2.  

 

Figure 5.5 provides another representation of the predicted Markov transition probability 
matrix for both healthy populations, showing connections between all distinct nodes, above the 
threshold of .03 (chosen to be the smallest value with reasonable visibility of the network 
structure). This figure does not display self-transmission. The weights of the lines indicate 
connection strength, and the colors indicate the node from which the connection originated. The 
predicted networks for both healthy populations appear similar, however, the probability values 
for control population 1 are larger than those for control population 2, as evidenced by the 
increased thickness of the connections in the figure. Both models predict high connectivity in the 
DN, SN, ExtAmygd, GP, and other deep grey nuclei, as well as multiple connections between 
thalamic nuclei and several deep grey nuclei. See Tables 5.3 and 5.4 which list the connections 
for both populations above a threshold of .05. 

The comparison between the transition probabilities predicted for both populations is 
further explored by performing linear regression between the two, across all nodes in the Markov 
model. Before regression, the transition probabilities were thresholded at .008 (one divided by 
the total number of nodes (124)). The result of this analysis, given in Figure 5.6, shows that the 
predicted Markov transition probabilities of Control Population 1 and Control Population 2 are 
significantly positively correlated (p value = 0., degree of freedom = 15374). However, the R-
squared term was reasonably low at .249, which may indicate possible overfitting.  

This model is able to accurately predict the distribution of iron, as compared to a separate 
healthy population, as shown in Fig. 5.7. The model prediction when trained on control 

Figure 5.6 Predicted transition probabilities: control population 1 vs. control population 2. 
Linear regression between Markov transition probabilities predicted for both control populations 
shows that the two predictions are significantly positively correlated.  
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population 1 is overlaid onto the iron measurement, as estimated from QSM, for control 
population 2 at the same age. This prediction was obtained by forward simulated to age 80 
starting from an initial distribution set by QSM iron estimates from control population 2, age 30. 
This figure also shows the model prediction and test set measurement on separate plots, with the 
nodes of the network color-coded for either cortical or deep grey regions. These results show that 
our model is robust to training on QSM iron estimates from distinct healthy populations.  

The training error for control population 1, averaged over the 1000 bootstrap runs, was 
determined to be 2.38 ng Fe, and the testing error was 4.87 ng Fe. The training error was 

calculated as the root mean square error difference between the model prediction, 𝑸𝒊𝒑𝒊
௧ଵ, and 

the training data, 𝒒𝒔𝒎ෟ௧ଵ
𝒊,. The testing error was calculated as the root mean square error 

difference between the model prediction, when trained on control population 1, 𝑸𝒊𝒑𝒊
௧ଵ, and 

the testing set, 𝒒𝒔𝒎ෟ௧ଶ
𝒊 (QSM iron estimates from control population 2): 

                                  𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝐸𝑟𝑟𝑜𝑟 ൌ  𝑅𝑀𝑆𝐸൛𝑸𝒊𝒑𝒊
௧ଵ െ ൫𝒒𝒔𝒎ෟ௧ଵ

𝒊 െ 𝒔𝒊൯ൟ                    ሺ5.4ሻ 

                                  𝑇𝑒𝑠𝑡𝑖𝑛𝑔 𝐸𝑟𝑟𝑜𝑟 ൌ  𝑅𝑀𝑆𝐸൛𝑸𝒊𝒑𝒊
௧ଵ െ ൫𝒒𝒔𝒎ෟ௧ଶ

𝒊 െ 𝒔𝒊൯ൟ                       ሺ5.5ሻ 

This result, reported in Table 5.5, further illustrates that our model is able to predict transmission 
of iron in a healthy population distinct from the training dataset.  
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Table 5.3: Transmission of iron to/from deep grey nuclei, control population 1. Predicted 
connections to and from deep grey nuclei regions for control population 1. Only connections 
greater than .05 are included.  

 

 

Table 5.4: Transmission of iron to/from deep grey nuclei, control population 2. Predicted 
connections to and from deep grey nuclei regions for control population 2. Only connections 
greater than .05 are included. 
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(a) 

(b) 

Figure 5.7: Model prediction, comparison between two control populations. The model 
prediction, when trained on QSM iron estimates from control population 1, is compared to QSM 
iron estimates taken from control population 2, distinct from the training dataset. The model 
prediction is (a) overlayed onto the testing dataset, and (b) side-by-side with the testing dataset, 
with cortical and grey matter nodes color-coded. The model prediction is the result of using the 
model and predicted Markov probability matrix to forward simulate to age 80 from an initial 
distribution set by the test set, age 30. 
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Training vs. Testing Error (ng Fe) 
(1000 Bootstrap Resamples) 

 Training Testing 
Mean 2.38 4.87 
Standard Error .080 .13 

Table 5.5: Training vs. testing error. The training error for control population 1 was 
determined to be 2.38, and the testing error, when control population 2 was used as the test set, 
was found to be 4.87.  

 

  

 

(a) 

(b) 
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Figure 5.8: Predicted local accumulation of iron. Probability of self-transmission of iron to 
cortical and deep grey nuclei regions predicted for (a) Control Population 1, and (b) Control 
Population 2. For population 1, the mean local accumulation is .287 for cortical regions and .468 
for deep grey nuclei regions. The standard deviation is .220 and .330, respectively. For 
population 2, the mean local accumulation is .301 for cortical regions and .561 for deep grey 
nuclei regions. The standard deviation is .146 and .261, respectively. 

 

 

Figure 5.9: Graph metrics for two control populations. Number of in and out connections to 
cortical and deep grey nuclei regions predicted for (a) Control Population 1, and (b) Control 
Population 2. For population 1, the mean in-degree is 3.86 in the cortex and 6.63 in the deep grey 
nuclei. The standard deviation is 1.81 and 4.83, respectively. The mean out-degree is 4.30 in the 
cortex and 5.63 in the deep grey nuclei. The standard deviation is 2.31 and 4.62, respectively. 
For population 2, the mean in-degree is 15.57 in the cortex and 38.16 in the deep grey nuclei. 
The standard deviation is 4.72 and 20.82, respectively. The mean out-degree is 26.01 in the 
cortex and 14.53 in the deep grey nuclei. The standard deviation is 6.25 and 7.87, respectively. 

 
Finally, we analyzed the similarities of the models trained on two distinct healthy 

populations by comparing graph metrics between the two. We focused on the predicted local 
accumulation of iron, or self-transmission, (See Fig. 5.8) and the predicted in-degree and out-



56 

degree of nodes in the network (Fig. 5.9). In-degree refers to the number of connections pointing 
to a given node, and out-degree refers to the number of connections originating from a given 
node. These were determined after thresholding the Markov transition probability matrices at 
.008, which is equal to one divided by the total number of nodes (124). These analyses show that 
both models predict higher local accumulation in the deep grey nuclei than the cortex. They also 
both predict higher in-degree in the deep grey nuclei than the cortex. There are large differences 
in the mean values of the metrics between the two populations, which likely reflects high 
variability in the QSM data.  

In order to assess the effect of reconstruction algorithm on the result, we retrained the 
model using QSM images from control population 2 reconstructed using the STAR-QSM 
algorithm. As described in 5.2, this was also used to reconstruct the QSM images for control 
population 1. We then repeated our analysis of graph metrics on this model. The results show 
that the reconstruction algorithm doesn’t have much of an effect on the model prediction. The 
predicted local accumulation (Fig. 5.10) and degree (Fig. 5.11) across nodes is similar to that 
predicted for the same dataset reconstructed using the iLSQR algorithm (Fig. 5.8 and 5.9). This 
shows that our model is robust to the algorithm used for QSM reconstruction.  

 

 

Figure 5.10: Predicted local accumulation of iron: control population 2, STAR-QSM. 
Probability of self-transmission of iron to cortical and deep grey nuclei regions predicted for 
control population 2, reconstructed with STAR-QSM. The mean local accumulation is .219 for 
cortical regions and .514 for deep grey nuclei regions. The standard deviation is .162 and .298, 
respectively. 
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5.4  Discussion 
 
Our results show that our Markov model is able to accurately predict the spatial-temporal 
dynamics of iron in the brain, when model parameters are estimated from QSM iron estimates 
following the active transport hypothesis. The model prediction is accurate even when compared 
to QSM iron estimates taken from a population separate from the training dataset. Additionally, 
the results of our comparison analysis between two control populations show that our model 
prediction is robust. The network figures illustrate that the predicted transmission of iron 
between regions is similar between the two populations. Particularly, both networks predict 
connections between deep grey nuclei regions like the ExtAmygd, GP, SN, RN, and nucleus 
accumbens (NAcc) and the same cortical regions. Also, both networks predict connections 
between the DN and multiple similar cortical regions, as well as connections of high probability 
between the same deep grey nuclei (NAcc, ExtAmygd, GP and SN) and the Tl. We further 
examined the predicted network and found many of the connections to be supported by previous 
experimental results.   

The primary mechanisms by which the model explains iron accumulation in the deep 
grey nuclei are local accumulation and degree of connections. The model predicts a higher 
probability of self-transmission, or local iron accumulation, in the deep grey nuclei than in the 
cortex. There are several processes which could account for this. First, oligodendrocytes and 
microglia are known to be present in higher numbers in the deep grey nuclei than the cortex and 
both of these have been implicated in iron storage and homeostasis [89], [98], [156]. The results 
from our analysis in Chapter 2 show that oligodendrocytes may be the source of the increased 

Figure 5.11: Graph metrics for control population 2, STAR-QSM. Number of in and out 
connections to cortical and deep grey nuclei regions predicted for control population 2, reconstructed 
with STAR-QSM. The mean in-degree is 14.16 in the cortex and 47.34 in the deep grey nuclei. The 
standard deviation is 5.05 and 29.23, respectively. The mean out-degree is 28.43 in the cortex and 
15.05 in the deep grey nuclei. The standard deviation is 8.36 and 7.91, respectively. 
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positive QSM signal in regions of high iron. This is supported by histology studies in rats [156] 
which show that the increased ferritin and iron in the SN of aging rats is localized to 
oligodendrocytes and microglia, not neurons. Microglia highly express Ftn and are thought to 
uptake iron via Ftn or DMT1, potentially releasing iron for uptake by oligodendrocytes [94], 
[156]. This may be a pathway of ageing-associated local accumulation of iron, as predicted by 
our mathematical model.  

Another source of local accumulation of iron may be changes in iron transporter 
expression. Lu et al. [162] have found that aging alters the expression of several iron transporters 
in specific regions of the rat brain, including the striatum, Hipp, SN, and cortex. Additionally, 
the blood brain barrier (BBB) shows an increased permeability with age, and this has been linked 
to brain iron deposits through the upregulation of hepcidin, an iron regulatory protein [163]. 
Increased hepcidin expression has been observed in the brain of aging mice and has been shown 
to be correlated with decreased levels of Fpn [163]. There are regional differences in BBB 
permeability seen in aging, as well as various disorders [139]. Both of these inter-dependent 
mechanisms could result in alterations to the local accumulation of iron or to the iron transport 
dynamics between regions.  

Our model predicts deep grey nodes to have more connections to them and fewer 
connections outside of them, which could explain iron accumulation. The deep grey nuclei are 
highly connected by axons to the cortex and among each other [164], [165]. It is possible that 
iron may be transported into the deep grey nuclei along these routes, and studies demonstrating 
axonal transmission of iron and the presence of Fpn in synaptic vesicles have bolstered this claim 
[37], [106], [144]. It’s unclear why the node degrees is so different between the two healthy 
populations. Possibly the model is predicting a lot of smaller, spurious connections contributing 
to this difference.  

We analyzed some of the predicted connections and found several that are consistent with 
previous experimental results. Specifically, [106] found two axonal pathways of iron transport in 
the mouse brain: vHip to mPFC to SN, and Tl to Amygd to mPFC. Our results predict 
transmission of iron along both of these pathways. In terms of the first pathway, our model 
predicts iron transmission from the mPFC to both the left and right SN pars reticulata (SNpr) 
with relatively high probability compared to other predicted pathways, as well as transmission 
from the Hip to the SN pars compacta (SNpc). Finally, there is also a predicted connection from 
the ventral pallidum (VP), which is an intermediary connection between the mPFC and SN in 
certain neural pathways in the mouse brain and was not analyzed in the [106] experiment, to the 
SNpr. Our model predicts connections that support the second pathway as well, predicting 
transmission of iron from the Tl (lateral and medial) to the Amygd and the Amygd to the mPFC. 
This indicates that the network predicted by our model is plausible.  

Finally, our model predicts transmission that suggests transport of iron through the CSF. 
The Amygd is directly adjacent to the lateral ventricle on either hemisphere of the brain [5]. 
Interestingly, our model predicts transmission of iron between the right and left Amygd, which 
could be explained physically by CSF transport. We also see predicted transmission between the 
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left and right of other deep grey matter regions. Autoradiographic experiments have been done 
that inject radio-labelled iron into the ventricle on only one side of the brain and the resulting 
iron is seen to accumulate in the typical deep grey matter regions of both hemispheres [105]. 
This points to iron being transported across hemispheres through the CSF and could explain the 
results we’re seeing in our model’s predictions. This may be facilitated by Tf, which has been 
found to be fully saturated with iron in the CSF [22]. That our model’s predictions can be 
plausibly explained by pathways involving iron transporters corroborates our active transport 
hypothesis. 

 

5.5  Limitations 
 
Although our results are promising, there are several limitations of our modeling approach. In 
Ch. 4, we determined that passive diffusion alone is not sufficient to explain iron accumulation 
in the aging brain, however, several studies support the theory of iron transport along axons, 
which follows passive diffusion gradients in the brain [106], [143], [144]. A passive diffusion 
term could be added to our model, in addition to the Markov transition probability matrix resting 
on the assumption of active transport. We also didn’t make the source term time-dependent 
although there is evidence for age-associated BBB leakage, so the model may be compensating 
for this by predicting spurious connections between nodes [141], [166]. Potentially incorporating 
time-dependency into the source term could change the predicted network. We didn’t consider 
alternative segmentations for defining nodes in the network, and registration errors are likely 
contributing to the variability of our results. Although these changes may improve our model’s 
performance and interpretability, we acknowledge a tradeoff between model complexity and data 
availability that must be navigated. 

We are also limited by the QSM measurement, which is not real-time. The two healthy 
QSM datasets are reconstructed using different algorithms. We used STAR-QSM to reconstruct 
the QSMs for control population 1, which may result in underestimated values [71], [157]. 
However, we showed that the model prediction is similar for control population 2 when 
reconstructed with both iLSQR and STAR-QSM. Finally, QSM is only an accurate estimate of 
iron in regions where iron dominates the susceptibility signal. We address this in the next chapter 
by using an algorithm to decompose the QSM signal into positive and negative susceptibility 
components.  
 

5.6  Conclusion 
 
In conclusion, we’ve shown that our Markov model of iron transport, when transition 
probabilities are estimated from QSM following the active transport hypothesis, accurately 
predicts the distribution of iron across time and space in the brain. These results support the 
active transport hypothesis of brain iron transport. Our model not only offers insights into the 
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basic biological mechanisms of iron homeostasis in the brain, but also holds significant promise 
for understanding neurodegenerative disorders like Alzheimer's, which are hallmarked by altered 
iron transport dynamics.   
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Chapter 6 

Estimating Markov Transition Probabilities using QSM-
DECOMPOSE 

 

 

6.1  Introduction to DECOMPOSE 
 
QSM is limited as a measurement of iron in that its relationship to iron concentration is only 
established in the deep grey nuclei [25]. Other regions of the brain, particularly the white matter 
and cerebellum, contain diamagnetic species that contribute negative susceptibility to the QSM 
signal, obscuring the positive susceptibility signal from iron [6], [19], [51]. Iron in the cortex 
may also be obscured by diamagnetic species, as it is not present in as high amounts as in the 
deep grey nuclei [19], [88]. Myelin is diamagnetic and therefore can drown out the positive 
susceptibility signal from iron in the cortex [61]. Changing levels of diamagnetic species may 
further compromise the use of QSM as an estimate of iron. For instance, demyelination that can 
be seen in aging results in a higher QSM signal, inaccurately drawing the conclusion of a higher 
iron estimate [167]. For these reasons, QSM as an iron estimate has several limitations, and it 
would be beneficial to consider an alternative iron estimate for use in our model. For this, we 
turn to paramagnetic component susceptibility (PCS) maps calculated by separating the QSM 
signal into its positive and negative susceptibility contributions.  

We use diamagnetic component and paramagnetic component separation, or 
DECOMPOSE-QSM, an algorithm developed by Jingjia Chen et al., to break the QSM signal in 
each voxel into its positive and negative susceptibility components [130]. PCS is an 
improvement on the iron estimation from QSM since it maps the paramagnetic species only, of 
which iron is the major contributor [51], [130]. In addition, this allows us to expand the network 
in our model to include regions in the cerebellum and white matter as nodes. After training our 
model with PCS, we observed higher accuracy in terms of the training error, and the effect is 
improved when cerebellar and white matter regions are used as nodes in addition to grey matter 
regions. This exciting result points to the potential of PCS as an estimate of iron in the brain that 
overcomes several of the limitations of QSM.  
 

6.2  Methodology 
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We reconstruct paramagnetic component susceptibility (PCS) maps for a healthy QSM dataset 
(the second healthy control population described in Ch. 5) using the DECOMPOSE-QSM 
algorithm described in [130]. The multi-echo gradient echo signal is modeled as a weighted sum 
of three signal sources, resulting from paramagnetic, diamagnetic, and magnetically neutral 
species. Here, neutral refers to susceptibility signal that is equal to the reference susceptibility of 
the image. Each signal source is modeled as a complex exponential characterized by the R2* 
decay and frequency shift resulting from the susceptibility species within each voxel. These 
parameters, and the weights on each component, are solved from the QSM and magnitude 
measurement of each echo. From there, the PCS maps can be constructed by substituting the 
parameters into the complex exponential model for the paramagnetic component.  
 We compare the results for our model when trained using both the PCS and QSM iron 
estimates calculated for the same set of healthy subjects, labelled Control Population 2 in 
Chapter 5. Chapter 5 describes the QSM reconstruction, registration, and calculation of average 
QSM across regions of interest (ROIs) for this population. We use the same registrations and 
method to calculate the average PCS across ROIs, and these values are converted to iron 
concentration estimates using the relationship from [25], reported in equation 3.9. The subjects 
are partitioned into bins of 5 years based on age, and then averaged together to yield an estimate 
of the PCS over time. Finally, this pseudo-real-time signal is then interpolated to a time scale of 
one year. This procedure is the same as that used in Ch. 5 for the QSM subjects. The set up of the 
optimization problem is also identical to that described in Ch. 5, however, we use regions in the 
white matter and cerebellum as nodes, in addition to grey matter regions. We again perform 
hyperparameter optimization using grid search before solving for the Markov transition 
probability matrix with 1000 bootstrap resamples. As in Ch. 5, one subject is left out of each age 
bin at random for each bootstrap run, and then the predicted Markov matrices are averaged 
across all runs.  

 

6.3  Results 
 
We see a decrease in some regions and an increase in others when comparing the PCS iron 
estimate to the QSM iron estimate. In particular, the iron estimate is increased in the cerebellum, 
cortex, and white matter when using PCS. However, the iron estimate is decreased in the deep 
grey matter areas compared to the QSM estimate, which likely indicates registration errors. 
Despite this, we see an increased performance in our model prediction accuracy, as measured by 
training error (Eq. 5.4), when using the PCS iron estimate, compared to the QSM iron estimate. 
Additionally, the accuracy is further improved when using cerebellar and white matter regions as 
nodes, in addition to grey matter regions.  
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We performed a one-way analysis of variance (ANOVA) comparing the mean training 
error calculated over 1000 bootstrap runs for three training datasets: QSM (grey matter nodes 
only), PCS (grey matter nodes only), and PCS (whole brain). There are two degrees of freedom 
between groups and 2997 degrees of freedom within groups. The F-statistic is 14,595 and the 
resulting p-value is .000, indicating that the difference between means is significant (Fig. 6.3). 
These results show that the model prediction is more accurate when PCS is used as an iron 
estimate, and even more so when cerebellar and white matter regions are used as nodes in 
addition to grey matter regions.  

We calculated the same graph metrics considered in Ch. 5, predicted local accumulation 
of iron and the number of connections entering and leaving each node (calculated for the average 
Markov probability matrix of 1000 bootstrap resamples, thresholded at .008). We report the 
results for the model trained using PCS iron estimates and cerebellar and white matter regions as 
nodes in addition to grey matter regions, as this was the model with the lowest training error. As 
with the model trained using QSM iron estimates, we again see higher in-degree (20.74) and 
lower out-degree (9.68) of deep grey nuclei regions, compared to other regions of the brain. We 
observed in-degrees of 9.31, 10.76, and 9.06 and out-degrees of 12.08, 12.47, and 13.25 for 
nodes in the cerebellum, cortex, and white matter, respectively. There is also slightly higher local 
accumulation predicted in the deep grey nuclei (.678) than other regions (.615, .622, and .549 in 
the cerebellum, cortex, and white matter). Interestingly, the predicted local accumulation of all 
regions is high, including the white matter, although there is a lot of variation among nodes. The 
means and standard deviations of these metrics are reported in Tables 6.1 and 6.2.  

 
 

Figure 6.1: Hyperparameter Optimization. We define a logarithmic grid of the 
hyperparameters k and 𝜆 to include the values that yield a nil solution, set up the optimization 
problem for each pair of values and then solve for the Markov probability transition matrix. The 
optimal hyperparameters are the values of k and 𝜆 that minimize the L-2 norm term in the cost 
function of the optimization problem. 
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Figure 6.2: PCS iron estimate vs. QSM iron estimate. Iron estimates calculated from PCS and 
QSM reconstructed for the same set of healthy subjects (control population 2, described in Ch. 
5). Note that PCS in the cerebellum, cortex, and white matter is larger than QSM in those same 
regions, illustrating that PCS can discern the positive susceptibility contributions of species in 
those regions, an improvement over QSM.  
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Figure 6.3: Training error: QSM vs. PCS. One-way analysis of variance (ANOVA) comparing 
the mean training error over 1000 bootstrap runs between three training datasets: QSM (grey 
matter nodes only), PCS (grey matter nodes only), and PCS (whole brain). The degree of 
freedom is two between groups and 2997 within groups. The F-statistic is 14,595 and the 
resulting p-value is .000, indicating that the difference between means is significant.  

Figure 6.4: Predicted local accumulation of iron: control population 2, PCS whole brain. 
Our model, when trained using PCS iron estimates with all brain regions as nodes, predicts 
slightly higher local accumulation of iron in the deep grey nuclei.   
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Degree of Nodes: 
Control Population 2, PCS Whole Brain 

In-Degree 
 Cerebellum Cortex Deep Grey White Matter 
Mean 9.31 10.76 20.74 9.06 
Standard Dev 4.52 3.98 10.58 3.76 

Out Degree 
 Cerebellum Cortex Deep Grey White Matter 
Mean 12.08 12.47 9.68 13.25 
Standard Dev 3.67 3.10 4.34 3.73 

Table 6.1: Degree of nodes: control population 2, PCS whole brain. In-degree and out-degree 
calculated for nodes in the cerebellum, cortex, deep grey nuclei, and white matter.  

 

Local Accumulation of Iron: 
Control Population 2, PCS Whole Brain 

 Cerebellum Cortex Deep Grey White Matter 
Mean .615 .622 .678 .549 
Standard Dev .133 .071 .075 .132 

Figure 6.5: Degree of nodes: control population 2, PCS whole brain. Our model, when trained 
using PCS iron estimates with all brain regions as nodes, predicts higher in-degree and lower 
out-degree of nodes in the deep grey nuclei. 
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Table 6.2: Local accumulation of iron: control population 2, PCS whole brain. Predicted 
probability of self-transmission for nodes in the cerebellum, cortex, deep grey nuclei, and white 
matter.  

 

6.4  Discussion 
 
Our results show a decrease in the training error when our Markov model is trained using PCS, 
and a further decrease when using all regions in the brain as nodes. This increase in accuracy 
may indicate that PCS is an improved iron estimate over QSM, and this is supported by 
comparing the distributions of the corresponding iron estimates of the two modalities across the 
whole brain. Using QSM as iron estimate results in near-zero levels of iron in the cortex, which 
is not supported by dissection and histology studies showing iron in these regions [6], [42], [88]. 
This discrepancy is because we are fundamentally limited in extrapolating QSM as an estimate 
of iron in the whole brain as the relationship between the susceptibility signal and iron 
concentration is only significant in the deep grey regions [25]. Several other studies have 
bolstered the claim that this relationship is due to the high levels of iron dominating over 
susceptibility contributions from other sources [6], [42], [46], [51]. Additionally, the QSM signal 
is negative in many regions of the cerebellum and white matter, which would result in a 
nonsensical iron estimate in these regions using the [25] relationship. The PCS signal is most 
certainly an improvement over QSM in these regions as it predicts non-zero concentrations of 
iron, which is consistent with histology studies [6], [88], [156].  

The use of PCS to expand the network model to include cerebellum and white matter as 
nodes leads to some interesting insights. We observe our model to be predicting white matter 
nodes to have higher out-degree and lower accumulation of iron than other regions. This seems 
to support the axonal transport theory of iron, as it indicates our model is predicting higher 
turnover of iron in these regions, as well as high connectivity of the white matter to other nodes 
[37], [106], [144]. Also, our results show that the model again explains iron accumulation in the 
deep grey matter by predicting higher self-transmission of iron and more connections to these 
regions, even when the cerebellum and white matter are included as nodes. This is consistent 
with our results from Ch. 5, when the model was trained with QSM iron estimates.  

Our results support the findings that PCS is a reliable estimate of iron in the brain [130]. 
This is especially applicable for situations where the QSM signal is known to be compromised 
by disease pathology, as in Alzheimer’s disease (AD). For instance, two hallmarks of AD 
pathology, tau protein aggregation and amyloid beta plaque deposition, are diamagnetic and their 
accumulation can lead to a reduction of the QSM signal, obscuring the paramagnetic 
susceptibility signal from iron [30], [31], [168]. This is further complicated by evidence that 
implicates excess brain iron and altered iron transport dynamics in the progression of AD [30], 
[42], [168], [169]. In the next chapter, we explore using our model to predict altered iron 
transport dynamics in AD using both QSM and PCS as iron estimates.  
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6.5  Limitations 
 
We are limited in this analysis by the availability of PCS data. One possible interpretation of our 
results is that the use of PCS and regions outside the grey matter as nodes can be explained by 
overfitting. It would be interesting to examine this further by testing the model prediction against 
a second population, as we did in Chapter 5 for the QSM-trained model. Also, our calculations of 
the average PCS across regions in the brin show that registration errors are affecting our iron 
estimates. This can be seen in the deep grey nuclei, which shows lower iron estimates from PCS 
than from QSM, which cannot be explained biologically. A more thorough survey of registration 
methods is needed to address this problem.  

 

6.5  Conclusions 
 
We have shown PCS to be an improvement over QSM as an iron estimate in our model, in that it 
allows us to expand our model to include cerebellar and white matter regions as nodes, resulting 
in better model performance. This is especially promising for studying altered iron transport 
dynamics in AD, which is hallmarked by proteins that complicate the use of QSM as an estimate 
of iron in the brain. We explore this application of our model in the next chapter.  
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Chapter 7 

Application of Markov Model to Understanding Altered 
Iron Transport Dynamics in Alzheimer's Disease 

 

 

7.1  Iron Transport and Implications for Alzheimer’s Disease 
 
Alzheimer’s disease is a devastating neurodegenerative disorder that causes dementia and 
progressive loss of cognition [169]. Altered iron homeostasis is well-documented in Alzheimer's 
disease and other neurodegenerative disorders [30], [33], [42], [169], [170]. Excess iron, when 
unbound in the cell, is highly reactive and can lead to the proliferation of cytotoxic reactive 
oxygen species in a molecular cascade known as the Fenton reaction [29], [42]. Many of the 
deep nuclei regions that accumulate iron in normal aging are hallmarked by neurodegenerative 
damage in disorders like AD and PD, and they show even further elevated levels of iron beyond 
what is normal for healthy aging [29], [30], [42], [171]. Various studies have proposed using 
elevated iron levels in the basal ganglia as a potential diagnostic biomarker for AD, particularly 
in the early stages of the disease [30], [31], [171]. There is also evidence for increased iron 
accumulation in the hippocampus and the cortex in AD, and iron-overload associated oxidative 
stress is thought to be involved in the neurodegenerative cascade [169].  

The involvement of iron in AD extends beyond the Fenton reaction. Iron is thought to be 
involved in the formation of both pathologies characterizing AD, amyloid beta plaques and tau 
neurofibrillary tangles [30], [168], [172], [173]. The deposition of these proteins is implicated in 
the neuronal damage seen in the progression of the disease [31], [168], [169]. Iron has been 
found to co-localize with sites of amyloid beta plaque deposition in AD and is also likely 
involved in the aggregation of tau [30], [173]. Increased iron deposition in these areas has also 
been found to correlate with disease severity [30]. This excess iron is thought to be implicated in 
the process of neurodegeneration itself.  

All of this points to the importance of understanding iron transport dynamics for both the 
diagnosis and treatment of AD. Our Markov model of brain iron transport has shown promise in 
predicting iron transport dynamics when trained on both QSM and PCS iron estimates from a 
healthy population. We attempt to explore the relationship between altered iron transport 
dynamics and AD disease progression by training our Markov model of iron transport using 
QSM and PCS iron estimates measured for subjects with AD.  
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7.2  Methodology 
 

The AD dataset consists of QSM and PCS maps for 125 subjects, both male and female, aged 46 
to 90, collected by [31]. 56 of these were diagnosed with AD and 69 with mild cognitive 
impairment (MCI). The QSMs were collected and reconstructed in the same manner as for 
control population 2 (described in Ch. 5). The AD subjects were registered using Advanced 
Normalization Tools (ANTs) to the same age-specific QSM group atlases used in Chapters 5 and 
6, and the calculation of the iron estimate from the QSM is the same as described in these 
chapters [20]. Similarly, PCS maps and the average PCS across brain regions were calculated as 
described in Ch. 6.  

The problem set up is the same as in Chapter 5. We use the iron estimates for control 
population 2, described in Chapter 5, and for the AD population processed in the same manner. 
We again use only grey matter regions as nodes for the model trained from the QSM iron 
estimate, as the QSM signal is limited for other regions. However, we expand the model to 
include cerebellar and white matter regions as nodes when using the PCS iron estimate. As in 
Ch. 5, the AD subjects are partitioned into 5 year age bins, averaged, and then the resulting 
signal interpolated to a temporal resolution of one year. Next, we resample both populations, 
randomly selecting the same number of subjects from each age bin in order to make the two age 
distributions comparable. This means the number of measurements and the age range used from 
control population 2 in our analysis in this chapter is different than those used in Ch. 5, which 
were matched to control population 1.  

We then set up the same optimization problem (Eq. 5.3) for the resampled control 
population 2 and AD iron estimates and solve for the optimal hyperparameters for each 
population using grid search. Finally, we solve for the Markov transition probability matrix of 
each population with 1000 leave-one-out bootstrap resamples, as in Ch. 5. The predicted Markov 
matrices are then averaged over all bootstrap runs. We repeat this process using PCS iron 
estimates for both populations, however, using cerebellar and white matter regions as nodes, in 
addition to grey matter regions.  
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7.3  Results: Changing Iron Dynamics in AD 
 

Our results show that our model is successful in predicting altered iron transport dynamics for 
the AD population, using both the QSM and PCS iron estimates. This is evident by the low 
training error observed for each model over 1000 bootstrap resamples, 1.20 ng Fe (standard error 
.018) and .61 ng Fe (standard error .0029), respectively.  

7.3.1 QSM iron estimate 

Focusing on the basal ganglia regions, we see lower iron levels in the globus pallidus (GP) and 
caudate nucleus (CN), and higher iron in the putamen (Pu) at age 80 in the AD population, as 
compared to the healthy controls. This is again observed in our model prediction. Figure 7.2 
depicts the model prediction and the QSM iron estimate used as training data in the left basal 
ganglia regions for both the healthy population (control population 2) and the AD population. 
The model prediction is the result of forward simulating 35 years from an initial distribution set 
by the training data at age 45 (Eq. 4.5).  

 

 

 

Figure 7.1: Hyperparameter Optimization. We define a logarithmic grid of the 
hyperparameters k and 𝜆 to include the values that yield a nil solution, set up the optimization 
problem for each pair of values and then solve for the Markov probability transition matrix. The 
optimal hyperparameters are the values of k and 𝜆 that minimize the L-2 norm term in the cost 
function of the optimization problem. 
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Interestingly, our model predicts different transmission pathways to and from the basal 
ganglia when trained on QSM iron estimates from the AD population, compared to the model 
trained with the control dataset. The transmission pathways predicted for these regions with 
probability greater than .05 in both models are reported in Tables 7.1 and 7.2, respectively. 
Further study is required to untangle the specific differences between the predicted pathways.  
 Finally, we assess the graph characteristics of each predicted model using the same 
procedure as described in Ch. 5 and 6. There doesn’t appear to be much change in the predicted 
local accumulation (probability of self-transmission) between the two populations: mean values 
of .198 and .544 in the cortex and deep grey nuclei for the control population and .181 and .540 
for the AD population (see Fig. 7.3 and Table 7.3). The node degree for each population is 
summarized in Fig. 7.4 and Table 7.4. The grey matter regions show higher in-degree for the AD 
population than the control population (33.11 vs. 26.30) however, this difference was not found 
to be statistically significant. The out-degree of deep grey regions is comparable for both 
populations (9.29 for control and 9.87 for AD), as is the in-degree and out-degree of cortical 
regions (5.72 and 13.23 in-degree and out-degree, respectively, for control and 5.65 and 15.92 
for AD).  

Figure 7.2: Model prediction of altered iron deposition in the basal ganglia in AD. The 
observed iron concentrations in basal ganglia regions in AD brains are different than in those of 
normal controls. The model prediction is determined by forward simulating 35 years from an 
initial distribution set by the training dataset at age 45. Our model successfully predicts altered 
iron transport dynamics in these regions.  
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Table 7.1: Transmission of iron to/from deep grey nuclei, control population 2. Predicted 
connections to and from deep grey nuclei regions for control population 2. Only connections 
greater than .05 are included.  
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Table 7.2: Transmission of iron to/from deep grey nuclei, AD population. Predicted 
connections to and from deep grey nuclei regions for AD population. Only connections greater 
than .05 are included.  
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Local Accumulation of Iron: 

AD Population (QSM) 
 Cortex Deep Grey 
Mean .181 .540 
Standard Dev .180 .312 

Control Population 2 (QSM) 
Mean .198 .544 
Standard Dev .187 .334 

Table 7.3: Predicted local accumulation of iron (QSM), AD vs. control summary statistics. 
Predicted probability of self-transmission for nodes in the cortex and deep grey nuclei for both 
the AD and control population.  

 

 

Figure 7.3: Predicted local accumulation of iron (QSM), AD vs. control. Our model, when 
trained using QSM iron estimates with cortical and deep grey matter as nodes, predicts slightly 
higher local accumulation of iron in the deep grey nuclei for both the control and AD population. 
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Degree of Nodes (QSM): 

 AD Population 
In-Degree Out-Degree 

Cortex Deep Grey Cortex Deep Grey 
Mean 5.65 33.11 15.92 9.87 
Std Dev 5.64 24.22 7.77 5.66 

 Control Population 2 
Mean 5.72 26.29 13.23 9.29 
Std Dev 4.83 19.31 6.07 5.13 

Table 7.4: Degree of nodes (QSM), AD vs. control summary statistics. In-degree and out-
degree calculated for nodes in grey matter regions for both the control and AD population. 

 

 

Figure 7.4: Degree of nodes: AD vs. control population (QSM). Our model, when trained 
using QSM iron estimates with grey matter regions as nodes, predicts higher in-degree and lower 
out-degree of nodes in the deep grey nuclei for both the AD and control population.  
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7.3.2 PCS iron estimate 

We repeat the preceding analyses using PCS iron estimates for the AD and control populations, 
using regions in the cerebellum, cortex, deep grey nuclei, and white matter as nodes. Our results 
again show that the model is able to successfully predict altered iron transport dynamics in the 
basal ganglia when trained with PCS iron estimates.  

 

Figure 7.5: Model prediction of altered iron deposition in the basal ganglia in AD (PCS). 
The observed iron concentrations, estimated with PCS, in basal ganglia regions in AD brains are 
different than in those of normal controls. The model prediction is determined by forward 
simulating 35 years from an initial distribution set by the training dataset at age 45. Our model 
successfully predicts altered iron transport dynamics in these regions. 



78 

 

Local Accumulation of Iron: 
AD Population (PCS) 

 Cerebellum Cortex Deep Grey White Matter 
Mean .612 .632 .696 .576 
Standard Dev .100 .060 .051 .099 

 Control Population 2 (PCS)  
Mean .615 .622 .678 .549 
Standard Dev .133 .071 .075 .132 

Table 7.5: Predicted local accumulation of iron (PCS), AD vs. control summary statistics. 
Predicted probability of self-transmission for nodes in the cortex and deep grey nuclei for both 
the AD and control population.  

 

Although we again find some differences in the graph measures between the two populations, 
these differences are not statistically significant. The predicted in-degree of deep grey nuclei 
nodes is observed to be slightly higher for the AD population (23.76) than the control population 
(20.74), mirroring our finding for the model trained with QSM iron estimates. These values are 
calculated after thresholding the Markov probability matrix, averaged over 1000 bootstrap 
resamples, by .008 (as described in Ch. 5 and 6). The deep grey regions also display slightly 
higher predicted local accumulation of iron for the AD population (.696) than the control 
population (.678).  

Figure 7.6: Predicted local accumulation of iron (PCS), AD vs. control. Our model, when 
trained using PCS iron estimates with cortical and deep grey matter as nodes, predicts slightly 
higher local accumulation of iron in the deep grey nuclei for both the control and AD population.  
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Degree of Nodes (PCS): 

 AD Population 
In-Degree Out-Degree 

Cerebellum Cortex Deep 
Grey 

White 
Matter 

Cerebellum Cortex Deep 
Grey 

White 
Matter 

Mean 7.54 9.37 23.76 8.81 13.0 11.80 8.61 13.50 
Std 
Dev 

3.20 3.58 14.94 5.27 4.17 3.33 3.64 3.98 

           Control Population 2 
Mean 9.31 10.76 20.74 9.06 12.08 12.47 9.68 13.25 
Std 
Dev 

4.52 3.98 10.58 3.76 3.67 3.10 4.34 3.73 

Figure 7.7: Degree of nodes: AD vs. control population (PCS). Our model, when trained using 
PCS iron estimates with cerebellar, cortical, deep grey nuclei, and white matter regions as nodes, 
predicts higher in-degree and lower out-degree of nodes in the deep grey nuclei for both the AD 
and control population.  
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Table 7.6: Degree of nodes (PCS), AD vs. control summary statistics. In-degree and out-
degree calculated for nodes in grey matter regions for both the control and AD population. 

 

7.4  Discussion 
 

The motivation behind developing a mathematical model of iron transport in the brain was to 
unravel the mystery behind the spatio-temporal pattern of iron accumulation that is seen with 
age. This is relevant to the study of neurodegenerative disorders like AD, as iron concentrations 
in AD brains have been observed to be altered from those associated with normal aging [30], 
[42], [169], [170]. Studies have found increased iron in the deep nuclei regions in AD brains, 
however these studies tend to average across subjects of many ages, or look at patients in the 
earlier stages of the disease [30], [31], [171]. Our own analysis of basal ganglia regions (Fig. 7.5) 
shows that the normal pattern of exponential iron accumulation is disrupted in AD brains, and 
the iron estimate is actually observed to be lower in the GP and CN at advanced age in the AD 
brains when compared to healthy controls.  

Additionally, we see that our model is able to accurately predict the alterations seen in the 
basal ganglia. However, the exact mechanism resulting in this difference is unclear. Although we 
see a higher number of predicted connections to deep grey nuclei nodes in the AD model 
compared to the control, this difference was not significant following an analysis of variance. 
When training with PCS data, the AD model predicts slightly higher probability of iron staying 
in all regions of the brain but the cerebellum. This suggests that AD brains may have less 
efficient transport of iron, although this difference was also not significant following an analysis 
of variance.  Despite this, the model predicts differences in the pathways between deep grey 
nuclei regions, however, further analysis is needed to make sense of these comparisons.  

It's not clear whether disrupted iron homeostasis is a cause or secondary effect of AD. 
The precursor protein to pathological amyloid beta plaques is involved in the transport of iron 
outside of cells, as is tau protein [30], [173]. Studies have also found an association between the 
apolipoprotein-E4 (APOE4) allele, which confers an increased risk of developing AD, and 
elevated brain iron [30], [172], [173]. Altered levels of the iron transporters transferrin (Tf) and 
ferritin (Ftn), as well as iron concentrations, in cortical regions measured from post-mortem 
brains provide further evidence for disrupted iron homeostasis in AD [170]. This suggests that 
not only is disordered iron transport a consequence of AD, but that altered iron homeostasis may 
be a primary mechanism of its progression. 

Our inconclusive results may be the consequence of the AD population used to train the 
model. This population is composed of subjects diagnosed with either AD or mild cognitive 
impairment (MCI). Although there is overlap between the two diagnoses, studies have 
demonstrated variation in pathology seen in MCI, depending on whether other risk factors for 
AD are present [30], [174]. In particular, [30] found no difference in cortical iron levels for 
subjects diagnosed with MCI when compared to controls, however, a significantly higher level 
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of iron was seen in brain regions known be affected in AD for the MCI subjects who were 
carriers of the APOE4 allele. Additionally, there is evidence that the APOE4 allele is connected 
to both the cascade of brain iron accumulation as well as alterations in cortical networks [172], 
[173]. It would be interesting to redo our analysis using only a subset of the AD population, 
including only those with an AD diagnosis, or those displaying the APOE allele. Possibly by 
considering these smaller subsets with more advanced stages of the disease or greater genetic 
risk, we would see even larger differences between the predicted Markov probability matrix 
between the pathological and healthy populations. 

 

7.5  Limitations 
 
There are several limitations to our analyses. We are constrained by the availability of data, in 
particular, the ages of the subjects imaged for the AD population set. The age range skewed 
older, which likely affected our result. This is evidenced by the difference between the model 
predicted using iron estimates for control population 2 in this chapter and previous chapters, as 
we had to discard early time points from this set in order for the age distribution to align with the 
AD set (ages 45-90). At the older ages the iron accumulation has mostly plateaued, so it makes 
sense why the model prediction changed compared to the prediction found when training using 
earlier timepoints [19], [20].  
 Another limitation is that our model didn’t account for the blood brain barrier 
dysfunction that is known to occur in AD [174]. Since we didn’t account for this in the source 
term of our model, this could be affecting the predicted Markov transition probabilities. Our 
finding of minimal differences in the graph comparisons between the control and pathological 
population is surprising but may indicate that the AD population used is too variable. The AD 
population contained subjects diagnosed with both AD and MCI, and a subset of these carried 
the APOE4 allele, which is known to be associated with both a greater risk of developing AD 
and altered iron levels in AD [30], [172], [173]. Repeating our analysis using the subset of 
subjects carrying the APOE4 allele may yield a more interesting result.  
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Chapter 8 

Conclusions and Future Directions 

 

 
We’ve shown that QSM is a dynamic estimate of iron that reflects its concentration and activity, 
as measured by iron transporter expression, in the deep grey nuclei. We’ve also shown that our 
Markov model, when transition probabilities are estimated following the active transport 
hypothesis, accurately predicts the spatio-temporal pattern of iron in the brain. This work has 
significance for understanding the relationship between iron accumulation and 
neurodegeneration. This is further demonstrated by our work showing that our model predicts 
altered iron transport dynamics when trained on QSM and PCS data from subjects with 
Alzheimer’s disease (AD).  

It would be interesting to experimentally validate our model with an autoradiographic 
study, and possibly this approach could be used to identify more iron transport pathways. 
Autoradiographic experiments have been successfully used to identify iron transport pathways, 
as in [106], however, they are costly and it is infeasible to consider all brain regions. Our model 
identifies possible pathways between regions which can be experimentally tested using 
autoradiographic studies, therefore, serving as a useful tool in guiding these experiments.  
 In future, we hope to improve on our model by introducing more biologically motivated 
constraints, for instance, taking into account axonal connection. This could be done using 
connectivity atlases, which define an adjacency matrix of structural connections in the brain 
using diffusion tensor imaging (DTI) MRI [175]. However, connectivity atlases currently are 
limited in the scope of the brain regions they look at, and deep grey nuclei regions are frequently 
not included [175]. Alternatively, we could try a weighted combination of the passive diffusion 
model and active transport model. Also, a source term that takes into account time-dependent 
changes in blood brain barrier (BBB) integrity and is more detailed on a spatial level would help 
refine the model and separate out possible changes in iron transport due to aging-associated BBB 
leakage.  
 The Markov model could be further refined by shortening the time step, which would be 
possible with more data. We could also solve for a more time-dependent version of the Markov 
model by solving the optimization problem over smaller, successive time windows. We can use 
the UK Biobank dataset, which is an ongoing longitudinal imaging study of middle to older aged 
participants in the UK [176]. This dataset contains far more subjects than our current datasets, 
which would make these additional analyses possible.  

Finally, we hope to continue our exploration of applying the Markov model to the study 
of altered iron transport dynamics in AD. Studies have indicated that the APOE4 allele confers a 
greater risk of developing AD and may also be involved in the dysregulation of iron homeostasis 
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in the disease [30], [172]. We plan to repeat our analysis of the Markov transition probability 
matrix found for an AD population in Chapter 7 using only subjects carrying the APOE4 allele.  

Through a combination of Markov chain mathematics, blood brain barrier measurements 
taken from literature, and iron estimates from QSM, our model provides a systematic approach to 
describing the dynamics of iron transport in the brain on the system level. We have achieved the 
goals of this project, and we hope our work is helpful to advancing the understanding of brain 
iron homeostasis that is required for developing new techniques for early diagnosis and treatment 
of neurodegenerative disorders like AD.  
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