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ABSTRACT OF THE DISSERTATION 

 

Utilizing Gene Expression Data to Estimate Cell Type Abundances 

 

by  

 

Brian Benjamin Nadel 

Doctor of Philosophy in Bioinformatics 

University of California, Los Angeles, 2020 

Professor Matteo Pellegrini, Chair 

 

The healthy function of complex tissues is dependent on a complex combination of cell types 

properly working together to maintain homeostasis. Diseases or stressful conditions frequently alter the 

normal mix of cell types found in a healthy tissue, either directly or by eliciting an immune response. The 

cell type composition of these tissues is, therefore, of natural interest to both researchers and clinicians.  

 

However, quantifying cell type populations has proven to be a challenging and often expensive 

task. Traditional methods suffer from several limitations and have potential to introduce bias. FACS 

sorting has been a common approach for many years, but remains slow and expensive, making it difficult 

to apply to large studies. Single-cell methods are emerging and may become more cost effective in the 

future, but still present a prohibitive financial barrier for many labs. Moreover, both these technologies 

fail to capture cells with unusual morphologies. Neurons, myocytes, and adipocytes are too large, 

unusually shaped, or fragile to be reliably estimated by these methods. 
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 As gene expression data has become more ubiquitous, interest in computational cell type 

quantification methods have gained interest and popularity. These approaches, termed cell type 

deconvolution, utilize knowledge of cell type specific gene expression to estimate cell type abundances in 

samples of unknown composition. However, gene expression deconvolution is a challenging problem, 

and accurate predictions are sensitive to a number of factors. Many approaches have emerged, but 

struggle to maintain accurate predictions when faced with novel data from varying platforms, tissue types, 

or species. 

 

 I have developed the Gene Expression Deconvolution Tool (GEDIT), a flexible, robust 

deconvolution tool that aims to overcome limitations still present in the field. GEDIT is designed to be 

flexible applicable to a wide range of cell types, platforms, and species. GEDIT utilizes novel techniques 

for selecting signature genes, which identifies genes with cell type specific expression patterns and 

improves the speed and accuracy of results. A transformation is also applied, in order to control for the 

effect of highly expressed genes and further improve quality of results. Lastly, GEDIT applies a linear 

regression to model the observed. I have applied GEDIT to a number of datasets, including the entire 

GTEx database. 

 

 In addition, I am also performing a large-scale benchmarking project, in which I compare 8 

current benchmarking tools (with more to be added) on several datasets of known proportions. This 

includes a large clinical dataset, with over 5,000 blood samples taken directly from healthy individuals. 

Cell type quantification for this data has been carried out by physical means, specifically cell electrical 

impedance counting. This project is comprehensively evaluating the performance of these tools when 

used with several mixture and reference datasets. 
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Chapter 1 

 

Introduction 

 
 The cell type composition of living tissues is a complex environment that is frequently of interest 
to researchers and clinicians alike. When researchers observe gene expression differences between sets of 
samples, interpretation can become difficult without knowledge of the underlying cell type populations. If 
a gene, set of genes, or pathway are up- or down-regulated, this may represent cells modulating their 
expression profiles. However, similar patterns can be observed as a result of changes in cell type 
populations, even if the expression profile of each cell remains roughly constant. These two scenarios can 
carry dramatically different implications, and researchers require tools to distinguish between them in 
order to advance our understanding of a wide range of biological processes. 
 

Cell type composition is also of enormous interest in disease research. Many diseases are 
associated with changes in cell type profiles, and tracking these changes with greater resolution and on 
larger sample sizes can be key to understanding the biology of diseases. Immune cell populations are 
often heavily studied, since knowledge of cell type compositions can lead to valuable insights into the 
state of the immune system.  

 

Cell type composition is a variable of particular interest in cancer research and treatment. The 
tumor microenviromnent (TME) is a complex system that can vary dramatically depending on the site and 
nature of the cancer. The exact state of the patient’s immune system can provide important information 
about survivability or response to treatment (Gentles et al, 2015, Fridman et al 2012). For example, 
studies have shown that high levels of TH17 and CD8 T cells are associated with high survival, whereas 
patients with high numbers of Th2 cells or Tregs have a poorer prognosis (Senbabaoglu et al, 2016). 
Studies that account for cell type heterogeneity have elucidated potential drug targets (Li et al, 2016). 
 

Depending on resources and capabilities available, researchers have used a wide variety of 
physical means, ranging from manual counting of cells on a plate to newer single cell methods. However, 
both traditional and newer methods suffer from serious limitations. Plate counting is inherently imprecise 
and time consuming. FACS sorting and single cell methods remain expensive and difficult to apply to 
larger studies. 
 

Moreover, many of these methods introduce biases, and the predictions they over represent some 
cell type while underestimating others. It has been shown that subtle differences in sample preparation 
can dramatically change the numbers of cells captured by these technologies. Separating masses of cells 
into a single cell suspension is a process prone to sampling bias. The treatment necessary to create this 
single cell suspension frequently destroys some cells while leaving others still attached. Cells that are 
grouped together are often not captured by these technologies.  
 
 Therefore, computational approaches for cell type quantification offer a promising alternative. 
One approach is to use gene expression data from heterogeneous tissues to infer cell type composition. 
Each cell type generally has a specific profile, and if these profiles are known cell type composition in a 
mixed sample can be inferred.  
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 Relatively simple gene set algorithms can produce cell type scores that can be compared between 
samples. For example, each sample will receive a score for monocytes, and the user can be confident that 
the sample with the highest score has the highest concentration of monocytes. However, these outputs are 
not comparable in an inter-cellular fashion; a higher score for monocytes compared to neutrophils does 
not necessarily mean that there are more monocytes than neutrophils in the sample. 
 
 Researchers have taken many approaches to solve the problem of quantitatively decomposing 
bulk data. Some tools take simple approaches, such as computing the mean or log mean of a set of marker 
genes, and treating that as the expression score for a cell type (Lopez et al, 2017, Becht et al, 2016). A 
recent approach takes this one step further by applying a transformation to these scores, in order to 
convert them into predicted fractions (Aran et al, 2017). Several other tools apply some form of 
regression to model the combination of cell types present in a mixture. These range from linear regression 
(Racle et al, 2017) to support vector regression (Newman et al, 2015).  
 
 Reference data is a requirement for most deconvolution tools. These data quantify the expression 
profiles of individual cell types, such that those cell types can be estimated in more complex mixtures. 
Reference data generally comes in two forms: lists of signature genes, or matrices of expression values. 
Studies have shown that choice of reference matrix is an important step for producing accurate results, 
and that some reference matrices suffer from serious flaws or biases (Vallania et. al., 2018). A substantial 
fraction of my work has been devoted to assembling and testing reference matrices, which is documented 
in chapters 2 and 3. 
 
 Many deconvolution tools utilize signature genes to facilitate faster and more accurate results. 
Current sequencing experiments frequently capture tens of thousands of genes simultaneously, but the 
majority are not informative for deconvolution. A large number of genes are either “housekeeping” genes, 
which are expressed at roughly constant levels across all cell types. Other genes may have very low 
expression in all cell types present in a tissue sample. Several tools require the user to supply a list of 
signature genes (), but there is no general consensus on how these should be defined. Other tools do not 
explicitly require a list of signature genes, but their performance falters when given large reference 
matrices that include non-signature genes. 
 
 Over the course of my doctorate, I have developed the Gene Expression Deconvolution Tool, a 
new option for users that overcomes many limitations of previous tools. GEDIT is designed to be 
versatile, such that it returns accurate predictions for data from a variety of cell types,  platforms, and 
even species. Moreover, it produces estimates of cell type fractions, rather than scores, which can be 
compared in an inter-cellular manner. 
 
 I have also assembled a library of reference data, co-published with GEDIT, which provides users 
of any reference-based tool with a wide range of options. These reference profiles cover a wide range of 
cell types, including immune and stromal. Most cell types are represented by at least 2 reference matrices. 
Users can therefore run deconvolution using multiple reference matrices and compare results for 
consistency. This serves as an effective means of verify accuracy of results, as it tests for effects specific 
to particular reference matrices. 
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 Signature gene selection is a task central to many deconvolution approaches, and GEDIT applies 
a novel approach utilizing information entropy. Information entropy is a measure of the randomness of a 
probability distribution. As part of the GEDIT pipeline, the expression vector of each gene is converted to 
probabilities, and the information entropy is calculated. Genes with uniform expression will have very 
high entropy, whereas genes with expression specific to particular cell types will have low entropy. By 
selecting genes with low entropy, GEDIT isolates a set of signature genes that are the most informative 
for deconvolution. 
 
 Another problem that can arise when performing regressions on gene expression data is the 
drastically different scales at which different genes are expressed. Without proper correction, this can 
result in highly expressed genes dominating the regression and leaving lowly expressed (though often 
informative) genes essentially ignored. As a means of dealing with this issue, GEDIT applies to the input 
data a transformation which we term “row scaling”. This transformation converts expression values such 
that each gene has the same range of expression values. In effect, this means all signature genes have the 
same impact on the linear regression solution. 
 
 GEDIT offers greater versatility, relative to other tools, in terms of supported platforms, tissue 
types, and species. We demonstrate that GEDIT provides accurate results for both microarray and RNA-
seq data, blood and stromal samples, and when applied to mouse or human. In addition, we provide 
reference data for all these scenarios. Among this is single cell data from the Tabula Muris, which 
provides high quality reference data for a variety of mouse cells (The Tabula Muris Consortium, 2018) 
 
 In addition, I am also completing a project in which we evaluate the accuracy of several 
deconvolution tools a large datasets of known cell type proportions. In this benchmark, we 
comprehensively evaluate the effect of a number of reference matrices when used for each tool and each 
mixture. Our suite of reference data includes data from 7 sources spanning multiple platforms and a wide 
range of cell types. We exhaustively test every possible combination of tool and reference and compare 
and discuss the results. We demonstrate that proper selection of reference matrix is a non-trivial problem, 
and that some matrices reliably capture certain cell types but not others. The LM22 reference matrix, on 
average, produces the best results for simulated blood data. However, other references outperform LM22 
when applied to simulated stromal data or to real blood data.  No single matrix produces the best results 
for all tools. 
 
 An additional challenge in quantifying cell type populations is the imprecise definitions of some 
cell types, and distinctions between subtypes. For instance, monocytes develop into macrophages as part 
of the immune process. However, this does not happen instantaneously, but incrementally over a period of 
time. When these cells are observed during the transition, experts do not always agree on what these cells 
should be called. Fibroblasts, on the other hand, are a very broad group that often encompass cells derived 
from entirely different origins. Situations such as these frequently arise during cell type quantification. 
 

Single cell deconvolution methods are becoming increasingly prevalent, and may drastically 
change the landscape of deconvolution, as well as cell type categorization in general. If single cell data 
continues to become more widely available, deconvolution methods that utilize single cell data (e.g. 
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Bisque) will offer greater resolution (Jew et. al., 2020). For the time being, however, bulk RNA-seq and 
microarray data remains more prevalent and affordable, and single cell data is not always available. 
 
 Chapter 2 of this dissertation is the manuscript for GEDIT, a tool I have developed for estimating 
the cell type abundances of heterogeneous tissue samples. I demonstrate in this manuscript many superior 
qualities of GEDIT, relative to other tools. This manuscript has recently been submitted to Giga Science. 
 
 Chapter 3 of this dissertation is the manuscript of a benchmarking paper in development. This 
project compares several deconvolution tools on datasets with known cell type proportions. Moreover, we 
also include a large set of possible reference data sources, and test every possible combination. There are 
two more tools we will be adding to this study (quaNTiseq and dtange; Finotello et al, 2019, Hunt et al, 
2019), and we may be adding additional datasets, as well. I will be continuing this project into my next 
position, which is a research position at the Serghei Mangul Lab at USC. 
 
 Chapter 4 is a manuscript in the final stages of review at Science. My contribution was the 
application of GEDIT to the entire GTEX database, which is documented in the supplementary materials. 
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Chapter 2 

The Gene Expression Deconvolution Interactive Tool (GEDIT):  

Accurate Cell Type Quantification from Gene Expression Data 

  

Brian B. Nadel1, David Lopez1, Dennis J. Montoya1, Hannah Waddel3, Misha M. Khan4, Serghei 

Mangul5,6, Matteo Pellegrini1,2 

 

1Bioinformatics Interdepartmental Degree Program, Molecular Biology Institute, Department of 

Molecular Cellular and Developmental Biology, and Institute for Genomics and Proteomics, University 

of California Los Angeles, Los Angeles, CA 

2Department of Dermatology, David Geffen School of Medicine, University of California Los Angeles, 

Los Angeles, CA 

3Department of Mathematics, University of Utah, Salt Lake City, UT 

 4Departments of Biology and Computer Science, Swarthmore College, Swarthmore, PA 

5 Department of Clinical Pharmacy, USC School of Pharmacy 

6 The Quantitative and Computational Biology, USC Dornsife College of Letters, Arts and 

Sciences, University of Southern California 

Abstract 

 The cell type composition of heterogeneous tissue samples can be a critical variable in both 

clinical and laboratory settings. However, current experimental methods of cell type quantification (e.g. 

cell flow cytometry) are costly, time consuming, and can introduce bias. Computational approaches that 

infer cell type abundance from expression data offer an alternate solution. While these methods have 

gained popularity, most are limited to predicting hematopoietic cell types and do not produce accurate 

predictions for stromal cell types. Many of these methods are also limited to particular platforms, whether 
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RNA-seq or specific microarrays. We present the Gene Expression Deconvolution Interactive Tool 

(GEDIT), a tool that overcomes these limitations, compares favorably with existing methods, and 

provides superior versatility. Using both simulated and experimental data, we extensively evaluate the 

performance of GEDIT and demonstrate that it returns robust results under a wide variety of conditions. 

These conditions include a variety of platforms (microarray and RNA-seq), tissue types (blood and 

stromal), and species (human and mouse). Finally, we provide reference data from eight sources spanning 

a wide variety of stromal and hematopoietic types in both human and mouse. This reference database 

allows the user to obtain estimates for a wide variety of tissue samples without having to provide their 

own data. GEDIT also accepts user submitted reference data, thus allowing the estimation of any cell type 

or subtype, provided that reference data is available. 

 

Author Summary 

 The Gene Expression Deconvolution Interactive Tool (GEDIT) is a robust and accurate tool that 

uses gene expression data to estimate cell type abundances. Extensive testing on a variety of tissue types 

and technological platforms demonstrates that GEDIT provides greater versatility than other cell type 

deconvolution tools. GEDIT utilizes reference data describing the expression profile of purified cell 

types, and we provide in the software package a library of reference matrices from various sources. 

GEDIT is also flexible and allows the user to supply custom reference matrices. A GUI interface for 

GEDIT is available at http://webtools.mcdb.ucla.edu/, and source code and reference matrices are 

available at https://github.com/purebrawn/GEDIT. 

 

Introduction 

 Cell type composition is an important variable in biological and medical research. In laboratory 

experiments, cell sample heterogeneity can act as a confounding variable. Observed changes in gene 

expression may result from changes in the abundance of underlying cell populations, rather than changes 

in expression of any particular cell type [1]. In clinical applications, the cell type composition of tissue 
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biopsies can inform treatment. For example, in cancer, the number and type of infiltrating immune cells 

has been shown to correlate highly with prognosis ([2], [3], [4]). Moreover, patients with a large number 

of infiltrating T cells are more likely to respond positively to immunotherapy [5]. 

 

 For many years, cell flow cytometry via FACS sorting has been the standard method of cell type 

quantification. More recently, single cell RNA-seq methods such as 10x Chromium, Drop-Seq, and Seq-

Well have become available [6],[7]. However, both approaches suffer from significant limitations. FACS 

sorting is cumbersome and expensive, and some sample types require hours of highly skilled labor to 

generate data. Similarly, single cell RNA-seq methods remain expensive for large sample studies. 

Additionally, cell types such as neurons, myocytes, and adipocytes are difficult for these technologies to 

capture due to cell size and morphology. 

 

Both FACS sorting and single cell methods have the potential to introduce bias, as these 

technologies require that tissue samples be dissociated into single cell suspensions. Many stromal cell 

types are tightly connected to one another in extracellular matrices. The procedures necessary to create 

single cell suspensions can damage some cells, while others remain in larger clusters that are not captured 

or sequenced. Consequently, subtle differences in sample preparation can produce dramatically different 

results [8]. While FACS sorting and single cell methods can produce pure samples of each cell type, the 

observed cell counts may not accurately represent the cell type abundances in the original sample. Tools 

like Cell Population Mapping and MuSiC utilize single cell reference data to perform bulk deconvolution, 

but requires that single cell data be available for all the cell types of interest, which is not always the case 

[9,10]. 

 

During the past few years, digital means of cell type quantification, often referred to as cell type 

deconvolution or decomposition, have become a popular complement to FACS sorting and single cell 

approaches. However, these methods produce approximate results that are often limited to use on 
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particular cell types or platforms. For example, ImmuneQuant can estimate cell type fractions for immune 

cells only [11]. xCell can produce estimates for the 64 cell types supported by the tool, but it does not 

allow the inclusion of additional cell types or subtypes [12]. CIBERSORT is specifically designed for 

data generated from microarrays, and provides reference data only for hematopoietic cell types [13]. 

 

 To overcome some of the limitations of existing cell abundance estimation tools, we present the 

Gene Expression Deconvolution Interactive Tool (GEDIT). GEDIT utilizes gene expression data to 

accurately predict cell type composition of tissue samples. We have assembled a library of reference data 

from 11 distinct sources and use these data to generate thousands of synthetic mixtures. In order to 

produce optimal results, these synthetic mixtures are used to test and refine the approaches and 

parameters used by GEDIT. We compare the performance of GEDIT relative to other tools using three 

sets of mixtures containing known cell type proportions: 12 in vitro mixtures of immune cells sequenced 

on microarrays, six RNA-seq samples collected from ovarian cancer ascites, and eight RNA-seq samples 

collected from blood. We also use GEDIT to deconvolute two sets of human tissue samples: 21 skin 

samples from patients with skin diseases, and 17,382 samples of varied tissues from the GTEx database. 

Lastly, we apply GEDIT to the Mouse Body Atlas, a collection of samples collected from various mouse 

tissues and cell types. We find that GEDIT compares favorably to other cell type deconvolution tools and 

is effective across a broad range of datasets and conditions. 

 

Results 

Reference Data 

 

 Reference data profiling the expression of purified cell types is a requirement for reference-based 

deconvolution. Methods that do not directly require reference data, such as non-negative matrix 

factorization, still require knowledge of expression profiles or marker genes in order to infer the identity 

of the predicted components. For this study, we have assembled or downloaded a set of 11 reference 
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matrices, each containing the expression profiles of eight to 29 cell types (Table 1). These data sources 

span multiple platforms, including bulk RNA-seq, microarray, and single-cell RNA-seq. Complete details 

on the sources and assembly of these matrices are described in the methods [13–23]. 

Matrix 

Specie

s Reference Platform 

# of 

Cell 

Type

s Cell Types 

Human Skin 

Signatures  Human 
(Swindell et al. 
2013) Multi-Microarray 21 Immune 

Human Body 

Atlas Human (Su et al. 2004) 
Affymetrix 
U133A/GNF1H 13 Immune 

Human Primary 

Cell Atlas  Human 
(Mabbott et al. 
2013) 

Affymetrix U133 Plus 
2.0 26 

Immune and 
Stromal 

BLUEPRINT*  Human 
(Martens and 
Stunnenberg 2013) Bulk RNA-Seq 8 Immune 

ENCODE*  Human 
(ENCODE Project 
Consortium 2004) Bulk RNA-Seq 29 

Mostly 
Stromal 

LM22  Human 
(Newman et al. 
2015) Affymetrix Microarray 22 Immune 

10x Single Cell 

Dataset*   Human (Zheng et al. 2017)  Single Cell RNA-Seq 9 Immune 

ImmunoStates Human 
(Vallania et. al., 
2018) Multi-Microarray 20 Immune 

Tabula Muris Mouse 
(The Tabula Muris 
Consortium, 2018) Single Cell RNA-seq 12 

Immune and 
Stromal 

Mouse Body 

Atlas Mouse (Lattin et al, 2008) 
Affymetrix Mouse 
Genome 430 2.0 Array 20 

Immune and 
Stromal 

ImmGen Mouse (Heng et al, 2008) 
Affymetrix Gene 1.0 
ST 137 

Immune 
with many 
subtypes 

 

Table 1. Library of Reference Data. Asterisk denotes matrices assembled from source data as part of this 
project. All matrices are compatible with GEDIT and available on the GitHub repository 
(https://github.com/BNadel/GEDIT).  

 

GEDIT Algorithm 
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 GEDIT requires as input two matrices of expression values. The first is expression data is 

collected from the mixtures that will be deconvoluted; each column represents one mixture, and each row 

corresponds to a gene. The second matrix contains reference data, with each column representing a 

purified reference profile and each row corresponding to a gene. In a multi-step process, GEDIT utilizes 

the reference profiles to predict the cell type proportions of each submitted mixture (Figure 1). 

Figure 1. The GEDIT pipeline. The input matrices are quantile normalized then reduced to matrices 
containing only signature genes. Next, a row-scaling step serves to control for the dominating effect of 
highly expressed genes. Lastly, linear regression is performed, and predictions of cell type abundances are 
reported to the user. 
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Input Description Allowed Values Default Value 

RefMat Matrix of purified cell types 
N by M matrix; N is number of 
genes, M is number of cell types NA 

MixMat 

Matrix of mixtures to be 
deconvoluted 

N by P matrix; N is number of 
genes, P is number of mixtures  NA 

SigMeth 

Method of signature gene 
selection 

Entropy, MeanRat, MeanDiff, 
ZScore, fsRat, fsDiff Entropy 

NumSigs 

Average number of signature 
genes per cell type [1, 10,000] 50 

MinSigs  

Minimum number of signatures 
per cell type [1,NumSigs] =NumSigs 

RowScale Extent of per-row normalization [0.0,1.0] 0 

 
 

Table 2. GEDIT inputs include two matrices and four parameter settings. RefMat is an expression matrix 
documenting the expression profiles of each cell type to be estimated. MixMat is an expression matrix 
documenting expression values for each sample to be deconvoluted. SigMeth determines the method by 
which signature genes are selected. NumSigs determines the total number of signature genes, whereas 
MinSigs sets the minimum number of signature genes for each cell type. RowScale refers to the extent to 
which expression vectors are transformed to lessen the dominating effect of highly expressed genes, with 
a value of 0.0 representing the most extreme transformation. Default values were determined by 
evaluating performance on a set of synthetic mixtures (Figure 3). 

 

Synthetic Mixture Generation and Parameter Testing 

We generated a large number of synthetic mixtures in silico to test the efficacy of GEDIT and to 

assess how accuracy varies as a function of four parameter choices (SigMeth, NumSigs, MinSigs, 

RowScale, described in Table 2). We produced a total of 10,000 simulated mixtures of known proportions 

using data from four reference matrices: BLUEPRINT, The Human Primary Cell Atlas, 10x Single Cell, 

and Skin Signatures. We then ran GEDIT on these simulated mixtures and evaluated its performance 

while varying four parameter settings (Figure 2) and other design choices. Based on these results, we 

selected default values for each parameter (SigMeth = Entropy, NumSigs = 50, MinSigs = 50, RowScale 

= 0.0). Full details on the generation of these simulations are described in the supplementary materials. 
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Figure 2. Effect of GEDIT parameter choices on accuracy of predictions in simulated experiments. 10,000 
simulated mixtures were generated, each using one of four reference matrices, with either four, five, six, 
or ten cell types being simulated. Deconvolution was performed using a separate expression matrix than 
the one used to generate the mixtures. When not otherwise noted, we use the following parameters: 
signature selection method = entropy; number of signatures = 50; row scaling = 0.0; and number of fixed 
genes = number of signatures. 
 

 
 

Preprocessing and Quantile Normalization 

The first step in the GEDIT pipeline is to render the two matrices comparable. This is done by 

first excluding all genes that are not shared between the two matrices. Genes that have no detected 

expression in any reference cell type are also excluded, as they contain no useful information for 

deconvolution. Both matrices are then quantile normalized, such that each column follows the same 

distribution as every other; this target distribution is the starting distribution of the entire reference matrix. 

 

Signature Gene Selection 

GEDIT next identifies signature genes. Gene expression experiments can simultaneously measure 

tens of thousands of genes, but many of these genes are uninformative for deconvolution. Specifically, 
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genes with similar expression levels across all cell types are of little use, as observed expression values in 

the mixtures offer no insight into cell frequencies. Genes that are highly expressed in a subset of cell 

types are more informative, and we refer to these as signature genes. By using only signature genes, rather 

than the entire expression matrix, the problem of deconvolution becomes more tractable and less 

computationally intensive. Moreover, identification of signature genes can be valuable to researchers for 

other applications (e.g. cell type assignment for scRNA-seq data). 

 In order to identify the best signature genes in a given reference matrix, GEDIT calculates a 

signature score for each gene. By default, this score is computed using the concept of information 

entropy. Information entropy quantifies the amount of information in a probability distribution, with 

highly uniform distributions having the highest entropy. The expression vector for each gene (i.e. the set 

of expression values across all cell types in the reference) is divided by its sum, such that the entries can 

be interpreted as probabilities. Information entropy is then calculated according to its mathematical 

definition (see Methods), and genes with the lowest entropy are selected as signature genes. Entropy is 

minimized when expression is detected only in a single cell type and maximized when expression values 

are equal across all cell types. Thus, by selecting genes with low entropy, we favor genes that are 

expressed in a cell type specific manner. By default, 50 signature genes are selected for each cell type in 

the reference matrix. We chose 50 signature genes, and entropy as our scoring method, because it 

returned optimal results when run on 10,000 synthetic mixtures (see Figure 2). 

 We also evaluated the effect of accepting more signature genes for some cell types than others, 

depending on how many genes have low entropy. In this scheme, on average 50 signature genes are used 

per cell type. However, a fourth parameter is used, which specifies the minimum number of signature 

genes per cell type. After these have been selected, remaining signature genes are added based only on 

lowest entropy, regardless of cell type of maximal expression. We found that this parameter had minimal 

effect on accuracy, when applied to synthetic mixtures (Figure 2c). Therefore, this option is not used by 

default, though it can be specified by the user. 
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Row Scaling 

 One complication in the application of linear regression to gene expression data is the drastically 

different scale at which some genes are expressed. For example, CD14 and THEMIS (Figure 3) have both 

been identified as signature genes: CD14 for monocytes and THEMIS for CD4+ T cells. However, CD14 

is expressed at much higher levels in most cell types and will have a larger impact on the estimation of 

cell type composition, relative to THEMIS. In other words, the possible penalty resulting from a poor fit 

of CD14 is much larger than the penalty from a poor fit of THEMIS. 

 

Figure 3. The “row scaling” transformation, as implemented by GEDIT. CD14 and THEMIS are two 
examples of signature genes with drastically different magnitudes of expression. CD14 is a signature gene 
for monocytes, and THEMIS for CD4+ T cells. The original expression vectors are transformed, such that 
all values fall between 0.0 and 1.0, equalizing the effect of genes with varying magnitudes of expression. 
 

 

 

 In order to equalize the effect of each signature gene on the linear regression, we implement a 

transformation that we term row scaling. Specifically, the range of all observed values for a particular 
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gene (including reference cell types and samples) is adjusted such that the maximum value is 1.0 and the 

minimum value is 0.0. As a result, all genes have a comparable influence on the calculation of the linear 

regression solution, regardless of overall magnitude of expression. This transformation can be modulated 

by adjusting the row scaling parameter. By default, the value of this parameter is 0.0, and the 

transformation is applied as described above. Values between 0.0 and 1.0 are also allowed, which reduces 

the extent of the transformation (see Methods for details). 

 

Linear Regression: 

 

Non-negative linear regression was performed using the glmnet package in R. The glmnet 

function is used with lower.limits=0, alpha=0, lambda=0, intercept=FALSE. These settings perform a 

linear regression where all coefficients are non-negative, and with no regularization and no intercept term. 

GEDIT Compares Favorably with Other Tools  

     

Reference Data Provided with 

Tool 

Tool Publication 

Custom 

Referenc

e Approach Output 

Numbe

r of 

Dataset

s Cell Types Species 

GEDIT 

Nadel et. al., 
2020 Yes Deconvolution 

Predicted 
Fractions 11 

Immune 
and 
Stromal 

Human
, 
Mouse 

Cibersort 

Newman et. 
al., 2015 

Yes, if 

marker 
genes 
specified Deconvolution 

Predicted 
Fractions 1 Immune Human 

xCell 

Aran et. al., 
2017 No Marker Genes 

Predicted 
Fractions 5 

Immune 

and 
Stromal Human 

dtangle 

Hunt et. al., 
2018 

Yes, if 
marker 

genes 
specified Deconvolution 

Predicted 
Fractions 0 N/A N/A 
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 In order to assess the performance of GEDIT relative, we perform a benchmarking  

experiment comparing GEDIT to 4 other deconvolution tools (CIBERSORT, DeconRNASeq, dtangle and 

xCell; [12,13,24,25]). The authors have tried to carry out the benchmarking work in an unbiased manner, 

but it must be noted that this has been carried out in parallel with the development of the tool. Non-

deconvolution tools like MCP-counter, SAVANT, and the DCQ algorithm are excluded from this 

benchmark because they do not predict cell type fractions [26–28].Tools that require single cell data, such 

as MuSiC and CPM, are also excluded, as this study is limited to tools that operate on bulk expression 

data [9,10]). See Table 3 for a summary of current bulk deconvolution methods. 

 

Table 3. High level characteristics of current cell type estimation tools. Some tools accept custom 
references, which allows the tool to estimate the abundance of cell types not present in the default 
reference. Tools listed here take one of two approaches: they either perform deconvolution (most 
commonly regression) or calculate a score based on intensity of marker gene expression. Depending on 
the tool, the output can be interpreted as fractions corresponding to the abundance of each cell type, or as 
scores for each cell type that cannot necessarily be compared in an inter-cellular manner. 
 

 To perform this benchmark, we utilize three datasets for which cell type fractions have been 

estimated using orthogonal methods. Two of these datasets were used in a recent benchmarking study 

DeconRNASeq 

Gong et. al., 
2013 Yes Deconvolution 

Predicted 
Fractions 0 N/A N/A 

DCQ/ImmQuan

t 

Altboum et. 
al., 2014; 
Frishberg et. 
al., 2016 Yes Deconvolution Scores 3 Immune 

Human
, 
Mouse 

Cibersort 

(absolute mode) 

Newman et. 
al., 2015 

Yes, if 
marker 
genes 
specified Deconvolution Scores 1 Immune Human 

SaVant 

Lopez et. al., 
2017 

Yes, if 
marker 
genes 
specified Marker Genes Scores 12 

Immune 
and 
Stromal 

Human
, 
Mouse 

MCP-Counter 

Becht et. al., 
2016 No Marker Genes Scores N/A 

Immune 
and 
Stromal Human 
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[29]. Both are profiled using RNA-seq, and represent samples collected either from human cancer ascites 

or human blood [30,31]. In both cases, cell type fractions have been evaluated by FACS sorting. The final 

dataset was prepared in vitro and consists of six cell types that were physically mixed together (in known 

proportions) to prepare 12 mixtures. These mixtures were then profiled using an Illumina HT12 BeadChip 

microarray. Adding to the previous benchmarking study, we also explore the effect of using four separate 

reference datasets: The Human Primary Cell Atlas, LM22, ImmunoStates, and a reference constructed 

from BLUEPRINT data. For each dataset, all tools (except xCell) were run four times, each time using a 

different reference matrix. 

 

Compared to the other tools, GEDIT produces the most robust and consistently accurate results 

(Figure 4). For many tools, the quality of predictions varies greatly depending on the cell type, dataset, or 

choice of reference matrix. When results are averaged across the four possible reference choices, GEDIT 

produces the minimum error and maximum correlation for all three datasets. This result suggests that 

GEDIT is the best choice when researchers are using novel references matrices that have not been curated 

or tested. 

 

Figure 4. Performance of five deconvolution tools when run on a set of 26 samples from three 
sources. Error and correlation between actual and predicted cell type fractions; calculated for each of the 
five cell types represented, for each of the three data sources analyzed, and for all predictions regardless 
of cell type or data source. Underlying cell type fractions are evaluated via FACS (ascites and blood) or 
by controlled mixing of purified cell types (CellMix). 
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The optimal choice of reference matrix varies greatly depending on the exact combination of tool, 

dataset, and cell type. While using LM22 often produces the most accurate results, there are  many 

exceptions. For instance, DeconRNASeq and GEDIT produce their best results for the blood dataset when 

using the BLUEPRINT reference. For the ascites data, several tools prefer ImmunoStates as the optimal 

reference choice. The best choice of reference is highly dependent on the nature of the input data and on 

the tool being used. In practice, researchers may wish to perform deconvolution multiple times--in each 

case using a separate reference matrix--and compare results for consistency. 

 

Skin Expression Data 

 

 We further validate GEDIT by using it to deconvolute a set of skin biopsies from humans with a 

variety of skin diseases [13]. The exact cell type composition of these samples is unknown, but we have 

reasonable expectations based on skin and disease biology. For example, macrophages are known to be 

abundant in granulomas of leprosy legions, and Steven-Johnson Syndrome produces blisters that fill with 
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large numbers of monocytes [32,33]. We find that, in all cases, predictions made by GEDIT conform well 

with these biological expectations. Keratinocytes are highly predicted in most cases, as one would expect 

with skin samples (Figure 5). Deviations from this pattern correspond with disease biology. Monocytes 

are highly predicted in Stevens-Johnson syndrome, as are macrophages in the three leprosy samples, and 

T cells in the Mycosis Fungoides (T cell lymphoma) sample. 

 
Figure 5. GEDIT predictions for 21 samples of various skin diseases. GEDIT correctly identifies 
keratinocytes and subcutaneous adipose as the most common cell. Deviations from this pattern 
correspond to disease biology. SJS represents blister fluid from Steven Johnson Syndrome, and is 
predominantly immune cells. LL and RR represent two forms of leprosy, which result in large numbers of 
macrophages. MF is a T Cell Lymphoma. 
 

 

Application of GEDIT to Mouse Data 

 Unlike tools specifically designed for human data, GEDIT can be used to decompose data from 

any organism for which reference data is available. Here, we demonstrate the efficacy of GEDIT when 

applied to the Mouse Body Atlas, a collection of tissue and cell type samples collected from mice [22]. As 

reference data, we assembled a matrix of 12 cell types using single cell data from the Tabula Muris [20]. 
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GEDIT correctly infers the identity of purified cell types, including six samples that consist of either pure 

NK cells, B cells, T cells, or granulocytes. An entry for macrophages is not available in the reference 

used, but most macrophage samples are identified as monocytes, which is the most similar cell type 

present in the reference matrix. For more complex tissues, GEDIT predicts cell type fractions that 

correspond to the biology of the samples. Hepatocytes are predicted to be highly prevalent in the liver 

sample (84%) and are not predicted in any other sample (less than 5% in all cases). Similar patterns hold 

for keratinocytes in the epidermis, epithelial cells in two intestinal samples and cardiac muscle cells in 

heart and muscle samples. 

 

Figure 6. GEDIT predictions on 30 samples collected from various mouse tissues and cell types (mouse 

body atlas [22]). Predictions largely conform with tissue and cell biology. 
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Deconvolution of GTEx Database 

 To assess the use of GEDIT across very large datasets, we applied the tool to 17,382 GTEx RNA-

seq samples collected from various tissues. However, no single reference contained all relevant cell types. 

For example, none of the available references contain both myocytes and adipocytes (Supplementary 

Figure 1). Therefore, we predicted proportions three times using three separate references (BlueCode, 

Human Primary Cell Atlas, Skin Signatures). We then combined these outputs by taking their median 

value. This allowed us to produce predictions spanning a larger number of cell types than are present in 

any one reference matrix (Figure 6).  
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Figure 7. GEDIT cell type predictions when applied to 17,382 samples from the GTEx database. Here, 

predictions have been averaged for each tissue of origin. 

 

 

 

These predictions largely conform to biological expectations. For example, immune cells are 

predicted to have high abundance in blood and spleen, adipocytes in adipose tissue, Shwann cells in nerve 

and heart, and keratinocytes in skin. Each of these patterns matches expectations of which cell types 

should be present in these tissues. Neither cardiac myocytes nor smooth muscle are highly abundant in 

GTEx muscle samples. This is likely because the GTEx samples are collected from skeletal muscle, 

which is known to have an expression profile that is distinct from that of cardiac and smooth muscle. 

 

GEDIT Availability 

 GEDIT can be run online at http://webtools.mcdb.ucla.edu/. Source code, associated data, and 

relevant files are available on GitHub at https://github.com/BNadel/GEDIT. We provide access to the 

tool, a set of varied reference data, and two sample mixture matrices. The website automatically produces 
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a heatmap of predicted proportions for the user, as well as a .tsv file. The user also has access to the 

parameter choices of GEDIT (signature gene selection method, number of signature genes, row scaling).  

 

Methods 

GEDIT Algorithm 

Signature Gene Selection 

 

During signature gene selection, we automatically exclude genes with zero detected expression in 

half or more of cell types. Further, we treat all remaining expression values of zero as the lowest observed 

non-zero value in the matrix. Implementing this change has minimal effect on most genes but helps to 

reduce the scores of very lowly expressed genes. Such lowly expressed genes are highly susceptible to 

experimental noise and are generally poor signature genes. Moreover, including zeros can result in 

mathematical errors (e.g. dividing by zero, taking the log of zero). We consider this transformation valid, 

since values of zero generally do not mean zero expression, but rather an expression level below the 

detection limit of the technology used. 

 

For any given gene, a scoring method takes as input the vector of the expression values across all 

reference cell types, and outputs a score. A gene is considered a potential signature gene in cell type X if 

it is expressed more highly in X than any other cell type. For each cell type, we keep only the N genes 

with the highest scores, where N is the NumSigs parameter. 

 

Information entropy (H) is calculated using the following formula: 

 

� =  − ∑ [�� ∗ log
(��)�
� ]  (1) 
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 where pi is the probability of the ith observation. To apply this to expression values, we convert 

the vector of expression values into a vector of probabilities by dividing by its sum. In an equal mixture 

of each cell type, the ith probability can be interpreted as the fraction of transcripts originating from the ith 

cell type. 

 

 

Row Scaling 

 

During this step, we apply a transformation on the expression values for each gene. Each gene has 

measured expression in N purified cell types and M samples. Each of these values, Xold, is transformed 

according to the following formula: 

 

���� =  (���� − ���)/(��� − ���)  ∗  ����    (2) 

 

 Where Min is the minimum of all M + N original values, Max is the maximum of those values, 

and p is a tunable parameter with natural range p ∈ [0.0,1.0]. This procedure  produces values between 

the range of 0.0 and Maxp. 

 

Reference Data 

BLUEPRINT Reference Dataset 

35 gene counts files were downloaded from the BLUEPRINT database, all collected from venous 

blood [17]. This included entries for CD14-positive, CD16-negative classical monocytes (5 samples), 

CD38-negative naive B cells (1), CD4-positive, alpha-beta T cell (8), central memory CD4-positive, 

alpha-beta T cell (2), cytotoxic CD56-dim natural killer cell (2), macrophage (4), mature neutrophil (10), 

and memory B Cell (1). When two or more transcripts appeared for a single gene, the transcript with the 

highest average expression was selected and others were excluded. Genes with no detected expression in 



28 

 

any sample were also excluded, and then each sample was quantile normalized. Samples generally 

clustered by cell type, but we excluded one CD4-positive alpha-beta T cell. Replicates for each cell type 

were then collapsed into a single entry by taking the median value for each gene. 

 

ENCODE Reference Dataset 

106 transcript quantification files were downloaded from the ENCODE database [18]. These 

included all RNA-seq experiments collected from adult primary cells, excluding four with warnings. 

Warnings indicated that three samples suffered from low replicate concordance and one sample from low 

read depth, and these samples were excluded. All samples were processed by the Gingeras Lab at Cold 

Spring Harbor and mapped to GRCH38.  

The samples were quantile normalized and clustered. In cases where multiple transcripts were 

measured for a single gene, the expression of that gene was calculated as the sum of all transcripts.  At 

this time, 18 additional samples were excluded as they did not cluster with their replicates. Based on 

sample descriptions and data clustering, we found that the remaining 88 samples represented 28 unique 

cell types. We produced an expression profile for each cell type by merging all samples of that cell type 

via median average. For example, a cluster of 19 samples were labelled as endothelial cells (collected 

from various body locations) and were merged into a single entry termed canonical endothelial cells. This 

dataset spans a wide range of stromal cell types (e.g. smooth muscle, fibroblast, epithelial), but contains 

only a single entry for blood cells, which are labelled mononuclear cells. 

We also combined the ENCODE and BLUEPRINT reference matrices into a single reference 

matrix, which we call BlueCode. We combined, then quantile normalized, the columns of both matrices. 

Possible batch effects in this combined matrix have not been fully evaluated. 

 

10x Reference Dataset 

 We obtained single cell expression data for nine varieties of immune cells from the 10x website 

[19]. This included at least 2446 cells for each cell type, and at least 7566 cells for all cells other than 
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CD14 monocytes. For each cell type, expression values for all cells were mean averaged to form an 

expression profile. 

 

Tabula Muris Reference Dataset 

 We downloaded from the Tabula Muris single cell data for 12 clusters of mouse cell types. For 

each cluster, we averaged all cells of that cluster to produce a reference profile for the corresponding cell 

type. 

Other Reference Datasets 

 Other datasets used in this project were obtained from their corresponding publications or GEO 

repositories. This includes a reference matrix of human skin signatures, the Human Body Atlas, the 

Human Primary Cell Atlas, LM22, ImmunoStates, the Mouse Body Atlas, and ImmGen [13–

16,20,22,23].  

 

Skin Diseases Data 

 We obtained expression data from 21 skin biopsies, collected from human patients with a variety 

of skin diseases. These data originally came from a wide range of sources and platforms, and were 

compiled into a single dataset by previous work [34].  

 

GTEx Data 

GTExX data for 17,382 samples were obtained from the GTExX database 

(https://gtexportal.org/). We ran GEDIT on all samples three times, each time using a different reference 

matrix (BlueCode, the Human Primary Cell Atlas, and Skin Signatures). For each cell type, we calculated 

our initial estimate as the median estimate across the three sets of predictions (or fewer, if that cell type is 

missing from one to two of the reference matrices). Lastly, for each sample we divided the vector of 

predictions by its sum, such that the final predictions sum to 100%. 
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Multi-Tool Performance Evaluation 

In Vitro Immune Cell Mixture 

 Combinations of six immune cells (Neutrophils, Monocytes, Natural Killer Cells, B cells, and 

CD4 and CD8 T Cells) were mixed together and sequenced using an affymetrix array. Whole blood from 

healthy human donors was supplied with informed consent through a sample sharing agreement with the 

UCLA/CFAR Virology Core Lab (grant number 5P30 AI028697). CD4+ T cells, CD8+ T cells, B cells, 

and NK cells were isolated using Stem Cell Technologies (Vancouver, BC, Canada) RosetteSep negative 

selection. Neutrophils were positively selected through the EasySep approach, according to the 

manufacturer’s specifications. Cells were then counted by hemocytometer and added at defined 

percentages to a total cell count of two million cells to create six different mixtures. Subsequently cells 

were processed for RNA isolation by AllPrep DNA/RNA. Illumina HT12 BeadChip microarray was 

performed by the UCLA Neuroscience Genomics Core. Data was normalized by quantile normalization 

through R ‘normalize.quantiles’ function (R Core Team, 2013). 

 

RNA-seq Benchmarking Mixtures 

 We also obtained two datasets used in a recent benchmarking study [29]. The first dataset is 

composed of three RNA-seq samples, each with two technical replicates that represent biopsies of ovarian 

cancer ascites [31]. The second dataset is composed of RNA-seq collected from the blood of healthy 

individuals, some of whom recently received an influenza vaccine [30]. These data were downloaded 

from the GitHub for the benchmarking paper, which also contained FACS estimates for six cell types for 

the ascites data (B cells, dendritic cells, NK cells, T cells, macrophages, neutrophils) and five cell types 

for the blood data (B cells, dendritic cells, T cells, monocytes, natural killer cells). However, since 

dendritic cells were never present at more than 3.5% abundance, we did not evaluate performance for this 

cell type. 

 

Tools 
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We installed and ran GEDIT, CIBERSORT, DeconRNASeq and dtangle on the hoffman2 

computational cluster at UCLA. xCell was run using the online interface at https://xcell.ucsf.edu/. The 

default choice for genes signatures (xCell =64) was used. The RNA-seq option was selected for the 2 

RNA-seq datasets (blood and ascites), but not for the in vitro dataset, which was sequenced on 

microarray. 

xCell produces 67 output scores, seven of which were used in this study. These were the entries 

labelled “B-Cells”, “Macrophages”, “Monocytes”, “NK cells”, “Neutrophils”, “CD4+ T cells” and 

“CD8+ T Cells”. As suggested by the xCell authors, the outputs for CD4 and CD8 T cell subtypes were 

summed to produce a final output for total T cells. 

  

Reference Data 

We evaluated the performance of the four reference-based tools (GEDIT, CIBERSORT, 

DeconRNASeq and dtangle) using each of four choices of reference matrix (LM22, ImmunoStates, 

BLUEPRINT, and the Human Primary Cell Atlas).The BLUEPRINT and Human Primary Cell Atlas 

reference matrices differ from ImmunoStates and LM22 in that they contain tens of thousands of genes, 

many of which should not be considered signature genes. This contrasts to ImmunoStates and LM22; 

each reference matrix contains fewer than 600 genes, which have been specifically identified as signature 

genes by previous work [13,20]. We include both forms of reference matrices in order to evaluate the 

input requirements of the tools studied.  

 Depending on the choice of reference matrix, reference-based tools often produce multiple 

outputs for some cell types, each representing a cell sub-type. This includes B cells (naïve and memory), 

Monocytes (CD14 and CD16), NK cells (resting and active) and T cells (many subtypes including 

varieties of CD4 and CD8). In each case, the outputs for each sub-type were summed in order to produce 

a total score for each greater cell type.  

 

Conclusion: 



32 

 

GEDIT is an expression-based cell type quantification tool that offers unprecedented flexibility 

and accuracy in a wide variety of contexts. Using both simulated and experimental data, we demonstrate 

that GEDIT produces high-quality predictions for multiple platforms, species, and a diverse range of cell 

types, outperforming other tools in many cases. We include in the software package a comprehensive 

library of reference data, which facilitates application of GEDIT to a wide range of tissue types in both 

human and mouse. GEDIT can also accept reference data supplied by the user, which can be derived from 

bulk RNA-seq, scRNA-seq, or microarray experiments. GEDIT represents a competitive addition to the 

suite of existing tissue decomposition tools while maintaining for users flexibility and performance 

robustness. 

We perform a benchmarking study as part of this project, in which we compare the performance 

of several deconvolution tools using multiple metrics. Unlike previous benchmarking studies, we explore 

the effect of reference choice by running tools multiple times with reference data from different sources. 

We find that, while choice of optimal reference is a complicated problem, the performance of GEDIT is 

highly robust to choice of reference, relative to other tools. 

When extensively applied to several large public datasets, GEDIT produces predicted cell type 

fractions that conform with biological expectations. When used to decompose skin biopsies, keratinocytes 

are found to be the most abundant cell type and variations in the abundance of other cell types conform to 

expected immune responses across diseases. Similarly, cell type predictions of GTEx samples are 

concordant with our expectations of the dominant cell types across tissues. Schwann cells, keratinocytes, 

adipose cells, and immune cells are found to be most abundant in nerve, skin, adipose tissue, and blood, 

respectively. 

 Single cell RNA-seq is an emerging approach to study the composition of cell types within a 

sample. Due to biases associated with the capture of different cell types, these methods are not always 

capable of accurately quantifying cell type populations [8]. However, the pure reference profiles produced 

by existing methods can be used by GEDIT to generate accurate estimates of cell type populations. Thus, 

GEDIT circumvents some of the biases associated with the preparation of samples for both scRNA-seq 
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and FACS. GEDIT is freely available, and therefore an extremely economical option to researchers, 

particularly those who profile expression data for other purposes. 

GEDIT produces accurate results when tested on mixtures of human immune cells. Compared to 

other tools, GEDIT produces the lowest error in majority of scenarios in the studied mixtures. GEDIT 

provides increased flexibility over previously developed tools, as we provide a set of reference matrices 

for varied cell types for both mouse and human datasets. 

 GEDIT provides unique advantages compared to other tools, especially in terms of cell type, 

species and platform flexibility, and constitutes a useful addition to the existing set of tools for tissue 

decomposition. Our efficient decomposition methodology has been extensively optimized and we find 

that it performs robustly across a broad range of tissues in both mouse and human datasets.  Our future 

work will extend reference matrices to facilitate application of GEDIT on varied bulk gene expression 

datasets. 

Availability of Source Code and Requirements 

• Project name: GEDIT 

• Project Home Page: https://github.com/BNadel/GEDIT 

• Programming Languages: Python 2.0, R 

• Other requirements: numpy, glmnet 

• Operating Systems: Linux 

• License: MIT 

Availability of Data and Materials 

 All data used in this paper are freely available on GitHub (https://github.com/purebrawn/GEDIT), 

as well as their original sources. Code for DeconRNASeq was obtained as an R package from the CRAN 

repository. Code for CIBERSORT was obtained by requesting it via the web portal 

(https://cibersort.stanford.edu/download.php), and code for dtangle from the project’s GitHub page 

(https://github.com/BNadel/GEDIT). 



34 

 

 Reference data is also available from their original sources. Most datasets can be found on project 

website pages or from public databases. These include BLUEPRINT (http://www.blueprint-

epigenome.eu/), ENCODE (https://www.encodeproject.org), the Human Primary Cell Atlas 

(http://biogps.org/dataset/BDS_00013/primary-cell-atlas/), LM22 (http://cibersort.stanford.edu/ or 

GEO:GSE65136), 10x Genomics (https://support.10xgenomics.com/single-cell-gene-

expression/datasets), Tabula Muris (https://tabula-muris.ds.czbiohub.org/), the Mouse Body Atlas 

(GEO:GSE10246), and ImmGen (http://www.immgen.org/Databrowser19/DatabrowserPage.html). Some 

reference matrices were obtained as supplementary files from the publications listed in Table 1. 

 Expression values for the blood and ascites RNA-seq datasets were obtained from the GitHub 

repository https://github.com/grst/immune_deconvolution_benchmark, and are also available at at 

https://figshare.com/s/711d3fb2bd3288c8483a and GEO: GSE64655). The in vitro mixture of immune 

cells was prepared by our lab, and available on our GitHub page. 
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Supplementary Materials for the manuscript: 

 “The Gene Expression Deconvolution Interactive Tool (GEDIT):  

Accurate Cell Type Quantification from Gene Expression Data” 

Synthetic Mixture Generation 

The deconvolution of synthetic mixtures using only a single matrix (to both generate the 

mixtures, and serve as a reference) is a trivial problem. In this context, the linear regression will always 

return the exact (or nearly exact) input proportions. Moreover, this is a poor simulation of real world data, 

as in reality the expression profile of any given cell type will vary to some extent between experiments. 

The mixtures submitted by the user will often be from different platforms than the reference data, and, in 

particular, cross-platform effects cannot be simulated using a single matrix, Therefore, in order to more 

meaningfully evaluate the performance of deconvolution, we used a separate matrix to produce mixtures 

from the one used as a reference. 

 

 Using distinct reference and mixture-generating matrices requires that we match cell types 

between the two matrices. Matching cell types across references is a non-trivial problem, as equivalent 

cell types may be labelled differently, and identically labelled cell types may not be equivalent. To 

address this problem, we defined the following procedure for identifying pairs of equivalent cell types 

between two reference matrices: 

 

1. Joint quantile normalize the matrices, then log transform them 

2. Calculate the Pearson correlations between each cell in the first matrix and each cell in the second 

matrix 

3. Pair cell types that are more highly correlated with each other than with any other cell type in the 

reference 

4. Manually exclude cell pairings with mismatching descriptions 
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 Using this procedure, we identified 5 pairings of reference matrices that can be used for the 

generation of synthetic mixtures (Table 2). Since simulations can be done in both directions for each pair, 

this represents 10 possible choices of a mixture generating matrix and a reference matrix. 

  

 Matrix1 Matrix2 Number of 
Cell Types 

Platforms 

BluePrint Human Primary Cell Atlas 5 RNASeq to Affymetrix U133 
Microarray 

BluePrint 10x Single Cell 4 Bulk RNASeq to SC RNASeq 

BluePrint Skin Signatures 6 RNASeq to Affymetrix/Illumina HT-
12 Microarray 

Human Primary 
Cell Atlas 

Skin Signatures 10 Affymetrix U133 Microarray to 
Affymetrix/Illumina HT-12 
Microarray 

10x Single Cell Skin Signatures 4 SC RNASeq to Affymetrix/Illumina 
HT-12 Microarray 

 

Supplementary Table 1. Pairs of reference matrices used to generate synthetic mixtures. 

For each of these 10 pairs of matrices, 1,000 cell type proportions were generated randomly. 

Specifically, a cell type was selected at random and assigned a weight between 0 and 1.0 (randomly 

sampled from the uniform distribution). Next, one of the remaining cell types is randomly selected and 

assigned a weight between 0.0 and the remaining weight (1.0 minus the sum of weights already assigned). 

This is repeated until the final cell type, which is assigned all remaining weight. 

The final simulated expression profile is produced by summing the expression profiles of each 

cell type, multiplied by the simulated weight. We believe this procedure produces biologically reasonable 
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mixtures, as they are composed primarily of a small number of cell types, with many other cell types 

present at low levels. 

 

Signature Gene Selection 

We have tested a total of 6 signature gene scoring algorithms; Entropy, fsDiff, fsRatio, meanDiff, 

meanRatio, and Zscore. For a given gene, these algorithms take as input the vector of expression values 

across all cell types, and return a score. Each gene is a candidate signature gene for the cell type in which 

it is most highly expressed, and only genes with the highest signature scores are accepted. The number of 

genes selected is determined by the NumSigs parameter, which is by default set to 50. 

One scoring approach is to compare the highest observed expression value to the mean of all 

other expression values. This comparison can be performed by division or subtraction (MeanDiff and 

MeanRat). Alternately, these same comparisons can be made between the highest observed expression 

value, and the second highest observed value (fsDiff and fsRat). The Zscore method is calculated the 

same way as MeanDiff, except that it is divided by the variance of the expression vector. 

When run on 10,000 simulated mixtures, selecting genes by entropy produced the lowest 

maximum, mean, and upper quartile error (Figure 2A). We therefore use entropy as the default setting, 

but allow the user to select any of the other 5 scoring methods. Using entropy has the potential to select 

genes that are highly expressed in 2 or more cell types, and lowly expressed in the rest. While these genes 

are not unique to a single cell type, they can still offer valuable information for deconvolution. 

 

Number of Signature Genes (NumSigs, MinSigs) 

 

GEDIT’s second parameter is the number of signature genes that are selected per cell type. On 

simulated data, any number of signature genes between 40 and 200 produce near-optimal results (Figure 

2B). 
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We provide an option that allows more signature genes for some cell types than others. In this 

scheme, both an average and a minimum number of signature genes are specified by the user (NumSigs 

and MinSigs, respectively). For each of N cell types present in the reference, MinSigs genes are selected 

that are maximally expressed in that cell type. However, a total of N*NumSigs genes are selected, and the 

remaining N*(NumSigs-MinSigs) genes are simply those with the highest score, regardless of the cell 

type in which they are maximally expressed. 

On simulated data, we found that adjusting the MinSigs parameter had minimal effect on 

predictions (Figure 2D), and by default GEDIT sets MinSigs equal to NumSigs. 

 

Row Scaling 

The extent of row scaling is controlled by the row scaling parameter, with allowed values between 0.0 

and 1.0. At 1.0 a gene with 10x higher expression will have 10x the influence (same as if no row scaling 

were performed). At a value of 0.0, all genes have equal influence. In simulated experiments, a row 

scaling value of 0.0 produced the lowest mean error, substantially improving accuracy (Figure 2C). 

Values outside the natural range of 0.0 to 1.0 produce high error, as well (data not shown). 

 

Deconvolution of GTEX Database 

 We used GEDIT to estimate the cell type proportions of 10 cell types for 17,382 samples in the 

GTEX database. Since no single reference matrix contained all 10 cell type, we took an approach utilizing 

several reference matrices (Supplementary Figure 1). First, we combined the BLUEPRINT reference 

matrix (which contained only immune cells) with the ENCODE reference matrix (containing mostly 

stromal cells). We did this by concatenating the columns then quantile normalizing, and refer to the 

resulting matrix as “BlueCodeV1.0”. We then ran GEDIT deconvolution on the entire GTEX database 

three times; once using BlueCodeV1.0 as the reference, once using the Human Primary Cell Atlas, and 

once using the Skin Signatures matrix. For each predicted fraction in each sample, we took the median 

value of the 1-3 predictions produced. Lastly, we divided the predictions of each sample by their sum, 
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such that predictions summed to 1.0. These values were used as final estimates for the fraction of each 

cell type in each sample. 

Supplementary Figure 1. Cell types present in the 3 reference matrices used to predict cell type fractions 
of GTEX samples 

 

Multi-Tool Comparison 

 Here, we include figures presenting the pearson errors and correlations for each mixture used 

(and each cell type in those mixtures). This contrasts Figure 4, where values are considered for either each 

cell types (regardless of dataset), or each dataset (regardless of cell type).  
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Systematic Evaluation of Current Deconvolution Tools and Reference Datasets 

 
Brian Nadel, Alice Mouton, Benjamin Shou, Feiyang Ma, Dennis J. Montoya, Matteo Pellegrini, Serghei 

Mangul 
 

Abstract  

 
 Estimating cell type composition of blood or tissue samples is an important biological problem 
relevant to both laboratory studies and clinical care. Many computational tools have been published that 
estimate cell type abundance using gene expression data. These tools take a variety of approaches, all of 
which leverage either reference data or signature genes from purified cell types in order to evaluate the 
abundance of each cell type. In this study, we have compiled a set of 8 tools, and comprehensively 
evaluate their performance in a variety of contexts. Specifically, we have run these tools on 5364 mixtures 
of known proportions, spanning both immune cell types and stromal cell types. 12 mixtures represent in 

vitro synthetic mixtures, 300 represent in silico synthetic mixtures prepared using single cell data, and 
5052 represent clinical samples with cell populations quantified by automated cell counting. Moreover, 
we have evaluated the performance of each tool on 11 versions of 6 reference matrices, and report the 
optimal choice of reference matrix for each tool. 
 

Introduction 

 
 The cell type composition of heterogeneous tissues is fundamental to the biology and function of 
those tissues. In clinical settings, knowledge of cell type populations can glean insight into the nature of a 
wide range of diseases, as well as inform treatment. In cancer, for instance, the abundance of certain T 
cells correlates strongly with survivability, as well as the efficacy of immunotherapy treatment. In 
laboratory settings, researchers frequently observe gene expression changes that are difficult to interpret. 
Such patterns can result either from changes in cell type abundances or from modulation of the expression 
of one or more cell types. Researchers rely on cell type quantification methods to distinguish between 
these two cases and lend greater power to their experiments. 
 
 Several approaches exist to quantify cell type populations, but all suffer from some form of 
limitation or bias. Cell flow cytometry via FACS sorting is often considered an accurate method, but is 
extremely slow, costly, and difficult to apply to large studies. Moreover, this technology struggles to 
quantify cell types with unusual morphologies, such as neurons, myocytes, and adipocytes. More 
recently, single cell methods such as Drop-seq have become available. However, these methods suffer 
from the same cost and cell type limitations as FACS sorting. In addition, both methods have potential to 
introduce bias. Subtle differences in the way samples are prepared can drastically change the numbers of 
each cell type successfully captured by these technologies. As a result, pure samples of each cell type can 
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be obtained, but the numbers of cells observed frequently do not reflect the biology of the original 
sample. 
 
 In-silico deconvolution using gene expression data has been developed as a possible alternative. 
Dozens of tools have been published taking this approach, but little attention has been given to evaluating 
the accuracy of these tools in varying contexts. Many tools are designed to be applied to particular cell 
types or platforms, and it is currently unclear how robust predictions are when applied to novel contexts. 
 
 In addition, most deconvolution tools require access to reference data. These data quantify the 
expression profiles of isolated cell types, and are necessary for tools to model combinations thereof. 
Studies have shown that the impact of choice of reference can have a large impact on accuracy of results, 
perhaps even greater than choice of tool (Vallania et. al, 2018). While invaluable work has been done 
assembling high-quality reference data (Newman et al 2015, Vallania et al 2018), rigorous evaluation of 
reference choice has not been performed for many tools. This is, in part, because authors can test their 
tool only on references available at the time of publication, and newer reference data is constantly 
becoming available. 
 

In this study, we perform a benchmarking study that represents the most comprehensive 
evaluation of deconvolution methods to date. In total, we have performed over 300,000 deconvolution 
tasks, exhaustively searching 90 pairwise combinations of method and reference, in over 4,000 samples. 
Previous deconvolution studies rely largely on simulated data, which fails to capture the true complexity 
of tissue samples in living organisms. Here, however, we use over 4,500 clinical samples to evaluate the 
problem in a more powerful, complete and unbiased manner. The cell type composition of the clinical 
blood  samples has been evaluated via impedance-based electronic cell counter, a gold standard for high-
throughput cell type quantification in blood. In addition, we have thoroughly evaluated the effect of 
reference choice on the accuracy of deconvolution prediction. 

Results 

 In this study, we compare nine deconvolution tools and evaluate their performances using several 
different datasets with known proportions. The tools included in the study are Cibersort (normal and 
absolute mode), the DCQ algorithm, DeconRNASeq, dtangle, EPIC, GEDIT, MCP-Counter, SaVanT, 
and xCell. 
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 Table 1. Deconvolution tools evaluated by this benchmark. 
 

We use four datasets to perform this benchmark, which include 300 synthetic mixtures prepared 
in silico using single cell data, 14 mixtures prepared in vitro and sequenced using microarray, and 3,728 
clinical samples

 
Table 2. Mixture data used in this benchmark. These come from 3 independent sources, and 

represent a combination of in silico simulation, in vitro experiments, and clinical samples. Cell Mixtures 
was prepared by mixing 6 immune cell types together in known proportions, then sequencing via 
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microarray. Simulated data was prepared using single cell RNA-seq data, where random cells were 
selected, their expression values summed, and the cell type ratios noted. The Framingham Cohort data is 
collected from the blood of healthy individuals, and cell types quantified using electrical impedance. 
 

Reference data is an essential requirement for most tools included in this benchmark. Depending 
on the tool, this can either take the form of an expression matrix, a list of signature genes for each cell 
type, or both. It has been shown that choice of reference can have an enormous impact on the quality of 
results, and we explore that relationship here. Specifically, for each combination of tool and mixture, we 
test several possible choices of reference matrix. We have identified 7 reference matrices that contain the 
necessary cell types to be used with our mixtures. These come from a variety of sources and platforms, 
including LM22, immunoStates, 10x Genomics, EPIC, BLUEPRINT, and the Human Primary Cell Atlas. 

 

 
 
 Table 3. The set of reference matrices used in this study. They span several platforms and some 
contain stromal cells, as well as immune.  
 

First, we evaluate the effect of choice of reference for each tool, and determine the best reference 
for each application. Our metric for quantifying performance is correlation between predicted cell type 
fractions, and actual cell type fractions (as measured by orthogonal means). We find that choice of 
reference does indeed, have a large impact on quality of results. Moreover, there is no single choice of 
reference that performs best for all tools or for all mixtures.  
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Figure 1. Pearson correlations between predicted and actual cell fractions for each combination of 
tool and reference matrix. Tools that do not accept custom references are not shown (MCP-Counter, 
xCell). Absolute Cibersort failed to run on the Framingham data due to high resource usage. 
 
 Next, we compare performance between tools when the optimal reference is used in each case. 
We use two metrics to compare the accuracy of predicted fractions compared to actual fractions: 
correlation and accuracy. In the case of correlation, this can be simply computed for every tool. By this 
metric, the best tool to use depends on the mixture being deconvoluted. CIBERSORT and GEDIT 
produce the most reliably accurate results, though each are outperformed by DeconRNASeq and EPIC 
when applied to the Framingham dataset. For each mixture tested, multiple tools produce highly accurate 
results (correlation greater than .9), though no single tool does this reliably for all mixtures. 



51 

 

 
 Figure 2. Correlations between predicted and actual fractions for each mixture and tool. For tools 
that accept custom reference data, the reference data that resulted in the highest correlation is shown here 
(see figure 2). 
 

Some tools do not explicitly predict fractions, and evaluating error for these tools requires 
modification of their outputs. SaVaNT, MCP-Counter, DCQ, and CIBERSORT (absolute mode) do not 
predict cell type fractions. Instead, they produce scores that are meant to be compared between samples, 
rather than between cells. In order to explore whether inter-cellular comparisons are feasible or valid for 
these tools, we perform a simple transformation to convert the output into predicted fractions. For each 
sample, we divide each cell-type score by the sum of scores for all cell types. Therefore, the resulting sum 
to 1.0, and can be treated as fractions. It should be noted that this is not how these tools were designed to 
be used, but in many cases, they produce accurate results. 
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 Figure 3. Distribution of errors when each tool is used to predict fractions for each mixture. 
 
 Error of predicted fractions varies greatly depending on the exact combination of tool, cell type, 
and mixture. CIBERSORT and GEDIT generally perform well in most cases. When using the absolute 
mode of CIBERSORT, compared to the default version, either has minimal or negative effect. This is 
unsurprising, since the default CIBERSORT is designed to predict fractions, whereas the absolute version 
is not. xCell performs best on the in silico simulated mixtures, but produces high error for some cell types 
in the in vitro mixture (e.g. B Cells). 
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 For all tools, we observe some of the highest errors when applied to the Framingham data. This is 
likely due to complexities of living tissues, including varying sub-states for many cell types, that are not 
adequately reproduced in the simulated data. In particular, neutrophils prove the most difficult to predict 
for most tools. 
 
 

 Conclusion 

 

 Expression based cell type deconvolution is an increasingly popular means of interpreting 
biological data. However, current approaches and requisite data are numerous, and it is important that 
users have a clear way of identifying the best choices for their needs. Here, we perform the most 
comprehensive benchmarking project to date, in which we compare many popular tools, and explore the 
intricacies of reference choices and other factors. 
 We explore the effect of choice of reference matrix, and demonstrate its importance. Some tools, 
like for particular tools, such as and the extreme sensitivity of some tools with respect to choice of 
reference. Moreover, there is no universally optimal reference, even for particular mixtures. Different 
tools appear to have preferences for certain references, perhaps because these tools were developed with 
particular platforms or cell types in mind. 
 We find that most tools can perform competitive, accurate results when run in the correct context. 
However, the performance of several tools deteriorates dramatically when run on particular mixtures or 
using particular reference data. 
 

Methods  

Selected tools 

 
We have selected available deconvolution tools able to infer the relative abundances of immune cell types 
based on the gene expression profiles. In total, we have identified 9 deconvolution tools, all which 
estimate cell type abundance  
 
CIBERSORT 1. We have used CIBERSORT version 1.04 installed on UCLA Hoffman2 cluster (R 
version 3.4.0); the full R package can be downloaded from https://cibersort.stanford.edu/download.php 
(account required). CIBERSORT includes a default reference (“LM22.txt” downloadable from above 
link) that consists of 22 distinct immune cell types. Bulk expression data was run with both LM22 and 
HPCA signatures (link GitHub).  All files were run with 500 permutations (author recommends >100). 
All other parameters are set to their default status. Due to long runtime when CIBERSORT was 
interactively on Hoffman2, files were fed into CIBERSORT using a wrapper, and the program was run 
using a submission script (link GitHub). 
 
EPIC. We use Version 1.1, ran online (https://gfellerlab.shinyapps.io/EPIC_1-1/) with both pre-built 
reference (tumor infiltrating and blood circulating immune); both of these references can be downloaded 
for cluster use from https://github.com/smangul1/deconvolution-
benchmarking/tree/master/ReferenceDatasets. Results are displayed as cell fractions.  
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xCell. Using online tool found at http://xcell.ucsf.edu/. The bulk expression data is submitted under 
“upload gene expression data” and the default gene signatures were used (xCell, n=64). RNASeq option 
was selected for PBMC1, PBMC2, and Stromal datasets but not for CellMixtures (microarray platform). 
 
SaVant was obtained from it’s authors and run using 50 signature genes per cell type. 
 
Microenvironment Cell Populations-counter (MCPcounter). Is a R package that we downloaded from the 
github repository (https://github.com/ebecht/MCPcounter).  The package was installed on UCLA 
Hoffman2 cluster (R version 3.2.0) with its dependency (“devtools”, “curl”) but it can be run as well on 
personal computer due to its quick runtime (average 10 secondes). The R package takes a gene expression 
matrix (with features in rows and samples in columns) as input and give an abundance score for eight 
immune and two stromal cell populations. The abundance scores correspond to the mean expression of 
markers that are specific of some cell populations. MCP infer T cells and CD8 T cells but does not infer 
CD4 T cells. The feature type in the input can be in affymetrix, HUGO or Entrez id. Although the 
package allows for the use of an external reference, we used the package in default mode with their own 
reference due to the high complexity of formatting. The default reference was used for this study, as the 
use of custom references would require direct modification of the MCP-counter code.  
  
Mixture Data 
 
Cell mixture microarray 
  
 Whole blood from healthy human donors was supplied with informed consent through a sample 
sharing agreement with the UCLA/CFAR Virology Core Lab (grant number 5P30 AI028697).  CD4+ T 
cells, CD8+ T cells, B cells, and NK cells were isolated using Stem Cell Technologies (Vancouver, BC, 
Canada) RosetteSep negative selection, while neutrophils were positively selected through EasySep 
approach, according to manufacturer’s specifications.  Cells were then counted by hemocytometer and 
added at defined percentages to a total cell count of two million cells to create six different mixtures.  
Subsequently cells were processed for RNA isolation by AllPrep DNA/RNA.  Illumina HT12 BeadChip 
microarray was performed by the UCLA Neuroscience Genomics Core.  Data was normalized by quantile 
normalization through R ‘normalize.quantiles’ function 
 
PBMC and Stromal Single Cell Mixtures 
 

We obtained 2 datasets (PBMC1 and PBMC2 ) from 10x Genomics 
(https://www.10xgenomics.com/resources/datasets/) and 1 from GEO (Puram et al). 
For PBMC1, we used 1000 cells for each sorted cell types. For each cell type, we randomly selected 1-
1000 cells, then we sum the expression of all the selected cells to create a synthetic mixture. The process 
was repeated 100 times, thus 100 mixture was created. For PBMC2, we firsted clustered the cells and 
identified the cell types for the dataset. Then we used the same five cell types in PBMC2 and created the 
100 mixtures the same way as we did from PBMC1. For stromal cells, we created 100 mixtures the same 
way as we did for PBMC2 except for that we included some stromal cell types. For each mixture, true 
fraction for each cell type is calculated as the number of cells of that cell type selected, divided by the 
total number of cells across all cell types. 
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Framingham Data 
 The "gold standard" is a) cell counts and cell percent. The cell counting was performed on a 
Beckman Coulter HmX hematology analyzer. The following metrics from whole blood were obtained - 
HbA1c, basophil count and percent, eosinophil count and percent, hematocrit, hemoglobin, lymphocyte 
count and percent, MCH, MCHC, MCV, monocyte count and percent, MPV, neutrophil count and 
percent, platelet count, RBC, RDW, and WBC. Find information for the variables here. 
 
Reference Data 

 
Blueprint 
  
35 gene counts files were downloaded from the BLUEPRINT database, all collected from venous blood. 
This included entries for CD14-positive, CD16-negative classical monocytes (5 samples), CD38 negative 
naive B cells (1), CD4-positive, alpha-beta T cell (8), central memory CD4-positive, alpha-beta T cell (2), 
cytotoxic CD56-dim natural killer cell (2), macrophage (4), mature neutrophil (10), and memory B Cell 
(1). When two or more transcripts appeared for a single gene, the transcript with the highest average 
expression was selected, and others excluded. Genes with no detected expression in any sample were also 
excluded, and then each sample was quantile normalized. Samples generally clustered by cell type, 
though one sample of CD4-positive, alpha-beta T cells did not, and was excluded. Replicates for each cell 
type were then collapsed into a single entry by taking the median value for each gene. 
 
LM22 
 The LM22 reference matrix was assembled as part of the original Cibersort publication, and 
contains 547 selected to distinguish 22 human hematopoetic cell types 
 
ImmunoStates 
 The ImmunoStates reference matrix was recently published, and contains 318 genes selected to 
distinguish between 22 immune cell types (Vallania et. al, 2018).  
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Abstract 

The Genotype-Tissue Expression (GTEx) project has identified expression and splicing quantitative trait 
loci (cis-QTLs) for the majority of genes across a wide range of human tissues. However, the interpretation 
of these QTLs has been limited by the heterogeneous cellular composition of GTEx tissue samples. Here, 
we map interactions between computational estimates of cell type abundance and genotype to identify cell 
type interaction QTLs for seven cell types. We show that cell type interaction eQTLs contribute to the tissue 
specificity and allelic heterogeneity of cis-eQTLs. Using colocalization analyses with 87 complex traits, 
we demonstrate that in addition to pinpointing the cellular origin of known cis-QTLs, cell type interaction 
QTLs enable the discovery of hundreds of loci that are masked in bulk tissue.  
 

One Sentence Summary 

Estimated cell type abundances from bulk RNA-seq across tissues reveal the cellular specificity of 
quantitative trait loci.  
 

Main text 
The Genotype-Tissue Expression (GTEx) project (1) and other studies 
(17)(16)(15)(14)(13)(12)(11)(10)(9)(8)(2-5) have shown that genetic regulation of the transcriptome is 
widespread. GTEx in particular has built an extensive catalog of expression and splicing quantitative trait 
loci in cis (cis-eQTLs and cis-sQTLs) across tissues, showing that QTLs are generally either highly 
tissue-specific or widely shared, even across dissimilar tissues and organs (1, 6). However, the vast 
majority of these studies have been performed using heterogeneous bulk tissue samples comprising 
diverse cell types. This limits the power, interpretation, and downstream applications of QTL studies. 
Genetic effects that are active only in rare cell types may be left undetected, mechanistic interpretation of 
QTL sharing across tissues and other contexts is complicated without understanding differences in cell 
type composition, and inference of downstream molecular effects of regulatory variants without the 
specific cell type context is challenging. Efforts to map eQTLs in individual cell types have been largely 
restricted to blood, using purified cell types (7-10) or single cell sequencing (11). Cell type specific 
eQTLs can also be computationally inferred from bulk tissue measurements, using the estimated 
proportion or enrichment of relevant cell types to test for an interaction with genotype, but such 
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approaches have also been largely limited to blood cell types (12, 13) and adipocytes (14). These studies 
identified thousands of cell type interactions in eQTLs discovered in whole blood samples from large 
cohorts [5,683 samples (12); 2,116 samples, (13)], indicating that large numbers of interactions are likely 
to be identified by expanding this type of  analysis to other tissues and cell types.  
 
In this study, we applied cell type deconvolution to characterize the cell type specificity of cis-eQTLs and 
cis-sQTLs for seven cell types across the majority of GTEx tissues (Fig. 1A). Estimating the cell type 
composition of a tissue biospecimen from RNA-seq remains a challenging problem {Cobos:2018ga} and 
multiple approaches for inferring cell type proportions have been proposed (15). We performed extensive 
benchmarking for multiple cell types across several expression datasets (fig. S1). The xCell method (16), 
which estimates the enrichment of 64 cell types using reference profiles, was most robust based on 
correlation with cell counts in blood (fig. S1A), in silico simulations (fig. S1B), and correlation with 
expression of marker genes for each cell type (fig. S1C). Furthermore, the inferred abundances reflected 
differences in histology and tissue pathologies (fig. S1D,E). For each cell type, we selected tissues where 
the cell type was highly enriched to map cell type interacting eQTLs in cis (fig. S2A). The xCell scores for 
these tissue-cell type pairs were also highly correlated with the PEER factors used to correct for unobserved 
confounders in the expression data for QTL mapping (1) (fig. S2B). We used a linear regression model for 
gene expression that included an interaction between cell type enrichment and genotype, thus enabling 
identification of eQTLs where the effect size is correlated with the enrichment of the cell type (Fig. 1B). 
Since QTLs identified this way are not necessarily specific to the estimated cell type but may reflect another 
(anti)correlated cell type, we refer to these eQTLs as cell type interacting eQTLs, or cell type ieQTLs. We 
applied an analogous approach to map cell type interacting splicing QTLs (isQTLs), using intron excision 
ratios that reflect alternative isoform usage, quantified by LeafCutter {Li:2017cy} (Fig. 1B). Across cell 
types and tissues, we detected 3347 protein coding and lincRNA genes with an ieQTL (ieGenes) and 987 
genes with an isQTL (isGenes) at 5% FDR per cell type-tissue combination (Fig. 2A, fig. S3A and Table 
S1). The QTL effect of ieQTLs and isQTLs can increase or decrease as a function of cell type enrichment 
(Fig. 1C). This correlation is usually positive (55%; median across cell type-tissue combinations); for 
example, a keratinocyte ieQTL for CNTN1 in skin had a particularly strong effect in samples with high 
enrichment of keratinocytes. However, a significant number of ieQTLs the effect was negatively correlated 
(22%) or ambiguous (20%) (fig. S4A,B), with the interaction likely capturing a QTL that is active in another 
cell type. Notably, while 85% of ieQTLs corresponded to genes with at least one standard eQTL, 21% of 
these ieQTLs were not in LD (R2 < 0.2) with any of the corresponding eGene’s conditionally independent 
eQTLs (fig. S4C), indicating that ieQTL analysis often reveals genetic regulatory effects that are not 
detected by standard eQTL analysis. There was only a modest correlation between sample size and 
ieQTL/isQTL discovery (Spearman’s ρ = 0.53 and 0.35, respectively; fig. S3B), which may be explained 
by inter-individual variance in cell type enrichments driven by tissue heterogeneity effects being a major 
determinant in discovery power. For example, breast and transverse colon both stratified into at least two 
distinct groups based on histology: epithelial vs. adipose tissue (breast) and mucosal vs. muscular tissue 
(colon) (fig. S1B). Downsampling analyses in whole blood and transverse colon revealed linear 
relationships between sample size and ieQTL discovery in these tissues, suggesting that significantly larger 
numbers of ieQTLs may be discovered with larger sample sizes (fig. S3C). 
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Fig. 1. Study design of mapping cell type ieQTLs and isQTLs in GTEx v8 project. (A) Illustration of 
43 cell type-tissues pairs included in the GTEx v8 project. Cell types with median xCell enrichment score 
> 0.1 within a tissue were used (fig. S2). (B) Schematic representation of a cell type interacting eQTL and 
sQTL. (C) Example cell type ieQTL and isQTL. The CNTN1 eQTL effect in not sun-exposed skin is 
associated with keratinocyte abundance (left panel). The TNFRSF1A sQTL effect in whole blood is 
associated with neutrophil abundance, but is only detected in samples with lower neutrophil abundances 
(right panel). Each data point represents an RNA-seq sample and is colored by the ieQTL and isQTL 
genotypes, respectively. The regression lines correspond to the coefficients of the interaction model. 
 
Since external replication data sets are sparse, we used allele-specific expression (ASE) data of eQTL 
heterozygotes {Castel:QLGuYtcV} to correlate individual-level quantifications of the eQTL effect size 
(measured as allelic fold-change,aFC) with individual-level cell type enrichments. If the eQTL is active in 
the cell type of interest, we expect to see low aFC in individuals with low cell type abundance, while 
individuals with high cell type abundance are expected to have higher aFC (fig. S5A). Spearman correlation 
p-values can then be used to assess how many cell type ieQTLs show evidence of validation using this 
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approach. The median proportion of ieQTLs with a significant aFC-cell type correlation (P < 0.05) was 
0.63 (Fig. 2B). For 13 cell type-tissue combinations with > 20 significant ieQTLs (5% FDR), the 
corresponding π1 statistic on the correlation p-values (17) confirmed the high validation rate (mean π1 = 
0.76, fig. S5B). While this approach does not constitute formal replication in an independent cohort, it is 
applicable to all tested cell type-tissue combinations, and corroborates that ieQTLs are not statistical 
artefacts of the interaction model. Next, we performed replication analyses in external cohorts, including 
whole blood from the GAIT2 study (18), purified neutrophils (8), adipose and skin tissues from the 
TwinsUK study for ieQTLs (5) and temporal cortex from the Mayo RNA-sequencing study for both ieQTLs 
and isQTLs (19). Overall replication was moderate to high (π1 = 0.32 - 0.67) with the highest replication 
rates observed in purified neutrophils for whole blood (fig. S6A+E). The differences in replication rates 
likely reflect a combination of lower power to detect cell type ieQTLs/isQTLs compared to standard 
eQTLs/sQTLs, as well as differences in tissue heterogeneity across studies. Taken together, these results 
show that ieQTLs and isQTLs can be detected with reasonable robustness for diverse cell types and tissues. 

 
Fig. 2. Cell type ieQTL and isQTL discovery. (A) Number of cell type ieQTLs (left panel) and isQTLs 
(right panel) discovered in each cell type-tissue combination at FDR < 5%. Bar labels show the number of 
ieQTLs and isQTLs, respectively. See Fig. 1A for the legend of tissue colors. (B) Proportion of cell type 
ieQTLs that validated in ASE data. Validation was defined as ieQTLs for which the Spearman correlation 
between allelic fold-change (aFC) estimates from ASE and cell type estimates was significant (p < 0.05). 
Tissue abbreviations are provided in table. Bar labels indicate the number of ieQTLs with 
validation/number of ieQTLs tested ].  
 
Next, we sought to determine to what extent cell type ieQTLs contribute to the tissue specificity of cis-
eQTLs. First, we analyzed ieQTL sharing across cell types, observing that ieQTLs for one cell type were 
generally not ieQTLs for other cell types (e.g., myocyte ieQTLs in muscle tissues were not hepatocyte 
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ieQTLs in liver, etc.; fig. S7B). To determine if a significant cell type interaction effect correlates with the 
tissue-specificity of an eQTL, we tested whether cell type ieQTLs are predictors of tissue sharing. We 
annotated the top cis-eQTLs per gene (5% FDR) across tissues with their cell type ieQTL status (5% FDR) 
for the five cell types with at least 20 ieQTLs (adipocytes, epithelial cells, keratinocytes, myocytes, and 
neutrophils). This annotation was included as a predictor in a logistic regression model of eQTL tissue 
sharing based on eQTL properties including effect size, minor allele frequency, eGene expression 
correlation, genomic annotations, and chromatin state(1). In all five cell types, ieQTL status was a strong 
negative predictor of tissue-sharing, with the magnitude of the effect similar to that of enhancers, indicating 
that ieQTLs are an important mechanism for tissue-specific regulation of gene expression (Fig. 3A, fig. 
S7A). We corroborated this finding using multi-tissue eQTL mapping with mashr (1), testing whether 
eGenes that are tissue-specific (eQTLs discovered with LSFR < 0.05 only in the tissue/tissue type of 
interest) have a higher proportion of cell type ieQTLs compared to eGenes that are shared across tissues 
(LSFR < 0.05 in multiple tissues). Indeed, the proportion of cell type ieQTLs across all 43 cell type-tissue 
combinations was significantly higher in tissue-specific eGenes compared to tissue-shared eGenes (p = 
1.9e-05, one-sided Wilcoxon rank sum test, Fig. 3B) further highlighting the contribution of cell type-
specific genetic gene regulation to tissue specificity of eQTLs.  
To examine the sharing patterns of cell type ieQTLs across tissues we used two cell types with ieQTLs 
mapped in >10 tissues (16 tissues for epithelial cells and 13 for neurons). We observed that while standard 
eQTLs were highly shared across the subsets of 16 and 13 tissues, cell type ieQTLs tended to be highly 
tissue specific, reflected by an average of four and five tissues with shared ieQTL effects compared to 11 
and 12 for eQTLs in epithelial and brain tissues respectively (Fig. 3C+D, left panels). ~25% of neuron 
ieQTLs were shared between nine brain tissues, highlighting that tissues of the cerebrum (e.g., cortex, basal 
ganglia, limbic system) show particularly high levels of sharing compared to cerebellar tissues, the 
hypothalamus, and the spinal cord (Fig. 3D, left panel). This pattern was absent when analyzing standard 
eQTLs. Pairwise tissue sharing comparisons further confirmed that cell type ieQTLs showed greater tissue 
specificity and more diverse tissue sharing patterns than standard eQTLs, which were broadly shared across 
all tissues (Fig. 3C+D, middle and right panels). These results show that incorporating cell type composition 
is essential for characterizing the sharing of genetic regulatory effects across tissues.   
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Fig. 3. Cell type ieQTLs contribute to cis-eQTL tissue specificity. (A) Coefficients from logistic 
regression models of cis-eQTL tissue sharing, using epithelial cell ieQTL status as a predictor. All 
significant (FDR < 0.05) top cis-eQTLs per tissue were annotated based on if they were also a significant 
(FDR < 0.05) ieQTL for a given cell type. The coefficients represent the log(odds ratio) that an eQTL is 
active in a replication tissue if it is an ieQTL. Chromatin states were defined using matched Epigenomics 
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Roadmap tissues and the 15-state ChromHMM (20). Genomic annotations, conservation, and overlaps with 
Ensembl regulatory build TF, CTCF, and DHS peaks are also included. Abbreviations of predictors are 
provided in table. Bars represent the 95% confidence interval. (B) Proportion of cell type ieQTL-genes 
(ieGenes) among tissue-specific and tissue-shared eGenes. An eGene is considered tissue-specific if its 
eQTL had a MASHR local false sign rate (LFSR, equivalent to FDR) < 0.05 only in the cell type ieQTL 
tissue (or tissue type) otherwise it is considered tissue-shared. Results of all 43 cell type-tissue combinations 
are shown. See Fig. 1A for the legend of tissue colors. (C+D) Tissue activity of cell type ieQTLs and 
eQTLs, where a cell type ieQTL and eQTL was considered active in a tissue if it had a LFSR < 0.05 (left 
panel). Pairwise tissue-sharing of ieQTLs (middle panel) or lead standard cis-eQTLs (right panel) 
respectively. The color-coded sharing signal is the proportion of significant QTLs (LFSR < 0.05) that are 
shared in magnitude (within a factor of 2) and sign between two tissues.  
 
Given that a substantial fraction of cell type ieQTLs and isQTLs discovered were not detected as standard 
QTLs, we compared their role in complex traits relative to standard QTLs. We used QTLEnrich (21) to test 
87 GWAS traits in 25 and 8 tissues with >100 ieQTLs or isQTLs, respectively (40% FDR). 314 tissue-trait 
pairs showed significant enrichment of GWAS variants among ieQTLs and 121 among isQTLs (Fig. 4A). 
We also computed GWAS enrichment for tissue-trait pairs with significant GWAS enrichment among 
standard QTLs (1106 trait-tissue pairs for eQTLs and 491 pairs for sQTLs) (1), and there was no significant 
difference between GWAS enrichment among cell type iQTLs and standard QTLs in matched tissue-trait 
pairs. However, GWAS enrichment was significantly higher in the subset of tissue-trait pairs significant in 
iQTLs compared to tissue-trait pairs significant in standard QTLs, which  indicates that cell type specific 
regulatory effects on gene expression play an important role in mediating complex trait associations. 
We next asked whether cell type iQTLs can be linked to loci discovered in genome-wide association studies 
(GWAS) as well as pinpoint the cellular specificity of these associations. To this end, we tested 13,702 
ieGenes and 2,938 isGenes (40% FDR) for colocalization with 87 GWAS traits (1, 22), using both the cell 
type ieQTL/isQTL and corresponding standard QTL. 1,370 (10.3%) cell type ieQTLs and 89 (3.7%) 
isQTLs colocalized with at least one GWAS trait (Fig. 4B). The larger number of colocalizations identified 
for neutrophil ieQTLs and isQTLs in whole blood relative to other cell type-tissue pairs likely reflects a 
combination of the larger number of ieQTLs and isQTLs and the abundance of significant GWAS loci for 
blood-related traits in our set of 87 GWASs. Our analysis revealed a substantial proportion of loci for which 
only the ieQTL/isQTL colocalizes with the trait (467/1370, 34%), or where the joint colocalization of the 
ieQTL/isQTL and corresponding standard eQTL indicates the cellular specificity of the trait as well as it’s 
potential cellular origin (401/1370, 29%). For example, a colocalization between the DHX58 gene in the 
left ventricle of the heart and an asthma GWAS was only identified through the corresponding myocyte 
ieQTL (PP4 = 0.64), but not the standard eQTL (PP4 = 0.00; Fig. 4B). Cardiac cells such as cardiomyocytes 
are not primarily viewed to affect the immune system. However, cardiomyocytes presence along pulmonary 
veins and their potential contribution to allergic airway disease have been previously described (23). An 
example where both the standard eQTL and the cell type ieQTL colocalize with the trait is given in Fig. 4C 
for KREMEN1 in subcutaneous adipose tissue and a birth weight GWAS (PP4 ~0.8); KREMEN1 has been 
linked to adipogenesis in mice (24). We highlight two analogous examples for isQTLs: the epithelial cell 
isQTL for CDHR5 in small intestine colocalized with eosinophil counts whereas the standard sQTL did not 
(Fig. 4D), and conversely, both the standard sQTL and myocyte isQTL for ATP5SL in the left ventricle of 
the heart colocalized with standing height (Fig. 4E). Together, these results show that cell type interaction 
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QTLs are a powerful instrument for interpreting the genetic architecture and underlying cellular specificity 
and potential origins of complex traits.  
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Fig. 4. Cell type iQTLs improve GWAS-QTL matching. (A) GWAS enrichment based on GWAS 
summary statistics of the most significant iQTL or standard QTL per eGene/sGene with QTLEnrich. (B) 
Proportion of cell type ieQTLs (left panel) or isQTLs (right panel) with evidence of colocalization using 
COLOC posterior probabilities (PP4 > 0.5), for ieQTLs and isQTL at FDR < 0.4. Color saturation indicates 
if a trait colocalized with the cell type iQTL only (dark), the cis-QTL only (light) or both QTLs (medium). 
Bar labels indicate the number of cell type iQTLs with evidence of colocalization (either as iQTL or cis-
QTL)/number of iQTLs tested. (C) Association p-values in  the DHX58 locus for a asthma GWAS (top 
panel), bulk heart left ventricle cis-eQTL (middle panel), and myocyte ieQTL (bottom panel). (D) 
Association p-values in the KREMEN1 locus for a birth weight GWAS (top panel), bulk subcutaneous 
adipose cis-eQTL (middle panel), and adipocyte ieQTL (bottom panel). (E) Association p-values in the  
CDHR5 locus for an eosinophil count GWAS (top panel), bulk small intestine terminal ileum cis-sQTL 
(middle panel), and epithelial cell isQTL (bottom panel). (F) Association p-values in the ATP5SL locus for 
a standing height GWAS (top panel), bulk heart left ventricle cis-sQTL (middle panel), and myocyte isQTL 
(bottom panel). 
 
By mapping interaction effects between cell type enrichment and genotype on the transcriptome across 
GTEx tissues, we were able to identify thousands of eQTLs and sQTLs that are likely to be cell type 
specific. Notably, the ieQTLs and isQTLs we report here include immune and stromal cell types in tissues 
where cell type specific QTLs have not yet been characterized. Cell type ieQTLs are strongly enriched for 
tissue- and cellular specificity, and it is therefore likely that many more cell type ieQTLs remain to be 
discovered for cell types and tissues not considered in this study. Given that a large fraction of 
colocalizations with GWAS traits are only found with cell type ieQTLs, it will be essential to exhaustively 
characterize cell type specific QTLs to contribute towards a mechanistic understanding of these loci. 
However, the substantial allelic heterogeneity observed in standard eQTLs and limited power to deconvolve 
QTLs that are specific to rare cell types or with weak or opposing effects indicate that many more cell type 
specific eQTLs exist beyond those that can be computationally inferred from bulk tissue data. We therefore 
anticipate that single-cell QTL studies will be essential to complement the approaches presented here. 
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Material and Methods 

 
GTEx data 
The GTEx V8 data contains a total of 17,382 RNA-seq samples from 948 post-mortem donors, with 838 
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donors having genotype data from whole genome sequencing available in a phased analysis freeze VCF. 
QTL analyses were based on tissues with at least 70 RNA-seq samples from genotypes donors, 
corresponding to a total of 15,201 samples, and subsets of these data were used as detailed in the 
following sections. 
 
Benchmarking of xCell cell type estimates 
For neutrophils and neurons we compared xCell enrichment scores with estimates from CIBERSORT (1) 
using the built-in LM22 signature matrix or a custom signature matrix (2). For adipocytes, myocytes and 
keratinocytes, we compared xCell enrichment scores with estimates from the Gene Expression 
Deconvolution Interactive Tool (GEDIT) (3), using default settings and reference data from the Human 
Body Atlas (4) and Swindell et al. (5), which are both available on the GEDIT website 
(http://webtools.mcdb.ucla.edu). For epithelial cells, we compared xCell enrichment scores with 
estimates. In brief, we employed constrained linear models (lsqlincon function from the pracma R 
package) to perform cell type deconvolution from gene expression of 368 transverse colon samples. 
For hepatocytes we were not able to find suitable reference data to compare our xCell estimates against. 
Estimated cell type abundances were compared between methods using Spearman correlation. 
 
For in silico simulations, we prepared synthetic cell type mixtures for colon, liver, adipose, skin, muscle, 
brain and blood tissues. The gene expression of cell types from colon, liver, adipose, skin, muscle was 
obtained from cell lines from the Human Protein Atlas (6), brain cell types were obtained from Zhang et 
al. (2) and blood cell types from Monaco et al. (7). xCell was then used to estimate the enrichment of 
these cell types in the in silico mixtures. We varied the proportion of cell types in each of the mixtures 
using linear combinations of gene expression profiles of each of the cell types. In total, we generated 100 
mixtures for each of the tissues and compared the simulated ground truth to xCell enrichment scores using 
Spearman correlation.  
 
Histology images were obtained from the GTEx Portal (https://gtexportal.org), and visually inspected for 
features matching estimated cell type abundances (e.g., presence of mucosal or muscular layers in 
transverse colon) 
 
To further assess how well the xCell enrichment scores capture the proportion of specific cell types, we 
computed the Spearman correlation between the xCell scores and a list of cell type specific marker genes 
curated from the literature (figs. S1C and S1D). The following markers were used for each cell type: 
Adipocytes: FASN (https://www.ncbi.nlm.nih.gov/pubmed/11728175); Epithelial cells: CDH1, CLDN7 
(https://www.ncbi.nlm.nih.gov/pubmed/27942595, https://www.ncbi.nlm.nih.gov/pubmed/14502431); 
Hepatocytes: AFP (https://www.ncbi.nlm.nih.gov/pubmed/16965562); Keratinocytes: KRT10 
(https://www.ncbi.nlm.nih.gov/pubmed/27641957); Myocytes: MYH7, TNNI1 
(https://www.ncbi.nlm.nih.gov/pubmed/30122443, https://www.ncbi.nlm.nih.gov/pubmed/25358788); 
Neurons: GAD1 (https://www.ncbi.nlm.nih.gov/pubmed/28846088); Neutrophils: STX3 (Zhernakova et 
al.) The xCell scores also captured differences in histology, as shown for the samples corresponding to the 
5th and 95th percentiles of xCell scores in fig. S1C. Histology images and pathology notes were obtained 
from the GTEx portal (https://gtexportal.org). 
 
xCell enrichment scores of 43 cell type-tissue combinations were tested for association with 37 
histological phenotypes that were available for those tissues and curated applying language model on 
pathology reports of v8 GTEx samples (available via the GTEx portal). Phenotypes needed to have at 
least three annotated cases in the tissue of interest to be tested. Difference in cell type enrichment scores 
between cases and controls were assessed using two-sided Wilcoxon Rank-sum test. 
 
xCell cell type enrichment in GTEx 
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Cell type enrichment scores were computed by running xCell on the full TPM gene expression matrix 
(from RNA-SeQC) of 17,382 RNA-seq samples from the GTEx V8 release, using the xCellAnalysis 
function from the R package. 
 
Identification of cell type interacting eQTLs and sQTLs 
Cell type interaction QTLs were mapped using used a linear regression model with an interaction term 
accounting for interactions between genotype and cell type enrichment:  
p∼g+i+g◦i+C  
where p is the phenotype vector (e.g., gene expression or intron excision ratio), g is the genotype vector, i 
is the inverse normal transformed xCell enrichment score, and the interaction term g ◦ i corresponds to 
point-wise multiplication of genotypes and cell type enrichment scores.  
C is a matrix of covariates that were also used in regular QTL mapping. These covariates include genotype 
principal components to correct for population structure and PEER factors. Interaction QTLs were 
identified by testing for the significance of the interaction term, and mapping was performed using 
tensorQTL (8), which computes regression coefficients and p-values for all terms in the model, enabling 
comparisons of interaction and main effects. Variants within ±1Mb of the TSS of each gene were tested, as 
for regular QTL mapping. To avoid potential regression outlier effects, we restricted ieQTL mapping to 
variants with MAF ≥ 0.05 in the samples belonging to each of the top and bottom halves of the enrichment 
score distribution, for each tissue-cell type combination (using the --maf_threshold_interaction 0.05 option 
in tensorQTL). For isQTL mapping, this threshold was set to MAF ≥ 0.1. The same filtered and normalized 
gene expression and splicing phenotype matrices used for regular QTL mapping were used for interaction 
QTL mapping. To identify genes with at least one significant ieQTL or isQTL (ieGenes or isGenes, 
respectively), the top nominal p-values for each gene or phenotype was corrected for multiple testing at the 
gene level using eigenMT (9). Significance across genes was computed by adjusting the eigenMT-corrected 
p-values using Benjamini-Hochberg, and applying a 0.05 FDR threshold. For isQTLs, the p-value 
corresponding to the top splicing phenotype was selected for each gene-variant pair, and corrected by the 
number of phenotypes tested (p ̃ = min(n ∗ p, 1), where n is the number of splicing phenotypes for the gene) 
prior to running eigenMT. QTL mapping and FDR correction were performed using expression and splicing 
phenotypes for all biotypes in the GENCODE v26 annotation, but downstream analyses are based on 
protein coding and lincRNA genes only. 
 
Cell type ieQTL validation using aFC of allele-specific expression data 
We used allele-specific expression (ASE) data of eQTL heterozygotes to correlate individual-level allelic 
fold-change (aFC) of an eQTL with individual-level cell type enrichments. For this analysis, we used the 
phASER haplotype-based ASE data for genes with ≥10 eQTL heterozygous individuals with ≥8 reads of 
ASE data per gene and nominally significant ASE aFC. The exact number of ieQTLs tested for ASE aFC 
validation after these filtering steps is indicated as bar labels in Fig. 2B. Since π1 statistic  For 13 out of 
43 cell type-tissue combinations > 20 ieQTL at 5% FDR were available. Spearman correlation p-values 
were used to assess how many cell type ieQTL show evidence of validation. We report the proportion of 
ieQTLs with a significant aFC-cell type correlation (P < 0.05) for all tested cell type-tissue combinations 
(Fig. 2B). For 13 cell type-tissue pairs with > 20 ieQTLs at 5% FDR we also calculated the corresponding 
π1 statistic on the correlation p-values (Fig. S5B). 
 
Replication in external data sets   
To assess replication of cell type ieQTLs and isQTLs, we examined p-values for matched variant-gene 
pairs in external cohorts where xCell cell type enrichment analysis and ieQTL and isQTL mapping was 
performed. Adipocyte and Keratinocyte ieQTLs were tested in TwinsUK adipose and skin tissues 
respectively (10). Neutrophil ieQTLs were tested for replication in whole blood from the GAIT2 study 
(11) and from purified neutrophils (12). Neuron ieQTLs and isQTLs were tested in temporal cortex from 
the Mayo RNA-sequencing study (13).  
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Multi-tissue ieQTL analysis 
MashR (14) was used to estimate ieQTL activity across 16 epithelial tissues and 13 brain tissues 
respectively. We assessed the significance of the top ieQTL-SNP per gene (the SNP with the largest 
univariate |Z|-statistic across tissues) where ieQTL effect size and standard error was available in all 
tested tissues. MashR was run in the exchangeable Z (EZ) mode, and 250,000 randomly selected 
SNP*GENE pairs that were tested across all tissues were used to fit the mash model. Effect size estimates 
and local false sign rate (LFSR) outputted by MashR were used for QTL magnitude and activity 
respectively. For pairwise tissue-sharing analysis of ieQTL we considered only iQTLs that were 
significant (LFSR < 0.05) in at least one of the two tissues. We defined an ieQTL to be shared if they had 
the same sign and similar magnitude (effect within a factor of 2 of one another), which is implemented in 
the mashr function `get_pairwise_sharing`. 
 
Tissue specificity analysis of ieQTLs 
Modeling Determinants of eQTL Tissue Specificity – A logistic regression model of eQTL tissue activity 
was built to predict whether a eQTL identified in a given discovery tissue is active in a given replication 
tissue given a set of predictors derived from genomic annotations, and tissue specific gene expression, and 
chromatin states. eQTL activity was defined as MashR LFSR < 0.05 in a replication tissue. Basic QC on 
the eQTL data used to build the model was performed as follows: expression level > 0 in both discovery 
and replication tissues, eQTL MAF > 0.005 in both discovery and replication tissues, difference in 
expression level > quantile(0.005) and < quantile (0.995) to exclude the most extreme cases of expression 
difference. R v3.5.1 was used with speedglm v0.3-2. When plotting model predictor coefficients they were 
standardized using the standardize R package v0.2.1 so that they could be plotted on the same scale. When 
reporting AUCs for the model including different sets of features it was trained on eQTLs spanning 
chromosomes 1-20 and tested on eQTLS from chromosomes 21 and 22. Otherwise, tissue level AUCs were 
generated by holding out holding out individual tissues and predicting the activity of eQTLs found in the 
other 21 tissues in the held-out tissue. In total, 22 tissues were used for the analyses, which were chosen 
based on having appropriately paired epigenomic state predictions from the ROADMAP Epigenomics 
Project (15). In cases where there were two extremely similar tissues (defined by pairwise tissue gene 
expression clustering), the tissue with the higher sample size was used. Chromatin state sharing was defined 
as either shared on not shared based on if the ROADMAP Chromatin state prediction was the same (shared) 
or different (not shared) between the pairwise tissues. The ROADMAP core 15-state model was used 
(https://egg2.wustl.edu/roadmap/web_portal/chr_state_learning.html).  
To test cell type ieQTLs as predictors of tissue specificity we only included cell types with > 20 ieQTLs 
(FDR > 0.05) in at least one of the tested tissues. Neurons and Hepatocytes had max. 14 and 2 ieQTLs 
(FDR > 0.05) respectively and were excluded from the analysis. Following predictors were also used in the 
model: distance between variant and TSS, variant MAF in GTEx, effect size in discovery tissue (aFC), 
global gene expression correlation between discovery and replication tissue, variant effect prediction, 
linsight conservation score (Huang, et al., 2017), variant is INDEL, Roadmap state and sharing between 
discovery and replication tissue, variant overlaps Ensembl Regulatory Build TF binding site (in any 
Ensembl tissue), variant overlaps Ensembl Regulatory Build CTCF binding site (in any Ensembl tissue), 
variant overlaps Ensembl Regulatory Build DHS site (in any Ensembl tissue), variant overlaps Ensembl 
Regulatory Build predicted motif site. The Ensembl Regulatory Build annotations were from Zerbino et al., 
2015.  
 
GWAS enrichment analysis 
To test whether ieQTLs or isQTLs were enriched for GWAS hits, we applied an updated version of 
QTLEnrich (available at https://github.com/segrelabgenomics/eQTLEnrich). QTLEnrich assesses the 
enrichment of top ranked trait associations (GWAS p-value<0.05 used here) amongst a set of significant 
QTL-variants in a given tissue, accounting for potential confounding factors such as allele frequency, 
distance to the transcription start site and local level of LD (number of LD proxy variants; r2 ≥ 0.5). Briefly, 
an enrichment p-value was computed for each GWAS-tissue pair tested, as the fraction of 100,000 randomly 
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sampled sets of null variants (of equal size to that of the QTL-variant set). Fold-enrichment was computed 
as the number of QTL-variants or null variants with a GWAS p-value below 0.05 divided by 5% of the 
variant set size. An adjusted fold-enrichment was computed for each QTL-variant set, as the fold-
enrichment of the QTL-variant set divided by the median fold-enrichment of 1,000 randomly sampled sets 
of confounder-matched null variants. QTLEnrich was applied to 87 GWAS and GTEx tissues with at least 
100 ieQTLs or isQTLs at 40% FDR testing 25 and 8 tissues respectively. GWAS enrichments among iQTLs 
at 40% and 10% FDR were comparable (Fig. Sx). To compare GWAS enrichment among iQTLs vs standard 
QTLs we matched tissue-trait pairs for standard QTLs at 5% FDR. Bonferroni correction was used to 
determine significant trait-tissue pairs, and the adjusted fold-enrichment was used as the test statistic to 
rank significant tissues based on their enrichment, as it corrects for enrichment of trait associations amongst 
matched null variants. 
 
Cell type iQTL-GWAS colocalization analysis 
Colocalization analysis was conducted using the coloc R package (16) Coloc uses summary statistics from 
QTL and GWAS studies in a Bayesian framework to identify GWAS signals that colocalize with QTLs. To 
maximize our discovery power, we ran coloc for all cell type ieGenes at FDR < 0.4 and 87 GWAS traits. 
All variants of the cis-QTL region (+/- 1 MB of the TSS of an ieGene) that were available for both the QTL 
and the GWAS trait were used in the function `coloc.abf()` with either cis-ieQTL or corresponding cis-
eQTL p-values and GWAS effect size estimates and their variances. Given the high sensitivity of 
colocalization results to the choice of priors, we use model-based priors computed with enloc (17). The 
same model-based priors used for cis-eQTLs were used for cis-ieQTLs assuming that regular cis-eQTLs 
reflect the average signal of all ieQTLs for a particular gene. The corresponding prior can thus be interpreted 
as the average prior of all ieQTLs for that gene and can be used as an approximated prior for each individual 
cell type ieQTL. We defined an ieGene or eGene as having evidence of colocalization when posterior 
probability of colocalization (PP4) was higher than 0.5. All coloc results with PP4 ≥ 0.50 are reported in 
Supplementary Table XXX.   
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Fig. S1. Benchmarking of xCell cell type estimates. (A) Concordance rates between xCell and other 
available methods. Besides xCell estimates, neuron and neutrophil estimates were generated using 
Cibersort; adipocyte, keratinocyte and myocyte estimates were generated using GEDIT and epithelial cell 
estimates were generated using lsqlin. The corresponding tissue where the cell types were estimated are 
indicated above each plot. Sample sizes for each tissue are shown in the top left corner [will be added] and 
Spearman correlation coefficients are shown in the top right corner. (B) in silico simulation using synthetic 
cell type mixtures for colon, liver, adipose, skin, muscle, brain and blood tissues. (C) Histological correlates 
of samples with xCell estimates in the 5thand 95thpercentile. Scatterplot show correlation of xCell estimates 
and cell type marker genes. Red dots indicate the samples that were taken from the 5thand 95th percentile to 
illustrate histological correlates. (D) Spearman correlation between expression of cell type-specific marker 
genes (Supplementary Table X) and xCell enrichment scores for combinations of cell types and tissues used 
in this paper (other combinations are represented by gray lines). Normalized expression data for mapping 
QTLs was used (see Methods). (E) Cell type estimates of 42 cell type-tissue pairs were tested for association 
with 37 histological phenotypes that were available for those tissues and curated applying language model 
on pathology reports of v8 GTEx samples. Phenotypes needed to have at least 3 annotated cases in the 
tissue of interest to be tested. In rows, only phenotypes that were significantly associated in at least one cell 
type-tissue pair are shown. In columns, only cell type-pairs that were significantly associated with at least 
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one phenotype are shown. Color and size of each dot resembles Wilcoxon Rank-sum p-values. Three 
examples are shown in the right-hand side panel. Adipocytes in Breast tissue are depleted in gynecomastia 
samples compared to controls. Adipocytes in liver cases with steatosis are elevated compared to control. 
Myocytes in atrophic skeletal muscle are elevated. 
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Fig. S2. xCell enrichment scores across 49 tissues. (A) Violinplots of xCell estimates of seven cell types 
across 49 tissues. For each cell type, interaction eQTL analysis was performed only in tissues where the 
cell type had a median xCell score > 0.1 (dashed horizontal line). (B) Correlation between xCell enrichment 
scores for the cell types indicated on the y-axis and the first ten PEER factors computed for each tissue, 
showing that the top PEER factors capture cell type heterogeneity. 
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Fig. S3. Cell type ieQTL discovery. (A) Number of cell type ieQTL discovered in each cell type-tissue 
pair at indicated FDR thresholds. x-axis is truncated at 1000 for ease of display. Number of neutrophil-
ieQTLs in Whole Blood were 1120/ 1380/ 1781 (FDR 0.05/ 0.1/ 0.2). Number of epithelial cell-ieQTLs 
in Colon Transverse were 1087/ 1513/ 2169 (FDR 0.05/ 0.1/ 0.2). (B) The number of cell type ieQTLs 
per tissue, as a function of sample size and variance of cell type estimates. The size reflects the standard 
deviation of cell type estimates in the corresponding tissue. Cell types are depicted as symbols. (C) 
Downsampling analyses in whole blood and transverse colon. (D) ieQTL pileup for CNTN 1 in Skin not 
sun exposed tissues. (E) Number of cell type isQTLs discovered in each cell type-tissue pair at indicated 
FDR thresholds. (F) The number of cell type isQTLs per tissue, as a function of sample size and variance 
of cell type estimates. (G) isQTL pileup for TNFRSF1A in Whole blood.  
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Fig. S4. Correlation of ieQTLs and cell type estimates. (A) ieQTL examples that are either positively 
(left) or negatively (middle) correlated with cell type estimates or where cell type correlation is uncertain 
(right). To categorize ieQTLs into these groups genotype main effects at low (25th percentile) vs high 
(75th percentile) cell type enrichment were compared. ieQTLs with "positive" cell type correlation show 
an increase of the genotype main effect from low to high cell enrichments. ieQTLs with "negative" cell 
type correlation show a decrease and the "uncertain" group contains ieQTLs where the sign flips between 
low and high cell type enrichments. (B) Stacked bar plots of proportion of cell type ieQTLs (min. 5 
ieQTLs with FDR < 0.05) that show positive, negative or uncertain cell type correlation. Number at the 
end of each stacked bar plot indicate the total number of cell type ieQTLs per tissue at FDR 0.05. (C) 
Proportion of cell type ieQTLs discovered in 43 tissue-cell type pairs, with shading indicating whether the 
ieQTL was discovered by cis-eQTL analysis in bulk tissue.  
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Fig. S5. Validation of cell type ieQTLs using correlation of ASE aFC and cell type abundance 

estimates. (A) Schematic representation of validation pipeline. (B) pi1 replication rate for cell type-tissue 
pairs with > 20 ieQTLs. (C) pi1 null distributions for 1000 randomly sampled ieQTLs.  



83 

 

 
Fig. S6. Replication of ieQTLs and isQTLs in external studies. (A) [will be added]  
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Fig. S7. Mechanism of eQTL tissue-specificity. (A) Coefficients from logistic regression models of cis-
eQTL tissue sharing incorporating cell type ieQTL annotations. Models were built per cell type that was 
tested for ieQTLs. All top significant (FDR < 5%) cis-eQTLs per tissue were annotated based on if they 
were also a significant (FDR < 5%) ieQTL for a given cell type. The coefficients represent the log(OR) 
that an eQTL is active in a replication tissue if it is an ieQTL. Bars represent the 95% confidence interval. 
(B)Pairwise sharing by magnitude and sign of ieQTLs across seven different tissue-cell type pairs. 
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Fig. S8. QTLEnrich analysis of iQTLs. Comparison of GWAS adjusted fold-enrichment among ieQTLs 
(A) and isQTLs (B) at 40% FDR vs 10% FDR. Grey line represent the fit, blue line indicate the diagonal. 
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