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ABSTRACT OF THE DISSERTATION 

 

Exploiting hydrophobic and electrostatic interactions for the effective removal of aqueous contaminants 

 

 by  

 

Unnati Rao 

Doctor of Philosophy in Civil Engineering 

University of California, Los Angeles, 2020 

Professor David Jassby, Chair 

Professor Jennifer Ayla Jay, Co-chair 

 

Water treatment processes using membrane technology, electrochemistry and nanomaterials have shown 

tremendous promise in the last several years. While pressure driven membrane treatment processes are 

capable of treating water sources containing a wide variety of contaminants, they suffer from several 

challenges such as osmotic pressure limitations and surface scaling and fouling. Membrane distillation is 

a vapor pressure driven process that does not suffer from osmotic pressure limitations, and hence can be 

used for the treatment of high salinity sources. However, fouling is still a major concern, along with the 

added high energy requirements. In this work, we look at a membrane distillation system that successfully 

separated non-volatile contaminants from a dairy farm waste stream, resulting in a concentrated stream of 

nutrients to be used as fertilizer, and a dilute stream of volatile compounds that can be used as the feed in 

fermentation processes. We also looked at treatment of high salinity brines by membrane distillation. Due 

to the excellent heat and electrically conductive properties of carbon nanotubes, an electrically conducting 

membrane fabricated by coating a polymeric membrane with a carbon nanotube suspension proved 

successful in mitigating inorganic scaling to a large extent. The externally applied electric potential 

reduced scale deposition by electrostatic repulsion and electrokinetic mixing. In another aspect of our 

research activities, we studied the degradation of perfluoroalkyl substances, a class of contaminants of 
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emerging concern that are highly recalcitrant carcinogenic compounds. Typical remediation of these 

compounds takes place through adsorption on activated carbon followed by incineration. Studies have 

shown that they can be degraded by electrochemical oxidation. We utilized the excellent sorption and 

electrically conductive properties of carbon nanotubes to develop a novel degradation mechanism, where 

an externally applied potential weakened the C-F bonds, and hydrated electrons generated by UV light 

resulted in defluorination. We extended this study to linear perfluoroalkyl substances having different 

chain lengths and headgroups, studied the feasibility of this mechanism on dechlorination of chlorinated 

solvents commonly co-occurring in groundwater, studied the impact of mixtures of perfluoroalkyl 

substances and verified the two-electron mechanism by evaluating degradation rates of isotopically 

labeled and unlabeled compounds.  
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1.1 Resource Depletion and Water Scarcity 

Overpopulation occurs when a population cannot be sustained due to the rapid depletion of resources1, 

which cannot be replenished in time frames meaningful to humans. Accelerated technological progress 

has ensured longer lifespans2, and the population is projected to reach over nine billion by the year 2050.3 

Limited resource availability is a serious concern, as the increasing population will demand food, water 

and energy in larger quantities.4 There is a fixed quantity of each resource available to us, and if we 

consume them at a faster rate than their replenishment, it is only a matter of time before they run out. 

Resource recovery is the process of selectively extracting useful resources from waste products, which 

can be further recycled and reused to sustain the growing population.5  

Agricultural yields and productivity have dramatically increased with the use of fertilizers, which provide 

nutrients essential for crop growth. Fertilizer production is highly energy intensive, and accounts for a 

third of the total energy utilized in the U.S.6 Recovering resources from waste streams that contain these 

nutrients could supplement traditional fertilizer production, thus reducing the energy impact of fertilizer 

production. Waste streams from food and dairy manure contain significant amounts of these nutrients, and 

selectively separating them could be an effective strategy for fertilizer production. Traditionally, these 

streams are disposed in landfills, which leads to a host of other environmental concerns such as 

groundwater contamination due to landfill leachate.7 Agricultural waste streams also contain a significant 

amount of carbon, which can be extracted for use in the form of biofuel. These reactions are typically 

conducted at high pressures and are not economical when compared to fossil fuel production.8 However, 

in the future, as fossil fuel sources are rapidly depleted, they can potentially become more important. 

This, combined with the possibility of reducing environmental impacts due to waste disposal, make 

resource recovery from agricultural wastes an attractive pathway in the future.  

Water is essential for life and all human activities, and the most important of these resources. 71% of the 

earth’s surface is covered by water. However, nearly 97% of this is present in the oceans as salty water. 

The remaining (little over 3%) is held by glaciers, ice caps, surface water sources (lakes, rivers, streams, 
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etc.), aquifers, and in air as water vapor. Traditionally, surface water and groundwater sources have been 

used for domestic and industrial applications, and these resources have been adequate to sustain the 

human population. However, due to the increase in population over the last few centuries, rapid 

industrialization, and the resulting climate change, the world is facing drastic water shortage and scarcity 

issues. Interestingly, the world is facing a problem of too much water in some places, and not enough 

water in others. As of 2018, fourteen of the world’s twenty megacities experienced water scarcity or 

drought-like conditions.9 Water demand originates from four sources- agriculture, industries, energy 

generation and human consumption.10 Climate change and rising bioenergy demands further exacerbate 

water shortage.11 To add to this, human activities release toxic and non-toxic pollutants, that make water 

unusable without treatment.  

To combat these challenges, better water management practices, efficient and economical methods of 

obtaining clean water from non-conventional sources (seawater, geothermal brines, etc.), and improved 

treatment techniques for existing water sources and water treatment systems are required.  Strategies to 

address water scarcity include water reuse from contaminated sources (groundwater, wastewater, etc.) and 

desalination (extracting pure water from seawater or brackish water).  

There is tremendous potential for nutrient, energy and water recovery from wastewater, water recovery 

(treatment) of saline streams (seawater and brackish water), as well as contaminated groundwater. The 

common ground in resource recovery and water treatment (recovery) is the separation (and subsequent 

degradation in case of contaminated groundwater) of a foreign entity in a water matrix. On the molecular 

level, these entities interact with each other, with other surfaces, and with water molecules by 

intermolecular forces. A better understanding of these intermolecular forces is the first step in developing 

effective methods of separation, in turn resulting in more effective resource recovery and water treatment. 
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1.2 Intermolecular Forces 

Intermolecular forces between aqueous species include attraction and repulsion; they are non-covalent 

interactions, and do not involve any sharing or exchange of electrons.12  The non-covalent intermolecular 

forces that are of importance in separation processes are electrostatic effects, Van der Waals forces and 

hydrophobic effects.13  

1.2.1. Electrostatic Forces and the Electrical Double Layer 

The electrostatic potential is created by a system of nuclei and electrons. Molecules or ions that have 

permanent charges interact with each other according to Coulumb’s Law.14 Oppositely charged species 

attract, while like charged species repel.15 In aqueous systems, surface charges come about in two ways – 

by the dissociation of surface groups, or by the adsorption of ions on the surface.16 Ionic bonds are formed 

by the transfer of electrons between two atoms. Thus, when an ionic molecule dissociates in water, 

charged entities are formed, which are able to interact with each other and with other charged entities.  

When a solid is immersed in a liquid, the properties at the solid-liquid interface are different from the 

properties of the extended solid or liquid phase. This is because the solid surface is charged, and these 

charges affects the charge distribution in the liquid phase. The surface attracts oppositely charged 

particles (counter-ions) in the fluid, while repelling similarly charged ions (co-ions). Some of these 

counter-ions are sorbed on the surface (Stern layer), while most others form a diffuse layer along the 

surface, effectively screening the surface charge. This results in a region of high concentration of counter-

ions along the surface and a low concentration of co-ions. As the distance from the surface increases, the 

counter-ion/co-ion ratio is restored. This results in the formation of a thin double layer close to the 

surface, consisting of the surface charge and the diffuse layer of counter-ions (Figure 1). In the electrical 

double layer, there is an imbalance in the ratio of co and counter ions. As the distance from the charged 

surface increases, this balance is restored.17 According to the Guoy-Chapman model, the interfacial 

potential is due to the presence of the charges on the surface, and an equal number of oppositely charged 
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ions in the solution. Thus, the double layer extends until the counter-potential restricts their tendency to 

diffuse.18 The Poisson-Boltzmann equation can be used to predict the potential distribution near the 

surface. However, this equation assumes that ions are point charges, and is only valid at low ionic 

concentrations and surface charge. To account for the volume occupied by ions, the modified Poisson-

Boltzmann equation was formulated. As we move away from the surface, the potential drops linearly in 

the Stern layer, and exponentially in the diffuse layer. This allows us to predict the concentration of ions 

in the electrical double layer.19 The electrical double layer extends only up to a few nanometers, with the 

length inversely proportional to the ionic strength of the fluid.20 This is because at greater ionic strengths, 

the potential drop is much more rapid, which neutralizes the surface charge. The double layer is thus 

formed to neutralize the surface charge, and results in the formation of an electrokinetic potential between 

the surface and any point in the liquid phase. When a charged body is influenced by an electric field, it 

moves with a fixed velocity. This is known as electrophoresis.21 The plane that separates the moving 

particle from the bulk liquid is known as the slip plane, and the electric potential at this point is known as 

the zeta potential (The potential drop across the diffuse layer).22 

 

Figure 1: Electrical Double Layer Structure 
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1.2.2. Van der Waals Forces 

Van der Waals forces are intermolecular attractive and repulsive forces, that act at short distances. They 

are the result of the fluctuating polarities of neighboring particles, and are manifesting in the following 

three forms: The London dispersive force, the Debye force, and the Keesom force. Van der Waals forces 

are long-range, and their effect decreases with distance, according to a power law.23 An atom or molecule 

can have two kinds of dipole moments: Permanent dipole moments, and induced dipole moments. 

Permanent dipole moments are formed when atoms of different electronegativities form bonds, resulting 

in fixed regions of high electron concentration (negative charge) and low electron concentration (positive 

charge) that exist at a distance from one another within a molecule (Figure 2). Such molecules are known 

as polar molecules. When a non-polar atom or molecule is influenced by an electric field, its electron 

cloud is distorted as it responds to the electric field. This results in the formation of a positive and 

negative charge within the atom or molecule, known as an induced dipole moment.24 The force between 

two molecules having permanent dipole moments is known as Keesom force. The interaction between a 

molecule having a permanent dipole moment and a molecule having induced dipole moment is known as 

Debye force, and the interaction between two atoms or molecules having induced dipole moments is 

known as the London dispersion force.25  

 

 

 

 

 

 

 

Figure 2: Formation of dipoles in an atom/molecule 
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1.2.3 Hydrophobic Forces 

The large electronegativity difference between hydrogen and oxygen causes water to be a strongly polar 

molecule. In a water matrix, the electron rich oxygen atoms attract the neighboring electron poor 

hydrogen atoms, forming hydrogen bonds. Thus, hydrogen bonds are a kind of electrostatic interaction.26 

They are formed in compounds containing hydrogen linkages to other very electronegative atoms such as 

N, O or F. However, hydrogen bonding in water is particularly strong, because a single water molecule is 

capable of forming four hydrogen bonds – two involving their own hydrogen atoms, and two involving 

hydrogen atoms in neighboring water molecules. Hydrogen bonding is responsible for several of the 

unique properties of water, such as its strong surface tension, high boiling point considering its size, and 

excellent ability as a solvent for polar molecules. It is also the reason that water molecules form hydration 

shells around other ions and molecules. In order to accommodate a non-polar compound (hydrophobe), 

the following steps are necessary. (i) Creation of a cavity in the water matrix, which requires hydrogen 

bonds to be broken, (ii) Structuring of water molecules around the hydrophobe, which results in an 

orderly formation (Figure 3).27 This is not entropically favorable, as it results in a decrease in entropy (due 

to a more orderly structure). When two non-polar entities are in a water matrix, the water molecules move 

away and the two objects have a tendency to coalesce so as to minimize the contact area between water 

and these non-polar solvents. This water-repelling tendency is known as the hydrophobic effect.28 

Hydrophobic forces can act at distances up to 10nm.29, 30  
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Figure 3: Effect of non-polar solutes in water 

 

In this work, we focus on modifying surface hydrophobic and electric properties in order to improve 

water treatment processes. We will now discuss membrane technology, one of the primary methods of 

water treatment, the challenges associated, and how we can tailor surface hydrophobicity and electrical 

properties to address these challenges.  

1.3 Membrane Technology 

Membrane technology is capable of seawater and brackish water desalination, as well as purification of 

contaminated water sources. It is widely used in water treatment processes, and consists of a semi-

permeable physical barrier (membrane) that allows the transport of certain molecules through its pores, 

while retaining others.31 It can be used for liquid as well as gas separations. Selective transport through 

the membrane can be due to steric effects (on the basis of size), or Donnan effects (on the basis of 

charge). Membranes face a number of challenges such as high energy demands, thermodynamic 

constraints, the need for costly materials and fabrication processes, membrane fouling and scaling, 

pretreatment requirements, poor rejection of uncharged solutes having small sizes, etc.32, 33  
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1.3.1 Membrane Classification and Transport Mechanisms 

Microfiltration (MF), ultrafiltration (UF), nanofiltration (NF), reverse osmosis (RO), electrodialysis (ED), 

forward osmosis (FO), pervaporation (PV) and membrane distillation (MD) are the most common 

membrane separation processes. Of these, MF, UF, NF, RO are pressure driven, MD and PV are partial 

(vapor) pressure driven, FO is osmotic pressure driven and ED is driven by an applied electric potential.  

 

Figure 4: Membrane cut-off characteristics 

Figure 4 shows the cut off characteristics for different membranes. MF membranes have pore size 

between 100 and 10,000 nm and are capable of removing emulsions of oil, colloidal silica and bacteria.34, 

35 UF membranes have pore sizes between 1 and 10 nm, and are capable of removing viruses and 

proteins.34 UF is often used as a pretreatment for NF and RO. NF membranes have pore sizes in the sub-

nanometer range (0.1 to 1 nm) and are capable of removing hydrated divalent ions.36 RO membranes do 

not have pores, and the separation takes place by the solution diffusion model. RO membranes are 

capable of retaining monovalent ions, which make them extremely effective for seawater and brackish 

water desalination. They can reject > 99% of NaCl.37 Treatment by PV membranes is a combination of 
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permeation and evaporation, and the separation mechanism is similar to RO (solution diffusion 

mechanism). PV membranes are used for separating liquid mixtures, such as organic-organic or organic-

water mixtures.38, 39 MD membranes are hydrophobic, and allow water vapor to pass through their large 

pores, while retaining liquid containing dissolved contaminants on the feed side.40 The transport of 

solvents through pores in MF and UF membranes takes place by the pore flow model, where pores are 

relatively large and stable, and convective transport takes place.41 RO and PV separation follows the 

solution diffusion model.42 In this process, the solvent is selectively dissolved or adsorbed by the 

membrane material within the free volume of the polymer chains, while the contaminant is rejected. The 

concentration gradient across the membrane matrix drives the solvent movement, and the solvent is 

desorbed on the permeate side. Vapor transport across hydrophobic MD membranes is driven by a vapor 

pressure gradient due to temperature difference maintained between the feed and permeate side.43 The 

generated vapor passes through the large MD pores, while the hydrophobic nature of the membrane 

retains liquid water, which contains dissolved contaminants. 

1.3.2 Membrane Distillation 

 

Figure 5: Membrane distillation schematic 

MD is a membrane-based separation process, in which a hydrophobic polymeric membrane separates the 

feed (contaminated) side from the permeate (purified) side (Figure 5). A vapor pressure gradient drives 

the movement of water vapor and volatile compounds from the feed to the permeate side through the 

pores of the membrane.40 Figure 5 depicts a flat sheet direct contact membrane distillation process (where 
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the feed and permeate streams are both in contact with the membrane). In figure 5, the feed side 

containing water and foulant molecules (flowing in the direction of the red arrow) is heated (outside the 

MD module). This thermal energy increases the vapor pressure of water, driving vapor molecules through 

the (hydrophobic) membrane pores into the permeate stream (flowing in the direction of the blue arrow). 

Liquid water with dissolved foulants is retained by the membrane on the feed side.44  

Being a vapor pressure driven process, MD has certain advantages over other membrane-based separation 

processes that rely on externally applied pressure. For example, MD has no osmotic pressure limitations, 

and can be used to treat highly contaminated waste streams, resulting in high water recovery.45 They can 

also be cost effective, as they are operated at atmospheric pressure, and can achieve high rejection (> 

99%).46, 47 

1.3.2.1 MD Configurations 

MD can typically be operated in a number of different configurations. A few of them are discussed below:  

a. Direct Contact Membrane Distillation (DCMD) 

Here, the hot feed side and the cold permeate side are both in direct contact with the membrane surface.44 

Vapor from the feed side travels through the membrane pores, and condenses on the permeate side, 

mixing with the cool permeate stream. The temperature of the permeate stream rises as a result if this 

added vapor, and the permeate stream needs to be cooled to maintain the driving force. This is the most 

common MD configuration. However, its major drawback is heat loss by conduction through the 

membrane surface.17 

b. Air Gap Membrane Distillation (AGMD) 

In this mode, the hot feed side is in contact with the membrane surface. On the permeate side, a stagnant 

film of air separates the membrane from the condensation surface. The vapor crosses the air gap and 

condenses on the cool surface. A drawback in this configuration is the additional mass transfer resistance 

introduced by the air gap.40, 48, 49  
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c. Sweeping Gas Membrane Distillation (SGMD) 

In this mode, inert gas is used to sweep the vapor on the permeate side, which is then condensed outside 

the module. This overcomes the mass transfer resistance encountered in AGMD, due to the movement of 

the gas. It also reduces losses due to heat conduction encountered in DCMD. However, a large condenser 

is required, as a small volume of vapor is mixed with a large volume of the inert gas.50, 51  

d. Vacuum Membrane Distillation (VMD) 

Here, a vacuum pump is used to create vacuum on the permeate side, and the vapor is condensed outside 

the module. However, VMD systems have a greater susceptibility to membrane wetting.52, 53 VMD is 

most commonly used for the removal of volatiles from aqueous streams.52  

1.3.2.2 Membrane Properties Governing Effective Separation 

a. Liquid Entry Pressure 

A membrane’s liquid entry pressure is the minimum pressure that drives the liquid to enter the membrane 

pores, resulting in their wetting. When the transmembrane pressure (pressure difference between the feed 

and the permeate side) exceeds the liquid entry pressure, the membrane gets wet, allowing liquid (along 

with dissolved constituents) to enter the pores and mix with the permeate stream.54 A membrane’s liquid 

entry pressure depends on the pore size and surface properties (hydrophobic nature) of the membrane. It 

also depends on the feed constituents and concentration.54  

Liquid entry pressure can be estimated using the following equation: 

𝛥𝑃 = 𝑃𝑓 − 𝑃𝑝 =
−2𝐵𝛾𝑙𝑐𝑜𝑠𝜃

𝑟𝑚𝑎𝑥
  Equation 1 

𝑃𝑓 and 𝑃𝑝  being the hydraulic pressure on the feed and permeate side; 𝐵 being the geometric pore 

coefficient (equal to 1 for cylindrical pores);  𝛾𝑙 being the liquid surface tension, 𝜃 being the contact 

angle, and 𝑟max the maximum pore size.55  
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b. Membrane Thickness 

The permeability of a membrane is inversely proportional to its thickness, since a thicker membrane 

offers greater mass transfer resistance. An optimum thickness would provide the membrane with 

mechanical stability, while not offering too great a mass transfer limitation. The optimum thickness is 

between 30-60 µm.56  

c. Membrane Porosity and Tortuosity.  

Membrane porosity is the volume of the pores divided by the total volume of the membrane. Greater 

porosity results in greater permeability. Porosity can be determined by the Smolder-Franken equation 

𝜀 = 1 −
𝜌𝑚

𝜌𝑝𝑜𝑙
   Equation 2 

Where 𝜌𝑚 and 𝜌𝑝𝑜𝑙 are the densities of the membrane and polymer material respectively. Membrane 

porosity usually ranges from 30-85%. The deviation of the pore structure from the cylindrical shape is 

defined as tortuosity (τ).57 Membrane permeability is inversely proportional to τ. τ can successfully be 

correlated to 𝜀 using the following equation: 

𝜏 =
(2−𝜀)2

𝜀
  Equation 3 

d. Mean Pore Size and Pore Size Distribution 

Pore size usually lies between 100 nm and 1 µm, the permeability is directly proportional to pore size. 

Pore size is used to determine the mechanism of vapor transport across the pore. Since all the pores in a 

membrane are not uniformly sized, it is important to know the pore size distribution.58, 59  

1.3.2.3 Transport Mechanisms: 

Mass transfer in DCMD occurs by convective and diffusive transport of water vapor. The membrane 

structure and the air trapped within the pores provide resistance to mass transfer. In this section, we will 

discuss the equations governing heat and mass transfer in order to better explain temperature polarization 
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– a phenomenon where the driving force drops due to a temperature gradient formed between the 

membrane surface and bulk feed.60-62  

a. Mass Transfer Equations: 

The mass flux through the membrane is proportional to the vapor pressure difference 

𝐽 = 𝐶𝑚𝛥𝑃  Equation 4 

Where 𝐶𝑚 is the mass transfer coefficient, and 𝛥𝑃 is the vapor pressure gradient across the membrane.  

Equation 4  can be written as 

𝐽 = 𝐶𝑚
𝑑𝑃

𝑑𝑇
(𝑇𝑓,𝑚 − 𝑇𝑝,𝑚)  Equation 5 

Where, 𝑇𝑓,𝑚 and 𝑇𝑝,𝑚 are temperatures at the membrane surface on the feed and permeate side 

respectively.  

According to the Clausius-Clapeyron equation 

𝑑𝑃

𝑑𝑇
= [

𝐻𝑣

𝑅𝑇2
] 𝑃0(𝑇)  Equation 6 

For more concentrated solutions, the equation was adapted to 

𝐽 = 𝐶𝑚
𝑑𝑃

𝑑𝑇
[(𝑇𝑓,𝑚 − 𝑇𝑝,𝑚) − 𝛥𝑇𝑡ℎ](1 − 𝑋𝑚)  Equation 7 

Where 𝛥𝑇𝑡ℎ is the threshold temperature, given by  

𝛥𝑇𝑡ℎ =
𝑅𝑇2

𝑀𝑤𝛥𝐻𝑣

𝑋𝑓,𝑚−𝑋𝑝,𝑚

1−𝑋𝑚
  Equation 8 

Where 𝑋𝑓,𝑚, 𝑋𝑝,𝑚 and 𝑋𝑚 represent the mole fractions of dissolved species at the membrane surface on 

the feed side, at the membrane surface on the permeate side and inside the membrane respectively. 𝑅 and 

𝛥𝐻𝑣 represent the universal gas constant and latent heat of vaporization respectively.  

For low concentration solutions, we can assume that vapor pressure is dependent only on temperature 

(negligible dependence on salt concentration) and use the Antoine’s equation.  
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To incorporate the effect of both temperature and concentration on vapor pressure, the following equation 

can be used 

𝑃(𝑇, 𝑥) = 𝑃0(𝑇)𝑎𝑤(𝑇, 𝑥)  Equation 9 

 

Where 𝑎𝑤(𝑇, 𝑥) is the water activity as a function of both temperature and concentration, and 𝑃0(𝑇) is the 

vapor pressure of pure water at a given temperature.  

Raoult’s law is used to estimate vapor pressure 

𝑃(𝑇, 𝑥) = 𝑃0(𝑇)(1 − 𝑥)  Equation 10 

Mass transfer through the membrane pores can follow three different mechanisms 

i. Knudsen diffusion: This kind of mass transport takes place when the pore size is small. 

Diffusion is dominated by collisions between the molecules and the pore walls, and collisions 

of molecules amongst themselves can be neglected.  

ii. Molecular diffusion: This kind of movement occurs when molecular movement is driven by 

the concentration gradient 

iii. Viscous flow (Poiseuille flow): This kind of mass transfer occurs when the movement of gas 

molecules is driven by a pressure gradient  

The Knudsen number (Kn) is defined as the ratio of the mean free path (λ) of the molecule to the 

membrane pore size, and can be used to estimate the dominant mass transfer mechanism within the pore. 

According to the kinetic theory of gases, the mean free path is defined as  

𝜆 =
𝑘𝐵𝑇

√2𝜋𝑃𝑑𝑒
2  Equation 11 

Where, 𝑘𝐵, 𝑇 and 𝑃 are Boltzmann constant, absolute temperature and average pressure respectively.  
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For Kn>1, Knudsen diffusion dominates, and the molecular transport is dominated by collisions between 

the molecules and pore walls. Mass transfer coefficient is estimated using the following equation 

𝑐𝑘𝑛 =
2𝜋

3

1

𝑅𝑇
(
8𝑅𝑇

𝜋𝑀𝑤
)

1

2 𝑟3

𝜏𝛿
  Equation 12 

Where, τ, 𝑟, δ and 𝑀𝑤 are tortuosity, membrane pore radius, membrane thickness and molecular weight 

of the water vapor respectively.  

If Kn < 0.01, molecular diffusion in the air within the pores is the dominant mechanism. In this scenario, 

the mass transfer coefficient is estimated using the equation 

𝑐𝐷 =
𝜋

𝑅𝑇

𝑃𝐷

𝑃𝑎𝑖𝑟

𝑟2

𝜏𝛿
  Equation 13 

Where, 𝑃𝑎𝑖𝑟 and 𝑃 are the air pressure and the total pressure within the membrane pore respectively, and 

𝐷 is the diffusion coefficient. In addition, the flux through membrane pores when molecular diffusion 

dominates can be estimated using 

𝐽 =
1

𝑃𝑎𝑖𝑟

𝜀

𝜏𝛿

𝐷𝑃𝑀𝑤

𝑅𝑇
 𝛥𝑃  Equation 14 

Removing the stagnant air existing inside the pores by degassing the feed and permeate will reduce the 

molecular diffusion resistance, so the membrane permeability will increase 

If the Knudsen number lies between 0.01 and 1, the vapor molecules collide with each other and also 

diffuse through the air film.in this case, the diffusion coefficient is calculated using equation: 

𝑐𝑐 =
𝜋

𝑅𝑇

1

𝜏𝛿
[(
2

3
(
8𝑅𝑇

𝜋𝑀𝑤
)

1

2
𝑟3)

−1

+ (
𝑃𝐷

𝑃𝑎
𝑟2)

−1
]

−1

  Equation 15 

The diffusivity of water vapor in the pores is given by: 

𝑃𝐷 = 1.895 ∗ 10−5𝑇2.072  Equation 16 

The Fuller equation can be used to predict binary gas diffusion: 
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𝐷 = 1 ∗ 10−7
𝑇1.75(

1

𝑀𝑤𝑎
+

1

𝑀𝑤𝑏
)

1
2
 

𝑃[(∑𝑣𝑎)
1
3+(∑𝑣𝑏)

1
3]

2  Equation 17 

Where, ∑𝑣 is the diffusion volume, T is the temperature in kelvin and P is the pressure in atmosphere.  

b. Heat Transfer Equations 

Heat transfer in DCMD occurs in three steps: 

Heat transfer by convection in the feed boundary layer: 

𝑄𝑓 = ℎ𝑓(𝑇𝑓 − 𝑇𝑓,𝑚)  Equation 18 

Heat transfer through the membrane by conduction:  

𝑄𝑚 =
𝑘𝑚

𝛿
(𝑇𝑓,𝑚 − 𝑇𝑝,𝑚) + 𝐽𝛥𝐻𝑣  Equation 19 

𝑄𝑚 = ℎ𝑚(𝑇𝑓,𝑚 − 𝑇𝑝,𝑚) + 𝐽𝛥𝐻𝑣  Equation 20 

 

Where ℎ𝑚 represents the heat transfer coefficient of the membrane.  

Heat transfer by convection in the permeate boundary layer: 

𝑄𝑝 = ℎ𝑝(𝑇𝑝 − 𝑇𝑝,𝑚)  Equation 21 

At steady state, 

𝑄 = 𝑄𝑓 = 𝑄𝑚 = 𝑄𝑝  Equation 22 

Therefore,  

𝑄 = ℎ𝑓(𝑇𝑓 − 𝑇𝑓,𝑚) = 𝑄𝑚 = ℎ𝑚(𝑇𝑓,𝑚 − 𝑇𝑝,𝑚) + 𝐽𝛥𝐻𝑣 = ℎ𝑝(𝑇𝑝 − 𝑇𝑝,𝑚)  Equation 23 

 

𝑄 = 𝑈(𝑇𝑓 − 𝑇𝑝)  Equation 24 

Where 𝑈 represents the overall heat transfer coefficient. 
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An important factor in DCMD is the phenomenon of temperature polarization. Thermal gradients 

developed in the boundary layer lead to a reduced driving force. The temperature at the membrane surface 

on the feed side is lower than the bulk, and the permeate side temperature is higher than the bulk 

temperature.63 Membrane surface temperatures can be estimated using a mathematical iterative model. 

This results in a loss of driving force, in turn lowering flux.64, 65  

1.3.2.4 Challenges Faced in MD 

a. Membrane Fouling/Scaling and Control Techniques 

 

    

 66 

 

 

 

 

 

Membrane fouling is a major hindrance to MD operation. Fouling occurs when organic or inorganic 

contaminants deposit on the membrane surface or within the pores, clog the pores, and block the transport 

of vapor across the membrane. Once fouled, the flux through the membrane drops significantly, leading to 

an increase in energy consumption and operating cost. Fouling can also damage the membrane surface, 

thus shortening its life. Severe fouling may require intensive chemical cleaning or membrane 

replacement. The factors affecting fouling are operating conditions, membrane properties and the 

Figure 6: Types of membrane fouling 
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chemistry of the feed water. There are four kinds of fouling: mineral scaling, organic fouling, colloidal 

fouling and biofouling (Figure 6).67-70  

Mineral scaling occurs when ions present in the solution form nuclei, and subsequently crystals, that 

deposit on the membrane surface or within the pores. This is most often observed in desalination. A 

region of high salt concentration is formed in the vicinity of the membrane surface (due to depletion of 

water molecules). This layer of high salt concentration is known as the concentration polarization layer 

(Figure 7). Concentration polarization is detrimental to all membrane filtration processes. In pressure-

driven systems, they can result in osmotic pressure limitations. An increase in solute concentration near 

the membrane surface increases the osmotic pressure on the feed side, and the applied pressure needs to 

overcome this osmotic pressure in order to force water through the membrane pores. MD processes, being 

vapor pressure driven, do not face these osmotic pressure limitations. However, this high salt 

concentration can lead to super saturated conditions, causing these salts to precipitate and deposit on the 

membrane surface, leading to scale formation. Scaling can be of two kinds: homogenous and 

heterogenous. Homogenous crystal growth occurs when nucleation occurs in the solution, and the formed 

crystal is then deposited on the membrane surface. On the other hand, heterogenous nucleation occurs 

when nuclei are formed on the membrane surface. Heterogenous nucleation is much more common in 

membrane systems, because of the existence of the solid/liquid interface, and is much faster than 

homogenous. In the initial stages of scale formation, amorphous ‘pre-nucleation’ clusters numbering just 

a few atoms are thought to be formed, which gradually grow in size and develop crystalline 

characteristics, before being deposited on the membrane. These pre-nucleation clusters are formed in 

areas with highest salt concentration, such as at the membrane-water interface. Their formation can be 

avoided by encouraging mixing within this region, thus preventing co-location of scale forming ions.71 

The rate of scale formation is also affected by the ratio of cations and anions in the concentration 

polarization layer.72 Mineral scale formation is typically controlled by adding anti-scalants, modifying 

solution pH or by encouraging turbulent flow.71, 73 Anti-scalants are surface-active materials that interrupt 
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with precipitation reactions in the following ways: (i) Threshold inhibitors act by sorbing on to newly 

formed crystals and preventing them from growing by blocking active growth sites. (ii) Crystal 

modification anti-scalants work by distorting crystal shapes, encouraging the formation of soft crystals 

that do not easily adhere to the membrane surface; and (iii) Dispersion, that causes anti-scalants to adsorb 

on crystal particles and impart high anionic charge, which prevents these particles from precipitating.74 

Modifying pH in the feed can inhibit scaling by preventing precipitation of compounds that have pH 

sensitive solubility, such as CaCO3. Turbulent flow causes rapid ion movement and mixing, thus 

effectively reducing the possibility of their co-location at timescales required for scale formation. 

Organic compounds present in wastewater can either be hydrophobic, hydrophilic or transphilic, causing 

them to attach to membrane surfaces. Organic fouling is poorly understood, as most of the lab studies are 

conducted with simulated samples using foulants such as bovine serum albumen, humic acid, etc. Several 

studies show that humic acid found in natural organic matter is primarily responsible for organic fouling. 

However, another group of studies shows that hydrophilic polysaccharides are the primary reasons for 

severe organic fouling. Humic acid fouling is much more rapid in the presence of salts such as NaCl. 

However, humic acid was not found to have penetrated membrane pores. Thus, fouling by humic acid is 

reversible and does not damage the membrane structure. Elimelech and group have studied organic 

fouling by a mixture of bovine serum albumen, sodium alginate and humic acid. A strong correlation was 

observed between organic fouling and molecular adhesion. Strong molecular interactions led to the 

formation of a cake layer. The study also showed that before the cake layer is formed, fouling is sensitive 

to intermolecular interactions and hydrodynamic conditions. Pretreatment, high cross-flow velocity, 

surface modifications and surface cleaning are the principle ways to address organic fouling.75-77 

Lake, ground and river water, when treated by MD can lead to colloidal or particulate fouling by silica, 

clay, silt and humic substances. Silica is particularly challenging to remove. Silica can be present in the 

form of colloidal, particulate or dissolved silica. Larger particles are typically removed by MF and UF 

pretreatment steps. However, dissolved silica is particularly challenging, as supersaturation conditions can 
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result in silica polymerization, which results in a gel like layer that is particularly challenging to remove 

and clogs membrane capillaries. Such conditions are more likely to occur in the presence of divalent 

cations. Because of this, silica containing feed waters can be particularly challenging to treat.78, 79 Silica 

containing water is pretreated, or the membrane is cleaned using a high pH solution. 

Biofouling, particularly due to extra polymeric substances (EPS) secreted by bacteria can cause rapid 

fouling in MD. They are also hard to remove, as they adhere to the membrane surface. They are 

composed of 75-90% water, and are porous. Thus, apart from pore blocking and wetting, they also lead to 

diffusion limitations.76, 78 Biofouling is usually controlled by pretreatment, and adjusting operating 

conditions such as cross-flow velocity and set-point flux.80 

Thus, the main strategies to mitigate fouling and scaling are feed pretreatment, membrane surface 

modifications, and chemical cleaning. Pretreatment can be carried out by filtration, or by  

adding anti-scalants, flocculants or chemicals.81 

  

 

 

 

b. Membrane Wetting and Control Techniques 

In MD processes, water transfer occurs in the form of vapor and not liquid. Sometimes, the deposition of 

salts or amphiphilic molecules on the surface or in the pores can create a hydrophilic pathway for liquid 

transfer across the membrane. This phenomenon is known as wetting and can cause a rapid decline in 

rejection by allowing water containing dissolved contaminants into the permeate stream.82 Wetting also 

occurs when transmembrane pressure (the pressure differential between the feed and permeate sides) 

exceeds the liquid-entry pressure (the minimum transmembrane pressure causing the water in the feed to 
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Figure 7: Concentration polarization 
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enter the membrane pores).12 membrane wetting can be distinguished into four categories: non wetted, 

surface wetted, partially wetted and fully wetted. Surface wetting shifts the vapor-liquid interface inwards 

in the membrane cross section. This causes increase in temperature polarization, resulting in lower 

permeate flux. In this scenario, there is a possibility of scaling within the membrane pores due to solvent 

evaporation. However, in some cases, surface wetting or partial wetting has shown to result in an increase 

in permeate flux due to the shorter pathway for vapor to diffuse into the permeate side. When solution 

penetrates deeper into membrane pores, partial wetting takes place. In some cases, this decreases the 

permeate flux due to a reduction in active surface area for mass transport. When full wetting occurs, 

membrane pores are flooded with solution, resulting in viscous flow of liquid through the pores and no 

rejection of contaminants.82 Wetting is avoided by maintaining operating conditions such that the 

transmembrane pressure does not exceed membrane liquid entry pressure. Omniphobic membranes that 

show higher wetting resistance are also being developed by modifying surface properties. This is done by 

ensuring low surface energy chemistry by modifying the membrane with chemicals such as 

perfluorooctanyl chloride83, by deposition of nanoparticles84, or by modifying topographical features by 

changing the surface texture. 

c. Energy Demands 

Since the MD process relies on a thermal driving force, the process is considered highly energy intensive 

due to water’s high heat capacity. Compared with other pressure-based membrane separation processes, 

MD has a high energy demand.85 The latent heat of vaporization is in the range of 667 kW h m-3.86 The 

Gibb’s free energy of separation in a RO process is in the range of 0.76 and 1.06 kW h m-3.87, 88 To make 

it commercially viable, the energy efficiency of MD process has to be increased.89 One way of doing this 

by using waste heat from source water or other treatment processes.  

In the following section, we will transition into looking at a class of contaminants of emerging concern 

that are toxic and recalcitrant, and their typical treatment processes. In this dissertation (Chapters 4 and 

5), we modified surface properties to enable sorption of these contaminants to surfaces by tuning the 
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surface hydrophobic and electric properties. The sorption enabled electron transfer reactions which along 

with the action of hydrated electrons, synergistically caused contaminant degradation. We also briefly 

discuss electron-transfer reactions and hydrated electrons.  

1.4 Contaminants of Emerging Concern-PFAS 

Contaminants that were not previously detected in water samples are known as contaminants of emerging 

concern (CEC). They are typically manmade chemicals that are persistent, carcinogenic and cause 

endocrine disrupting or metabolic disorders.90 Perfluoroalkyl substances (PFAS) are a class of compounds 

under CEC, which are not well researched, but have been shown to affect the immune system and cause 

cancer. In PFAS, hydrogen ions in long alkyl chains are replaced by fluoride (F-). Due to the high 

electronegativity of F-, the C-F bond is one of the strongest bonds in organic chemistry. Every additional 

F- ion added to a C atom makes these bonds stronger and shorter. The hydrophobic chain is attached to a 

hydrophilic headgroup, giving these compounds amphiphilic properties that make them excellent for stain 

resistance and water resistance applications. Due to these properties, PFAS were widely used in water 

repellent fabric, non-stick cookware, electronics, etc. for over 50 years.91 Such wide used in consumer 

goods has led to their elevated concentrations in water sources.92 They were also used in aqueous fire-

fighting foams. The properties that make them so attractive for industrial and commercial applications 

also make them very hard to degrade and cause bioaccumulation. Due to these reasons, U.S. industries 

voluntarily began to phase out PFOS production between 2000 and 2002. In 2007, the U.S. EPA 

restricted the production of PFOS and related compounds.93 However, due to their persistence, human 

exposure to PFAS is expected to continue for several years, and appropriate treatment processes are 

necessary. The current EPA health advisory requires PFOS and PFOA concentration to be less than 70 

ng/L.94 PFAS often co-occur with chlorinated solvents and other ionic species such as Ca2+, Mg2+, K+, 

NO3
-, CO3

2- and SO4
2-.  
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Figure 8: Major PFAs compounds 

 

Figure 8 shows structures of some of the important linear PFAs found in the environment. 

Perfluorobutane sulfonate (PFBS) is a four-carbon chain completely fluorinated compound, with a 

sulfonate head group. Perfluorohexane sulfonate (PFHxS) and perfluorooctane sulfonate (PFOS) are 

completely fluorinated six and eight carbon compounds with sulfonated head groups respectively. 

Perfluoroheptanoic acid (PFHpA) is a completely fluorinated six-carbon chain compound with a 

carboxylic acid head group (contains a total of seven carbons), while perfluorooctanoic acid (PFOA) and 

perfluorononanoic acid (PFNA) are seven and eight carbon chain compounds (completely fluorinated) 

with carboxylic head groups. Studies on the sorption properties of PFAs have shown that the longer chain 

compounds are more likely to sorb that the shorter chain ones. This is due to their superior hydrophobic 

properties.96, 97 Hence, shorter chain compounds are typically harder to treat.  

1.4.1 Typical Treatment Techniques 

The stable and surfactant-like nature of PFAs makes their treatment difficult. They cannot be treated by 

volatilization. Even thermal, chemical and electrical treatment processes require extreme conditions. Most 

treatments in practice are ex situ, and the type of treatment process used depends on the kind of PFAs, co-

contaminants present and geochemistry. Current methods of PFOS and PFOA removal from wastewater 

are by adsorption on granular activated carbon or treatment with ion exchange media, and membrane-
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based processes (RO and NF). Pretreatment steps such as coagulation, filtration, precipitation and pH 

adjustment may be required prior to ion exchange treatment. Individual PFAs have different granular 

activated carbon loading capacities and breakthrough times. While effective, this technique leaves us with 

a mass of GAC contaminated with PFOA and PFOS which is eventually destroyed by combustion, a 

highly energy intensive process.98 Hence, post treatment spent media management is not trivial. RO and 

NF have also been used for PFAs treatment.99 in membrane-based processes, effective pretreatment is of 

utmost importance. A comparative study conducted on two modes of treatment of a mixture of PFAs in a 

water reclamation plant showed complete removal (below detection limits) of all PFAs in a membrane-

based process (NF and RO) coupled with advanced oxidation. On the other hand, a combination of 

adsorption, filtration and oxidation failed to remove any PFAs shorter than PFNA.100  

Various novel techniques have been studied for the degradation of PFOA and PFOS. Sonoloysis has been 

shown to break down the PFOA and PFOS present in groundwater beneath a landfill. Electrochemical 

degradation of PFOA has been shown to take place at high voltages (above 9 V).101 Perfluorinated 

compounds have also been degraded by oxidation with a boron doped diamond electrode.102 The 

decomposition of PFOS in subcritical water using zerovalent iron has been carried out successfully.103 

However, the above-mentioned techniques require the addition of other chemicals, fabrication of 

expensive materials (such as boron doped diamond electrodes), or high energy requirements. This leads to 

an increase in overall cost.   

1.4.2 Defluorination by reduction 

The bond dissociation energy is the energy required to break a bond, and form two atomic or molecular 

fragments.104 A stable bond has a large bond dissociation energy. Numerous studies have successfully 

been able to break apart the carbon-halogen bond in organohalogenic compounds by reduction.105 Gas 

phase experiments of fluorinated alkyl compounds have shown that C-F bond dissociation occurs in the 

presence of excess electrons.106 All this evidence leads to the possibility of a two-electron mechanism that 

could effectively cause PFAs degradation. 



26 
 

1.4.2.1 Electron-Transfer and Bond Destabilization 

Electron transfer reactions are important in organic chemistry as well as electrochemistry. They form the 

basis of redox reactions. They can be of two types – inner sphere and outer sphere electron transfer. Inner 

sphere electron transfer usually occurs across covalent bonds and is intramolecular. In outer sphere 

electron transfer, there is no chemical bond between the donor and acceptor. The electron moves through 

space from one entity to the other. The driving force is usually a potential difference.107 Outer sphere 

electron transfer reactions require the reactants to diffuse together so that they are in close proximity. The 

electron transfer step then leads to the formation of an activated complex, usually characterized by bond 

lengthening and the formation of a radical anion.108 If the potential difference is sufficient, this electron 

transfer can lead to bond dissociation. However, if there is insufficient energy, the electron transfers back 

to the donating agent. The energy required for bond cleavage of a radical anion is lowered, and the anion 

is more susceptible to degradation (Figure 9).109 This phenomenon of electron transfer can be exploited to 

lower the energy required to degrade complex PFAs.  

 

Figure 9: Formation of a radical anion after electron transfer lowers bond dissociation energy 

By sorbing a PFAS molecule on to an electrically conductive surface and facilitating electron transfer by 

an externally applied potential difference, the bond dissociation energy can be lowered, increasing 
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defluorination rate. The additional energy required can be supplied by another source, such as the 

hydrated electron. 

1.4.2.2 Hydrated Electrons 

The hydrated electron is a free electron in a solution, and the smallest possible anion. They can occur in 

any solvent that mediates outer-sphere electron transfer. In outer sphere electron transfer, the chemical 

species remain intact before, during and after the electron transfer process. Hydrated electrons are 

extremely powerful reducing agents (reduction potential of -2.9 V), and can effectively reduce halogenic 

compounds.110 They have been successful at degrading PFAs compounds with carboxyl headgroups. 

However, sulfonated PFAs compounds are particularly hard to degrade, and very low defluorination rates 

were observed in the presence of hydrated electrons alone. Hydrated electrons can be generated by 

medium pressure UV photolysis of water. However, they have very short lifespans and are quenched 

rapidly by competing species present in water, such as protons, hydroxyl radicals and dissolved oxygen. 

Additives such as sulfide and iodide increase the formation of hydrated electrons.111, 112 The presence of 

sulfite and iodide promotes hydrated electron formation. In UV/sulfite and UV/iodide systems, PFOS 

degradation has been observed at much faster rates.113, 114 However, adding sulfite or iodide is detrimental 

to water treatment processes, as it increases costs due to chemical addition as well as possibly requiring 

further treatment. The lifespan of the hydrated electron in water can potentially be increased by 

maintaining conditions where the concentration of hydrated electron scavengers is limited. Strategies to 

achieve this are by increasing the pH (thus limiting proton availability), and degassing the solution 

(reducing dissolved oxygen concentration). 

In the next section, we introduce carbon nanotubes, whose unique properties allow for potential 

application in membrane anti-fouling as well as photo-electrochemical PFAs degradation. 
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1.5 Carbon Nanotubes 

Carbon nanotubes (CNTs) are graphene sheets seamlessly rolled to form 3D tube like structures. They are 

exceptional in their strength, thermal conductivity and mechanical and electrical properties. Recent 

studies have shown that they are able to form porous, electrically conductive films on polymeric 

membranes, and have promising applications in membrane treatment processes. They have been 

successful in controlling membrane fouling and scaling. These antifouling and self-cleaning properties are 

due to electrostatic repulsions, redox reactions and microenvironment pH changes.72, 115-118 CNTs have 

exceptional adsorption properties due to their high specific surface area. They are capable of sorbing 

organic contaminants by Van der Waal interactions.119, 120 They can also be functionalized to enable 

sorption by electrostatic interactions. They are of two types: single wall CNTs (SWCNTs) and multi wall 

CNTs (MWCNTs), depending on the number of sheets rolled around the hollow core (Figure 10).121 

Multiwall carbon nanotubes (MWCNTs) have diameters of the orders of 10 nm and lengths of several 

microns. They form aggregates and the voids created in these aggregates form pores that are capable of 

adsorption. Adsorption can occur on the external walls of MWCNTs, inner walls of tubes and within the 

aggregate.122  

Due to these unique adsorptive and electrical properties, there is huge potential in developing 

electroactive membranes for scaling mitigation, as well as developing electrodes that are capable of 

sorbing PFAs to facilitate electron transfer reactions. 
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Figure 10: SWCNT and MWCNT structures 

Carbon nanotubes can be used to synthesize electroactive membranes for fouling and wetting inhibition in 

membrane processes, as well as the synthesis of specialized electrodes that have favorable surface charge 

and adsorptive capacity. 

1.5.1 Electroactive Membranes 

In recent years, CNT based membranes have been fabricated for applications in membrane treatment 

systems. Electrofiltration has shown tremendous potential, and the fabrication of electroactive membranes 

has further made their application easier. These electroactive membranes, when used as an electrode in a 

circuit can reduce energy requirements as well as reducing surface scaling and fouling by causing 

phenomena such as electrostatic repulsion, electrokinetics, electrophoresis and redox reactions. The 

superior conductivity also allows for localized heating on the membrane surface, which reduces energy 

requirements in membrane distillation. A CNT suspension prepared by dispersing fixed concentrations of 

CNTs in water along with specific surfactants can be coated on polymeric membranes for use in 

membrane treatment. This is followed by a cross-linking step. In pressure-based systems, the polymeric 

material coated with CNTs is hydrophilic (such as polysulfone) crosslinked with polyamide, which forms 

a dense layer capable of rejecting salts. In membrane distillation processes, the polymeric material used is 

hydrophobic (such as polytetrafluoroethylene), crosslinked with hydrophilic polyvinyl alcohol. Here, the 
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CNT network is porous, and allows diffusion of water vapor through the pores. These materials have high 

electrical conductivity, in the range of 1,000-2,000 S/m. 

In desalination processes, applying 1.5 V anodic potential to the membrane was successful in 

electrokinetically reducing CaSO4 scaling. The mechanism was thought to be disruption of the 

concentration polarization layer due to EDL formation in response to applied potential. Ions in the 

solution responded to the applied electrical field, and the stoichiometric balance of scale forming ions was 

disturbed. In the same system, CaCO3 scaling was cleaned by the application of 2.5 V anodic potential. 

The applied potential resulted in oxidation of water molecules, and a reduction in pH at the surface. Since 

CaCO3 has a higher solubility at lower pH, this effectively dissolved some of the scale formed.72 In a MD 

system, with membrane used as the cathode, the application of 2 V successfully dissolved silica scaling 

by increasing surface pH and successfully depolymerizing silica scale.115  

Biofouling was successfully prevented by applying 1.5 V cathodic or anodic potential. Under cathodic 

conditions, the oxidation of O2 to H2O2 was thought to prevent bacterial attachment to membrane surface. 

Anodic potential resulted in the oxidation of bacterial proteins.118 An energy efficient technique for MD 

was developed, where localized heating was conducted by Joule heating. Joule heating is caused by the 

application of alternating current to the membrane surface. This technique allowed nearly 100% single-

pass recovery, and dramatically reduced costs.124 

1.5.2 CNT-based electrodes  

Over the last decade, there have been significant advances in CNT based electrochemical sensors. This 

has been motivated by the superior electron transfer properties from the CNT electrode area to enzymes, 

high surface to volume ratios, and ability to be functionalized, which helps in attaching any chemical 

species.125 They are usually fabricated by casting CNTs on to a glassy carbon electrode. The same 

properties that allow CNTs to be used as biosensing electrodes can find potential application in 

degradation of PFAs. Electrodes can be prepared by dispersing CNTs in a solution using a surfactant, and 
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depositing this dispersion on a substrate. The surfactant used will also influence the electrode sorption 

properties.  

1.6 Research Objectives 

The overall objective of this dissertation was to influence electrostatic and hydrophobic interactions 

between contaminants, water and the separating medium (CNT or polymeric membrane material) in order 

to achieve effective separation, scaling resistance, or contaminant degradation.  

Chapter 2 looks at the treatment of wastewater from dairy farms using hydrophobic polymeric membrane 

distillation membranes. The wastewater is first treated by hydrothermal liquefaction (HTL), where 

organic carbon is converted into biocrude oil. HTL effluent is hot, and this waste heat can be used to drive 

the MD process. Effluent contains high concentrations of nutrients and volatile compounds and was 

treated in a MD system. The retentate and permeate streams were analyzed for nutrient concentration, 

carbon content and volatile organic content. While MD was effective at separating salts and inorganic 

compounds containing nitrogen and phosphorus, the hydrophobic membrane allowed volatile organic 

compounds to pass through. This treatment process demonstrates that a MD membrane can effectively 

separate compounds based on their volatility. Using waste heat from the HTL process can potentially 

make MD more economical. 

Chapter 3 reported a unique method for scaling mitigation in desalination of brackish water by membrane 

distillation. High salinity brines, such as those generated by wastewater from oil and gas extraction and 

geothermal brines (which contain waste heat after being used for power generation) can have total 

dissolved solid (TDS) concentrations as high as 245000 mg/L.126 when waste heat is available (as in 

geothermal brines), the MD process can be economical. However, due to high salinity, scaling is a major 

hindrance. Electrically conducting membrane distillation (ECMD) membranes were fabricated and used 

to mitigate scaling. Membrane scaling was studied under different applied potentials and frequencies, and 

silicate and calcium sulfate scaling was reduced to a large extent by the application of 2 V alternating 
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current of 1 Hz frequency. Electrochemical measurements were conducted to propose a mechanism for 

this anti-scaling phenomenon. This method of treating high salinity water could reduce or eliminate 

pretreatment requirements.  

Chapter 4 presented a novel mechanism for the degradation of perfluorooctane sulfonic acid (PFOS), 

where a CNT coated membrane-electrode was used as the cathode in an electrochemical cell. This 

membrane-electrode was prepared using different surfactants to show the impact of surfactant and surface 

charge on the sorption of PFOS. PFOS sorbs onto the membrane-electrode by a combination of 

electrostatic and hydrophobic forces. An external applied potential weakens the C-F bond in PFOS, 

making it easier to breakdown. UV irradiation in the liquid phase leads to the formation of hydrated 

electrons which are capable of breaking down these weakened C-F bonds. The impact of various reaction 

conditions and applied potential on the defluorination rate of PFOS was studied. 

Chapter 5 is an extension of the study conducted in chapter 4, where the two-electron degradation 

mechanism is tested on linear PFAs having different chain lengths and headgroups. The effect of mixtures 

of PFAs on defluorination rate was studied. We studied degradation of isotopically labeled and unlabeled 

PFOS and by the observed difference in degradation rate, confirmed the two-electron mechanism. We 

also looked at the dechlorination rate of chlorinated solvents. In general, longer chain compounds were 

more easily sorbed to the electrode due to their higher hydrophobic nature. This enabled their breakdown 

to be easier. Carboxylated PFAs were broken down more easily than sulfonated PFAs. We observed 

dechlorination primarily by hydroxyl ions generated by UV photolysis of water.  

In chapter 6, we concluded the main results and discussed future research directions.  
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Chapter 2: Coupling Hydrothermal 

Liquefaction and Membrane Distillation to 

Treat Anaerobic Digestate from Food and 

Dairy Farm Waste 

Adapted with permission from Ref. 70 Copyright Elsevier 2018 
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Abstract 

Increased demand for water, energy and food requires new ways to produce fertilizers, fuels and reusable 

water. Recovery of resources farm wastes could lead to an additional source of energy and nutrients, and 

also reduce the waste to be disposed. In this work, we used hydrothermal liquefaction to produce a 

biocrude oil product, followed by membrane distillation of the aqueous effluents to concentrate a nutrient-

rich stream that can be used as fertilizer. The motivation for this work is that residual heat from the 

hydrothermal liquefaction process could be utilized to drive the membrane distillation process, which 

would improve the efficiency and reduce the cost of the distillation process. The membrane distillation 

system was demonstrated to be able to recover 75% of the water. The membrane distillation retentate had 

very high ammonium and phosphate concentrations, making it suitable as a fertilizer. Membrane 

permeate contained high concentrations of volatile organics. 
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2.1 Introduction 

Fertilizers have played a critical role in the development of agriculture by substantially improving crop 

yields, and their importance is growing as the population increases. Commercial fertilizers are composed 

primarily of nitrogen, phosphorous and potassium, with several also containing some organic species 127. 

Fertilizer production is an energy intensive process, accounting for approximately a third of the energy 

consumption during US crop production 6.The main source of phosphorous is phosphate rock, which is 

mined in several locations around the globe (primarily in Morocco, China and South Africa 128). During 

the fertilizer manufacturing process, phosphate rock is converted to various forms of soluble 

orthophosphates 129. However, natural phosphate rock deposits are dwindling, which could have dramatic 

impacts on global agricultural yields 130. Nitrogen in fertilizers is generated through the Haber-Bosch 

process, where atmospheric nitrogen is converted to ammonia in a process that requires hydrogen which 

is usually generated from steam reforming of methane  131, 132. Given the high energy costs, and dwindling 

precursor materials, an attractive alternative to current fertilizer production methods is the recovery of 

nitrogen and phosphorous species from various waste streams 5, 133, 134. Various resource-recovery 

methods have been explored, with many investigations reporting the extraction and recovery of nitrogen 

and phosphorous from waste such as municipal and industrial wastewater, manure lagoons, and landfill 

leachate 135, 136. 

Due to its high reliance on dairy as a food source, the United States has a large number of dairy farms; a 

2014 USDA report states that there were over 9.2 million milking cows, with this number growing 

steadily 137. Each cow produces 20 to 30 tons of liquid manure every year, which translates into the 

production of 180 to 200 million cubic meters of manure per year. Liquid manure is rich in organic 

carbon, and nutrients such as nitrogen, phosphorous and potassium 138. A common treatment strategy for 

this waste is anaerobic digestion, which converts approximately 50% of the biomass into biogas that is 

used as a source of heat and electricity 139. Liquid effluent from anaerobic digestion (known as digestate) 

contains large amounts of organics and nutrients. Traditionally, anaerobic digestate is disposed of in 
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landfills or sent to a wastewater treatment plant 140, 141. In addition to wasting valuable resources, this 

practice can result in soil and groundwater pollution, due to leaching 142. Digestate may also be directly 

applied to agricultural land as fertilizer. Direct spreading of digestate on land is not recommended during 

winter, however, as excess precipitation can cause it to run off the land and contaminate local water 

sources. This need for seasonal application results in large storage requirements 143. Further, since dairies 

tend to be clustered, this leads to the clustering of biogas plants and the oversupply of digestate in certain 

regions 144. Thus, the digestate either needs to be transported to remote agricultural land that is nutrient 

deficient, or processed in a different way. Since digestate is 95% water, the transportation of this liquid 

product is economically and logistically complicated. Many biogas plants separate the solid and liquid 

fractions of digestate and then use the solid fraction as fertilizer, with the liquid fraction requiring further 

treatment 144. This practice leaves two concentrated streams containing organic carbon and nutrients. 

However, crops do not require such large amounts of organic carbon to be provided through soil. Thus, a 

better utilization of the carbonaceous fraction found in digestate would be to valorize this carbon into a 

useful form of fuel, and in addition, recover the nutrients in a concentrated form that can be readily 

transported.  

One way to achieve both these goals along with producing a stream of treatable water is by the integration 

of two energy efficient processes; hydrothermal liquefaction (HTL) and membrane distillation (MD). A 

brief description of both these processes follows. 

HTL is an attractive technology for the production of energy products and bio-based chemicals from 

high-water-content biomass 145. The main advantage of HTL is the use of water as the reaction media. 

This is in contrast to conventional dry thermochemical processes (i.e., pyrolysis or gasification) where 

water has to be removed prior to the process 146. Therefore, HTL offers opportunities for valorization of 

wet-waste streams, such as food waste and manure 147, 148.  HTL typically takes place over a range of 

temperature (280–380º C), pressure (7–30 MPa) and reaction time (10–60 min) conditions 146. These 

conditions allow the production of bio-crude oil (liquid) and hydro-char (solid) products along with some 
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biogas, all with higher heating values than the raw feedstock 149. HTL has been tested with a variety of 

biomass feedstocks, particularly in regard to the bio-crude oil and hydro-char products 150-154. In addition, 

the HTL process also produces a significant amount of an aqueous-phase product, traditionally considered 

a waste. One possibility of valorizing the HTL aqueous effluents is by considering it as a secondary 

feedstock for bioenergy production via anaerobic digestion and gasification processes 8, 155-157. Since the 

HTL aqueous effluents have resulted from a thermochemical process, they are sterile and hot, and 

therefore may be a feasible feed for MD processes. In this configuration, the residual heat present in the 

HTL aqueous effluent is used to drive the MD process, which uses thermal energy to separate volatiles 

(water, volatile organics) from non-volatiles (nutrients) 40. 

MD is a membrane-based water treatment method that uses a vapor-pressure gradient across a 

hydrophobic membrane as the driving force for the transport of water vapor (and other volatiles) across 

the membrane, while preventing liquid water (which contains the contaminants) from passing through the 

membrane 40, 47. In MD, the vapor-pressure gradient is induced by a temperature gradient between the 

feed stream and the permeate stream, which are separated by the membrane itself. Because the process 

blocks liquid water from passing through the membrane, and because the driving force is not a pressure 

differential, MD is typically used for treating highly contaminated waste streams with low concentrations 

of volatile species 45. Membrane distillation faces several challenges such as membrane fouling, wetting, 

high energy requirements and the inability to separate volatile compounds 43, 45. Fouling occurs when 

organic and inorganic materials in the feed deposit on the membrane surface, partially or completely 

blocking the passage of water vapor, which causes a decrease in the permeate flux 117, 158. Because MD 

relies on the prevention of liquid water from passing through the membrane, it is essential that the 

membrane is not wetted (i.e., allow the passage of liquid water through the pores) 55, 60. Thus, operating 

conditions in the MD module have to be maintained such that transmembrane pressure does not exceed 

the liquid-entry pressure, defined as the minimum transmembrane pressure causing the water in the feed 

to enter the membrane pores 68. However, membrane wetting can also occur as a result of the deposition 
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and accumulation of organic and inorganic species within the membrane’s pores 54. For example, 

amphiphilic organic molecules can sorb onto the hydrophobic pores of the membranes, which creates a 

hydrophilic surface that can be readily accessed by contaminated liquid water 54. Once the membrane is 

wetted and contaminated liquid water passes into the permeate, the performance of the membrane rapidly 

plummets 68. Since the MD process relies on a thermal driving force, the process is considered highly 

energy intensive due to water’s high heat capacity 47. Thus, for MD to be economically feasible, it needs 

to be applied to either high-salinity brines or a waste (i.e., free) heat source needs to be available 40. 

Here, we report on the performance of an integrated energy-efficient process, which aims to convert the 

organic carbon contained in anaerobic digestate into bio-crude oil, while concentrating nutrients to 

produce a high-strength fertilizer and generating a stream of water that can be readily disposed. The 

integrated approach is based on a two-step process, where first the digestate is processed using 

hydrothermal liquefaction (HTL) to produce valuable hydrocarbons, and then the aqueous effluent from 

the HTL process is treated using membrane distillation (MD) to concentrate nutrients (nitrogen and 

phosphorous) and produce a high-quality fertilizer. While the motivation for this work is the potential use 

of residual waste heat from the HTL process to drive MD, in this work, we did not use residual heat, 

instead using traditional heating methods to provide the driving force for separation. 

The integrated approach described in this paper is based on a two-step process, where first the digestate is 

processed using hydrothermal liquefaction (HTL) to produce valuable hydrocarbons (energy), and then 

the aqueous effluent from the HTL process is treated using membrane distillation (MD) produce two 

streams: (1) a concentrate nutrient stream (nitrogen and phosphorous) that can be used as high quality 

fertilizer, and (2)a stream of water devoid of organic matter and nutrients (ideally) In this paper, we  focus 

on the performance of the MD part of the system. Heated HTL aqueous effluent is used as a feed stream 

for MD, with vapor from the feed passing through a hydrophobic membrane, while nutrients and organic 

carbon are retained on the feed side. This process integration produces two distinct streams: a retentate 

stream rich in organics and nutrients, and a permeate stream of water containing any residual volatile 
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organic compounds (VOCs) found in the HTL aqueous effluent. MD performance was followed in terms 

of flux and wetting, while all system streams (feed, permeate and retentate) were extensively 

characterized in terms of water quality characteristics, with a particular emphasis on the concentration and 

speciation of nutrients and carbon. HTL effluent derived from food waste and dairy manure was used as 

the feed for the MD process, and we investigated how these two feedstocks impact membrane 

performance and the water quality of feed and two membrane product streams. Because the aqueous HTL 

product streams contain large amounts of volatile organic compounds (VOCs), we expect a fraction of the 

VOCs present in the feed to pass through to the permeate 8. To characterize the VOCs within each stream, 

volatiles were collected and then analyzed by two-dimensional gas chromatography with detection by 

time-of-flight mass spectrometry (GC×GC-TOFMS system). While the motivation for this work is the 

potential use of residual waste heat from the HTL process to drive MD, in this work, we did not use 

residual heat, instead using traditional heating methods to provide the driving force for separation. 

2.2 Materials and Methods  

2.2.1 Hydrothermal Liquefaction and Phase Separation 

The HTL batch reactor used in this study has been previously described in detail 152. Briefly, a 500 mL 

stainless steel vessel (Model 4575 Parr Instruments Co., Moline, IL) was loaded with 200 mL of biomass 

and water mixture. Carbohydrate-rich food waste (herein referred to as ‘food waste’) and anaerobically 

digested cattle manure (herein referred to as ‘manure’) were used as biomass feedstocks. Food waste was 

collected from Cornell University dining halls (Ithaca, NY) and characterized in the lab (fruits 15 wt%, 

vegetables, 47 wt%, grains and breads, 38 wt%). Digested cattle manure was taken from an anaerobic 

digester located on a dairy farm (Sunnyside farm, Scipio Center, NY). The food waste and manure had 

average solids contents of 10 and 8 wt%, respectively. The initial solids concentrations loaded to the 

reactor for all experiments were 5 wt% for food waste and 4 wt% for manure, using Milli-Q water as 

reaction medium. Some pretreatment was required to ensure that the feed was well mixed and with 
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relatively small particle sizes. After loading the feed mixture, the HTL reactor was closed and the system 

was purged with nitrogen and pressurized to an initial pressure of 2.5 MPa.  The reaction mixture was 

stirred (100 rpm) using a magnetic agitator. The temperature was set to 300 ○C and the reaction time was 

set to 60 min. The reaction period started when the temperature reached 80º C, followed by a heating 

ramp (from 80 to 300 ○C) of approximately 20 min and was completed after an additional 40 min of 

heating at 300 ○C, when the product was collected.  

The liquid product from the reactor was collected through a tube-in-tube heat exchanger connected to the 

reactor’s outlet to rapidly quench the liquid effluent and to avoid the cooling ramp. After collecting the 

liquid product, the heater was turned off and the reactor was cooled down, following cleaning and 

removal of any solid residue. Phase separation was conducted using a multi-stage procedure: 1) 

gravimetric filtration using a Whatman #1 filter paper to separate the solids; 2) separation of the polar and 

non-polar liquids using solid-phase extraction (SPE) tubes (Sigma Aldrich, St. Louis, MO); and 3) 

filtration of the aqueous phase via 0.45 µm membrane filter. 

Based on preliminary results, the amount of energy that can be obtained from the heated HTL effluent 

with a reaction temperature of 3000C is 1229.1KJ/kg. Assuming the heat capacity of water, that results in 

a ΔT of 293K. This is more than sufficient to carry out membrane distillation process. 

2.2.2 Membrane Distillation System Design and Procedure 

A flat sheet flow cell setup was used in this study, where the flow cell was made out of nylon 66 

(McMaster-Carr). Channel dimensions were 8 cm × 5 cm, with a channel height of 4 mm. The feed and 

permeate channels were identical. Teflon tubing was used for all process streams. In our setup, the feed 

was heated by an external source because HTL was carried out at a different location (Cornell University, 

Ithaca, NY). The feed reservoir was immersed in a bath of silicon oil and heated using an immersion 

heater. A proportional-integral-derivative (PID) controller maintained the feed inlet temperature at a 

steady value. Gear pumps (Cole Palmer) were used on the feed and permeate side. A hydrophobic 
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polypropylene membrane (3M; with a pore diameter of 0.59 µm and a thickness: 110 µm) was used for 

separation. The weight of the permeate tank was continuously measured using a precision balance 

(Scientific Industries). The system was designed using open-source hardware (Arduino) and open-source 

software (Python) 159.  

A 300 mL glass jar was used as the feed reservoir. Three holes were drilled through the cap to allow for 

the inlet, outlet and temperature probe, with 250 mL of HTL effluent measured into the jar. After the 

sample reached the desired temperature (60º C), the pumps were started with flow rates of 1 L/min, 

resulting in a crossflow velocity of 8 cm/s. The feed solution was continuously passed through the flow 

cell and allowed to concentrate and reduce in volume, as vapor from the feed passed into the permeate 

stream through the membrane. A 2-L glass bottle was used as the permeate reservoir with two holes 

drilled through its cap for inlet and outlet. The reservoir was initially filled with 600 mL of deionized 

water (DIW). This was flowed through the permeate side of the flow cell, collecting vapor from the feed 

side, causing the permeate reservoir to increase in volume. The permeate stream was cooled using two 

miniature fan cooled heat sinks (McMaster-Carr) to maintain permeate side temperature at 21º C. The 

experiment was continued for approximately 2.5 hr, until the feed volume reached 62 mL, corresponding 

to 75% water recovery, and the permeate volume reached 788 mL. 10 mL of permeate was extracted in 30 

min intervals to monitor the conductivity and chemical oxygen demand (COD) of the liquid. A new 

membrane was used for each experimental run.  

2.2.3 Fouling Experimental Procedure 

Fouling was evaluated by monitoring changes in membrane flux, which was measured by continuously 

recording the weight of the permeate tank. MD runs were conducted using consistent hydrodynamic 

conditions, temperature gradients, and membrane materials to ensure that only the feed content impacted 

membrane fouling 160. Scanning Electron Microscope (SEM) images and Energy Dispersive Spectroscopy 

(EDAX)/X-ray photoelectron spectroscopy (XPS) analyses were carried out to further study membrane 

fouling. 
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2.2.4 Membrane Wetting Evaluation 

The conductivity and COD of the permeate were measured every 30 min. To determine whether 

membrane wetting occurred as a result of the treatment of the HTL effluent, the feed solution was 

switched to a 1 M NaCl solution, and the permeate conductivity was monitored for 30 min, with 

measurements taken every 5 min. It was expected that if membrane wetting did occur, Na+ and Cl- ions 

would pass through the membrane, which would dramatically increase the conductivity of the permeate.  

2.2.5 Volatiles Analysis 

To characterize the VOCs within each sample stream (feed, permeate and retentate), a custom-built 

purge-and-trap apparatus was used (Figure 11). N2 gas was bubbled through 1 mL of sample in a round 

bottom flask for 30 min at a flow rate of 14 mL/min. An additional dry purge flow of 36 mL/min was 

mixed with the purge flow to reduce the humidity of the gas sample.  The purged VOCs were trapped on 

a dual-bed sorbent tube containing Tenax TA and Carbograph 1 (Camsco, Houston, TX).  Background 

samples were collected to eliminate any compounds present in the setup. Each sample was collected and 

run in duplicate. However, one sample of manure-retentate was lost due to technical difficulties during 

analysis. Flasks were cleaned thoroughly with DIW and methanol and then baked at ~140 °C between 

sample collections. The sorbent-tube samples were thermally desorbed at 300º C using a TurboMatrix 

650 automated thermal desorber (ATD, Perkin Elmer, Waltham, MA). Internal standards (1,2-

dichlorobenzene-d4 and 1-bromo-4-fluorobenzene) were added to each tube immediately prior to 

analysis.  A fraction (4.6 %) of the desorbed material was injected into a two-dimensional gas 

chromatograph with detection by time-of-flight mass spectrometry (GC×GC-TOFMS, Pegasus 4D, Leco 

Corp., St. Joseph, MI).  The column set included a DB-VRX primary column (30 m, 0.25 mm ID, 1.4 µm 

film, Agilent Technologies, Santa Clara, CA) and Stabilwax secondary column (1.5 m, 0.25 mm ID, 0.5 

µm film, Restek Corp., Bellefonte, PA). The primary oven was held at 40º C for 6 min, followed by a 

ramp at 4º C/min to 210º C with a final hold of 5 min. The secondary oven temperature was offset +15º C 
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relative to the primary oven and the modulator temperature was +20º C relative to the secondary oven.  

The modulation period was 5s. The column flow rate was 1.3 mL/min with helium carrier gas. GC×GC-

TOFMS data were processed using GasPedal (Decodon GmbH, Greifswald, Germany), an image-based 

GC×GC data analysis package 161. Tentative compound identifications were determined, where possible, 

based on NIST mass spectral library matches and retention behavior. The abundance of each observed 

peak within a given sample was normalized by the sum of the peak abundances for the two internal 

standards to account for any run-to-run variability.  The mean and standard deviation for each analyte 

were then determined for each set of duplicate samples.   

2.2.6 Nutrients Analysis Procedure 

 

 

 

 

 

 

 

 

COD, VOCs, and different forms of nitrogen and phosphorus were measured in every stream of the 

process. Mass-balance calculations were performed to determine the presence and form of these nutrients 

in each stream. Samples were diluted with DIW to fit in the appropriate measurement ranges. Nitrate was 

tested using the NitraVer X Nitrogen-Nitrate Reagent Set, HR (Hach, Loveland, CO), which is capable of 

detecting nitrate in the range 0.2–30 mg N/L. Ammonium was measured using the HACH TNT 831 

Figure 11: Experimental set-up of volatile organic compounds analysis 
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testing kit, which can measure ammonium in the range 1–12 mg N/L. HACH TNT 845 was used for 

testing orthophosphate and total phosphorous in the range of 6–60 mg P/L. COD was measured using the 

high-range COD kit from HACH which is capable of measuring in the range of 3–150 mg/L. Total 

nitrogen (TN) measurements were done using the Total bound Nitrogen (TNb) module of the Aurora 

1030C Combustion Total Organic Carbon (TOC) analyzer.  

2.3 Results and Discussions 

2.3.1 Membrane Distillation Performance 

HTL effluent (either from food waste or manure, maintained at 60º C) was used as feed for the MD 

system, with the MD process operating in a cross-flow configuration.  In these experiments, MD permeate 

was not returned to the feed tank, and the feed was allowed to concentrate with time. For both feedstocks, 

the initial flux was approximately 20 Liters/m2 hr (LMH) (Figure 12). When food-waste-derived HTL 

effluent was used in the MD system, the flux was relatively stable (with mild fluctuations) until water 

recovery reached 60% (Figure 12a), at which point flux dropped by 40%, stabilizing at an average of 12 

LMH for the duration of the experiment (until water recovery reached 75%). When manure-derived feed 

was treated by the MD system, membrane flux experienced a slow decline (from 19 to 17 LMH) until 

recovery reached approximately 40%, at which point flux dropped at a faster rate, reaching a value of 12 

LMH when recovery reached 75% (Figure 12b). The decline in membrane flux can be attributed to 

membrane fouling, mainly by organic compounds and minerals. As the feed becomes more concentrated, 

due to continuing water recovery, membrane fouling becomes more pronounced; this is caused by 

accelerated deposition of foulants, such as organic molecules and particulate matter onto the membrane 

surface, which blocks the flow of water 69, 115, 162. Considering that the fouling behavior of the MD 

membrane was similar when treating food waste or manure derived HTL effluent, we speculate that there 

was no significant difference between fouling species present in these effluents. This is also supported by 

SEM images (figure 13) which show similar fouling constituents (organic fouling and some mineral 
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scaling). XPS results show that C, O and N are the main fouling agents. Although the flux declined as 

water recovery increased, it never dropped to levels that were unsustainably low, indicating that MD is a 

viable method to treat HTL effluent, likely not requiring excessively large membrane areas to compensate 

for very low fluxes.  
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Figure 12: Membrane flux (in black) and water recovery (in blue) of MD system treating HTL effluents derived from (a) food 
waste, and (b) manure. Values represent the average two replicates ± 95% confidence intervals.  
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2.3.2 Membrane Wetting Results 

A critical aspect of MD performance is whether the membrane becomes wetted by dissolved species from 

the feed stream, leading to catastrophic failure of the separation process. Membrane wetting can result in 

the transport of non-volatile species into the permeate stream, and defeats the purpose of the MD process, 

which is designed to allow the passage of volatile compounds (ideally, only water). Membrane wetting 

was evaluated by measuring the conductivity and COD concentrations in the permeate for both food 

waste and manure feed HTL effluent (Figure 14). An increase in conductivity or COD in the permeate 

could be caused by membrane wetting or by volatile compounds being transferred across the membrane. 

Both conductivity and COD levels increased over time in the MD permeate when treating food waste-

derived HTL effluent (Figure 14a). Conductivity reached a level of 18 μS/cm after 165 min (75% 

a b 

c d 

Figure 13: SEM and XPS results of fouled membrane with food waste (a and c) and manure (b and d) 
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recovery), while COD concentrations reached a level of 148 ppm at the end of the experiment. For the 

manure-derived HTL effluent (Figure 14b), conductivity increased linearly, with an endpoint of 63 

μS/cm; COD also increased steadily, reaching 1,042 ppm at the end of the experiment (160 min), at which 

point water recovery was 75%. Interestingly, the conductivity and COD concentrations behaved similarly, 

indicating that conductivity potentially increased as a result of VOCs passing through the membrane into 

the permeate, rather than non-volatile salt species (which would indicate membrane wetting). 

Given the elevated COD and conductivity measurements in the permeate, an additional test was 

performed to verify whether membrane wetting did indeed occur. In this test, the feed stream was 

switched to a 1 M NaCl solution after the sample processing run (treating manure-derived HTL effluent) 

using the same membrane; if the membrane was indeed wetted by species in the HTL effluent, then it 

would be expected that Na+ and Cl- ions would readily pass through the membrane and dramatically 

increase the permeate conductivity. In this case, NaCl solution would pass through the membrane pores 

which would increase the permeate conductivity. However, no increase in the conductivity of the 

permeate was observed over 30 minutes, indicating that membrane wetting did not occur. Thus, the 

observed increase in the conductivity of the permeate streams from HTL effluents being treated by MD 

can be attributed to VOCs passing through the membrane, and not to membrane wetting; some of these 

volatiles, such as organic acids, can contribute to the increase in conductivity. Critically, the increase in 

conductivity, while measurable, was very small (<70 μS/cm) indicating that relatively few ionic species 

crossed the membrane. For reference, the conductivity of drinking water ranges between 50–500 μS/cm. 

These results demonstrate that MD using a polypropylene membrane is a feasible treatment method for 

HTL effluent, as these membranes are resistant to wetting (up to 75% water recovery in our experiments).  
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2.3.3 Analysis of Volatile Compounds in the Three Process Streams 

High concentrations of organics were measured in the MD permeate; therefore, a detailed compositional 

analysis was performed on feed, retentate, and permeate samples using GC×GC-TOF-MS. A total of 103 

compounds were identified in these streams (Table 1), which accounted for 96% of the total normalized 

abundance. We limit our focus to the top 10 compounds based on the peak-normalized volume detected in 

the feed samples, which account for 55% and 70% of the total species in the food waste and manure HTL 

effluents, respectively (Figure 15). The results from running DIW water through the MD system showed 

negligible volatile content; these samples were averaged along with purge-and-trap samples to determine 

background. The background-normalized volume was subtracted from the samples before plotting them.  

Because the HTL effluent, retentate and permeate samples spanned such a wide range of concentrations, 

accurate quantitative measurements could not be made for these compounds; specifically, the most 

abundant compounds in the HTL effluent and retentate streams exceeded the linear range of the 

instrument and thus their relative abundances should be considered as lower limits. Figure 15 shows the 

relative concentration of the top 10 compounds in each stream.  

0 30 60 90 120 150 180

0

20

40

60

80

100

120

140

160

Time (min)

C
O

D
 (

p
p

m
)

0

5

10

15

20

25

C
o

n
d

u
c

ti
v

it
y

 (
u

S
/c

m
)

a

0 30 60 90 120 150 180

0

200

400

600

800

1000

1200

Time (min)

C
O

D
 (

m
g

/L
)

0

10

20

30

40

50

60

70

80

C
o

n
d

u
c

ti
v

it
y

 (
u

S
/c

m
)

b

0 5 10 15 20 25 30 35

0.0

0.5

1.0

1.5

2.0

C
o

n
d

u
c

ti
v

it
y

 (
u

S
/c

m
)

Time (min)

Figure 12: COD (in black) and conductivity (in blue) of MD permeate over time when treating HTL effluent generated from 
(a) food waste and (b) manure. Values represent an average of two replicates ± 95% confidence intervals. 
Inset: Permeate conductivity with 1 M NaCl solution used as feed, following the manure experiment 
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A major portion of the volatiles detected were aldehydes and ketones, with butanone, acetone, 

cyclopentanone and 2-Methyl-2-cyclopenten-1-one being the most abundant ketones detected. Butanone 

previously has been reported as one of the major volatiles in HTL effluent derived from algae. A 

significant amount of acetone was observed in both samples; it was the third most common volatile in the 

manure-derived HTL effluent and the ninth most common in the food-waste-derived HTL effluent. Large 

ketone concentrations (>240,000 mg/L) can inhibit fermentative microorganisms 163, 164. Thus, MD 

permeate generated from HTL effluent is not anticipated to be a valuable feed stream for fermentation 

processes 164. Acetic acid methyl ester was the 9th most abundant compound observed in all the manure-

derived streams, however, the amount observed in the food-derived streams was not significant.  A 

number of aldehydes (2-Methylpropanal, 3-Methylbutanal, 2-Methylbutanal, 2-Methyl-2-butenal, 

butanal) were also detected in these samples. Aldehydes are commonly observed in the aqueous fraction 

resulting from HTL processing of biomass 165-167. Ethyl acetate was found in significant amounts in both 

samples. It is fairly volatile, having a boiling point of 77.1º C 168. This would explain why a significant 

amount passed through the membrane and was detected in the permeate and retentate streams.  

Pyrazine (C4H4N2), a nitrogen-containing compound, was observed in the manure derived HTL effluent.  

It can be produced by the degradation of proteins present in the wastes during HTL 166. Although very 

little pyrazine was detected in the permeate stream of the manure sample, it is possible that it is 
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responsible for the observed total nitrogen detected there, although the GC×GC method was not able to 

detect other potentially important forms of organic nitrogen such as amines. 

 

Table 1: List of compounds identified in volatiles analysis of the feed, permeate and retentate from food waste and manure MD 
processing 
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Figure 13: Relative peak abundances for the top ten compounds based on their presence in the permeate stream in the (a) HTL effluent, 
(b) retentate, and (c) permeate streams of the food waste sample, and (d) HTL effluent, (b) retentate, and (c) permeate streams of the 
manure sample. Values represent an average of two replicates ± 95% confidence intervals. 
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2-Methyl-2-pentanol 3-Pentanone 

Amylene hydrate Cyclopentanone 

2-Trimethylsilyloxyethanol 3-Methyl Cyclopentanone 

 3-Penten-2-one 
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Methyl acetate 2-Methyl-cyclopentenone 
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Ethyl butyrate 3-Methyl-1,2-Cyclopentenedione 

Ethyl isobutyrate 2,3-Hexanedione 

Ethyl-2-methylbutyrate 3,4-Hexanedione 

Ethyl isopentanoate Cyclohexanone 
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2-Isopropyl-4-ethyl-5-methyl 
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2.4 Conclusions 

Here we investigated the combination of HTL and MD. Aqueous HTL effluent was further treated using 

MD, generating liquid fertilizer containing high concentrations of nitrogen and phosphorous as the 

retentate stream, and high concentrations of VOCs in the permeate stream, making further treatment 

necessary. We demonstrated that polypropylene membranes could be effectively used up to a water 

recovery of 75%, While membrane fouling did occur, flux was maintained at high levels (>10 LMH). 

Residual waste heat from HTL could be used to drive MD, which would dramatically reduce the cost of 

the MD process and increase overall process sustainability. 
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Abstract 

The growth of mineral crystals on surfaces is a challenge across multiple industrial processes. Membrane-

based desalination processes, in particular, are plagued by crystal growth (known as scaling), which restricts 

the flow of water through the membrane, can cause membrane wetting in membrane distillation, and can 

lead to physical destruction of the membrane material. Scaling occurs when super-saturated conditions 

develop along the membrane surface due to the passage of water through the membrane, a process known 

as concentration polarization. To reduce scaling, concentration polarization is minimized by encouraging 

turbulent conditions and by reducing the amount of water recovered from the saline feed. In addition, anti-

scaling chemicals can be used to reduce the availability of cations. Here, we report on an energy efficient 

electrophoretic mixing method capable of nearly eliminating CaSO4 and silicate scaling on electrically 

conducting membrane distillation (ECMD) membranes. The ECMD membrane material is composed of a 

percolating layer of carbon nanotubes deposited on a porous polypropylene support and cross-linked by 

poly (vinyl alcohol). The application of low alternating potentials (2 Vpp, 1 Hz) had a dramatic impact on 

scale formation, with the impact highly dependent on the frequency of the applied signal, and in the case 

of silicate, on the pH of the solution. 

 

 

 

 

  
Figure 14: Graphical representation of the process 
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3.1 Introduction 

Membrane-based desalination technologies have been demonstrated to be the most energy efficient 

methods to produce fresh water from saltwater. Membrane distillation (MD) is a membrane-based thermal 

desalination technology that has the potential to become a mainstream process for the treatment of high-

salinity brines (e.g., oil and gas wastewater), particularly when free thermal energy is available (e.g., from 

geothermal brines).115, 169 While nanofiltration (NF) and reverse osmosis (RO) are by far the most common 

membrane-based desalination methods, these membranes are not capable of effectively treating high-

salinity brines (>70 g L–1), due to the excessive hydraulic pressure needed to overcome the solution’s 

osmotic pressure. In fact, the treatment of high-salinity brines is a growing challenge across multiple regions 

and industries, and MD has shown great treatment potential due to its high efficiency, excellent 

performance, and low capital costs.40, 45 

In the MD process, a high salinity feed stream is heated and passed along the surface of a microporous 

hydrophobic membrane that separates the hot liquid feed from the desalinated cool permeate. A partial 

vapor pressure difference (generated by the temperature difference between the feed and permeate) leads 

to water vapor diffusing across the membrane’s hydrophobic pores, which then condense in the permeate 

channel, leaving concentrated dissolved constituents (e.g., ions, particles, pathogens) on the feed side of the 

membrane.40, 60 Operating the MD system below the membrane’s liquid entry pressure ensures that liquid 

feed water (carrying salt and other contaminants) does not penetrate into the permeate stream.49, 70 MD 

systems can be operated using different configurations, including “direct contact” (DCMD), “air gap”, 

“sweeping gas”, and “vacuum”. Electrically conducting MD membranes (ECMD), fabricated through the 

deposition of a percolating network of carbon nanotubes (CNTs) onto a hydrophobic porous substrate, have 

higher water flux, self-heating capability, and self-cleaning properties.115, 117 In addition, other electrically 

conducting membranes have been shown to have multiple anti-fouling properties40, 48, 49 and have the 

potential of substantially improving many membrane-based treatment processes. 
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All membrane-based desalination technologies (and indeed, many other industrially important surfaces, 

such as heat exchangers) experience multiple forms of surface fouling. In desalination membranes, the 

passage of pure water through the membrane leads to the formation of a stagnant concentration polarization 

(CP) layer along the membrane surface.72, 117 In this layer, the concentration of ions can exceed the solubility 

limit of certain sparingly-soluble salts, which can form a deposit layer on the membrane surface, known as 

mineral scale.170-172  Mineral scaling blocks the membrane’s pores, which restricts the passage of water 

(either liquid or vapor), and can physically damage the membrane’s fragile structure.173 Due to the porous 

structure of MD membranes, mineral scale can grow inside the membrane’s pores, which can lead to 

membrane wetting (i.e., the formation of hydrophilic pathways through the hydrophobic structure of the 

membrane) and process failure.54 The conditions controlling the formation of mineral scale vary widely, 

and depend on feed water chemistry (pH, dissolved species), feed physical conditions (temperature, 

mixing), and membrane surface properties (roughness, charge, hydrophilicity).73, 174 The degree of water 

recovery (i.e., % of the feed water volume that becomes product water) in desalination is largely controlled 

by fouling, with mineral scaling being the primary limitation of achieving high recoveries in groundwater 

desalination, because groundwater contains many multivalent ions that tend to form sparingly soluble 

minerals (e.g., CaSO4, CaCO3, and (SiO(4−2x)−
4−x)n).175 There is a strong environmental and economic 

incentive to increase water recovery during desalination, as this reduces the volume of waste brine that 

requires disposal.176 In fact, mineral scaling impacts other industrial processes, notably heat exchangers, 

which reduces their efficiency due to the buildup of poorly conducting layers on the exchanger surface.177, 

178 Thus, there is a need to develop new materials and processes that minimize the formation or deposition 

of mineral scale at the solid/liquid interface. 

The precipitation of minerals from solution can occur via a homogeneous (slow) or heterogenous (fast) 

precipitation process.179, 180 The conditions inside a membrane desalination system favor heterogenous 

precipitation, due to the presence of a solid/liquid interface (i.e., the membrane/feed stream), which can 

lead to rapid membrane scaling.181 During the heterogeneous precipitation process, it is thought that 

amorphous mineral “pre-nucleation clusters”, numbering just a few atoms, rapidly (within seconds) form 



57 
 

in the bulk in areas with the highest concentration (e.g., at the membrane/water interface).182 These clusters 

can aggregate and attach to a surface and serve as induction sites (nuclei) for crystal growth on the surface, 

where the nuclei grow due to the addition of dissolved ions from the liquid phase, assuming a crystalline 

structure as their size increases.183, 184 This results in surface scale formation due to heterogenous 

crystallization. Thus, to prevent the formation of mineral scale, an ideal system would minimize the 

formation of these pre-nucleation clusters, prevent any of these clusters from reaching the membrane 

surface, and limit subsequent growth of a surface crystal structure. Many studies have investigated the 

kinetics of mineral scale formation during membrane desalination.185, 186 These studies determined that the 

rate of scale formation is highly dependent on the degree of supersaturation, with the period of time between 

the onset of supersaturation and the formation of mineral scaling defined as the “induction period.”187, 188 

The surface charge on a membrane surface has been demonstrated to impact the formation of mineral 

scale, with negatively charged surfaces (e.g., rich in -COOH groups) being more scaling resistant than 

positively charged surfaces (e.g., rich in quaternary amine groups).189, 190 However, when a direct current 

(DC) external anodic potential (1.5 V cell potential) was applied to the surface of an electrically conducting 

RO membrane, CaSO4 scaling was significantly delayed. The anti-scaling phenomena was explained 

through the formation of a thick electrical double layer (EDL), which developed in response to the applied 

potential.191 In the EDL, the concentrations of co-ions are depleted relative to those of counter-ions, which 

reduces the formation of crystal nuclei by locally lowering the saturation index, and slows down mineral 

scaling. Importantly, these results suggest that external control of ion concentrations along a surface can 

substantially impact the rate of nucleation, and potentially prevent mineral scaling. 

In this study, we report on an efficient anti-scaling method employing alternating currents (AC) applied 

to the surface of ECMD membranes. The method is applied to prevent both gypsum (CaSO4) and silicate 

scaling, which are common scaling species encountered during groundwater desalination. We hypothesize 

that the application of an AC potential at an appropriate frequency induces electrophoretic mixing of the 

stagnant CP layer, which minimizes the formation of pre-nucleation clusters, and prevents the formation of 

mineral scale. The results presented in this study are relevant to other membrane-based desalination 
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processes, and potentially to other surfaces experiencing mineral scaling, such as heat exchangers. These 

findings can be potentially applicable towards other common scaling species, such as CaCO3 and iron oxide.  

3.2 Materials and Methods 

3.2.1 Chemicals 

Sodium sulfate (Na2SO4), magnesium sulfate (MgSO4), sodium metasilicate pentahydrate (Na2SiO3,5H2O), 

aluminum chloride hexahydrate (AlCl3,6H2O), barium chloride dihydrate (BaCl2,2H2O), ferric chloride 

hexahydrate (FeCl3,6H2O), calcium chloride dihyrate (CaCl2), potassium chloride (KCl), and magnesium 

chloride hexahydrate (MgCl2,6H2O)  were purchased from Sigma Aldrich and used as received to prepare 

the feed solutions. Sodium dodecylbenzene sulfonate (Na-DDBS), polyvinyl alcohol (PVA), 

glutaraldehyde (GA), and hydrochloric acid (HCl) were purchased from Sigma Aldrich and used as received 

to prepare the membrane materials. COOH-functionalized multi-walled CNTs were purchased from 

Cheaptubes (Cheaptubes inc., Brattleboro, VT). The CNTs are reported to have an outer diameter of 13-18 

nm, a length of 1-12 µm, and purity ≥ 99% with a functional group content of 7.0 ± 1.5%. 

3.1.1 Scaling Solution 

   

Table 2: Calcium sulfate scaling solution recipe    

 

 

 

 

 

 

 

 

Salt Concentration (mM) 

Na2SO4 10.500 

MgSO4 14.500 

CaCl2 16.400 

pH 6.9 

Ionic strength 139 
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Table 3: Silicate scaling solution recipe 

 

 

 

 

 

 

 

 

 

 

 

 

 

Two different feed water solutions were used to evaluate membrane scaling. The first solution simulates 

brackish groundwater from the California Buena Vista Water Storage District (Table 2), and was 

unsaturated with respect to all the ions at a temperature of 90 °C (water temperature in feed tank during the 

MD process). The saturation index (SI) (calculated using visual MINTEQ version 3.1) with respect to 

Salt Concentration (mM) 

Na2SiO3,5H2O 8.985 

AlCl3,6H2O 0.051 

BaCl2,2H2O 0.010 

FeCl3,6H2O 0.026 

CaCl2,2H2O 1.439 

KCl 1.372 

MgCl2,6H2O 0.605 

Na2SO4 0.774 

pH 10 

Ionic strength 37.3 
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Figure 15: Saturation indices of minerals that could potentially precipitate in the feed during the desalination of silicate solution. 
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CaSO4 (gypsum) was determined to be 0.59, suggesting that CaSO4 formation is not thermodynamically 

preferable in the bulk solution192. The SI was calculated using Equation 25: 

𝑆𝐼 =  (
[𝐶𝑎2+][𝑆𝑂42−]

𝐾𝑠𝑝𝐶𝑎𝑆𝑂4
)         Equation 25 

A feed solution prone to silicate scaling, simulating a geothermal brine from Nevada, was used as the 

second feed (Table 3). However, to speed up the scaling process, the concentration of salts was increased 

by a factor of 6. The saturation indices of the different potential insoluble salt species in this solution are 

presented in Figure 17. While the feed solution has multiple potential insoluble species (SI > 0), the most 

likely species to form sufficient deposits to obstruct flow (and reduce flux) are dominated by silicate species 

due to their far higher concentrations (Figure 17). The SI of silicate species in the feed was just below 0, 

indicating that precipitation of these species in the feed solution was not likely. 

   

3.2.2 Fabrication of ECMD Membranes 

Polypropylene (PP) membranes with a nominal pore size of 0.59 µm and thickness of 110 µm (3M, 

Charlotte, NC) were used as the substrate for the fabrication of ECMD membranes. These substrates were 

coated with a CNT ink via a spray-coating process.124 To prepare the CNT ink, a 1 g L–1 CNT solution was 

prepared by dispersing the CNTs (1 g) in water (1000 ml) along with the surfactant Na-DDBS (10 g) using 

an ultrasonic horn sonicator (Branson, Danbury, CT).193 The suspension was sonicated for 30 minutes, 

followed by centrifuging (Beckman Coulter, Brea, CA) for 20 minutes at a speed of 11,000 rpm. A 0.1% 

solution of PVA was prepared by stirring and heating a solution of PVA (1 ml) in water (100 ml) to 95-100 

°C for 1 hour, and then diluting it by a factor of 10. CNT ink (200 ml) followed by PVA solution (2 ml) 

were spray-coated in a layer-by-layer manner using a custom-built spray coater on to a 16 cm X 30 cm 

piece of PP substrate. The surfactant was then washed away by rinsing the membrane with a steady flow of 

deionized water for 2 hours. The CNT/PVA network was cross-linked by soaking the material in the 

crosslinking solution at 70 °C for 1 hour. Crosslinking solution was prepared by dissolving HCl (10 ml) 
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and GA (10 ml) in water (1000 ml). Following this, the membrane was rinsed in deionized water and air 

dried. The membrane was then used for testing without any further modification. 

3.2.3 System design and operation 

Membrane performance was tested using a polycarbonate flow cell housing an MD membrane in a flat-

sheet configuration, and operated in DCMD mode (Figure 18). The flow channels on either side of the 

membrane (feed and permeate) were 8 cm X 5 cm, with a height of 4 mm. Temperature resistant tubing, 

insulated using ultra-high-temperature mineral wool insulation (McMaster-Carr, Santa Fe Springs, CA), 

was used to circulate the feed and permeate solutions. The feed was placed in a 10 L tank (McMaster-Carr, 

Santa Fe Springs, CA) placed on a stir plate (Fisher Scientific, Hampton, NH) and heated with an immersion 

heater (Process Technology, VXIIII, Mentor, OH) while stirring at 250 rpm. Five temperature sensors 

(Vtech, DS18b20) were placed throughout the system: one in the feed tank, and one at each of the flow cell 

inlets and outlets (Figure 18). The temperature sensors were connected to a temperature control unit and 

the temperature of the hot feed solution could be maintained at a constant value using a PID cascade loop. 

A vertically mounted level float switch (Madison, M8000, Branford, CT) was used to maintain the liquid 

level in the feed tank by recirculating it from a permeate buffer tank – this ensured the feed solution was 

kept at a constant concentration and SI. This was done to ensure no bulk precipitation occurred in the feed 

tank, which could deposit on the membrane and lead to flux decline. A peristaltic pump (Cole Parmer, 

Pump Drive Model 7553-70, Pump Head Model 77200-50, Vernon Hills, IL) was used to circulate the feed 

solution, and gear pumps (Greylor, PQ-12/24, Cape Coral, FL) were used for the permeate and buffer tank. 

The permeate was collected in a plastic tank placed on a balance (Fisher Scientific Education Precision 

Balance, Hampton, NH), with cold water continuously circulated on the permeate side; permeate 

temperature was maintained at 200C using a chiller (6500 Series, 1/2 HP, Polyscience, Niles, IL). A 

conductivity meter (Thermo Scientific, Orion Star A322, Waltham, MA) was placed in the permeate tank 

to monitor changes in salt concentration (and thus salt rejection and membrane wetting). The system was 

operated and controlled using open source hardware (Arduino) and software (Python).159 Flux through the 
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membrane was measured by the change in weight of the permeate tank. The crossflow velocity of the feed 

and permeate solutions were maintained at 8 cm s–1, resulting in a Reynold’s number of 215. While the 

temperature in the feed tank was maintained at 90 °C, there was a 12 °C temperature drop from the feed 

tank to the flow cell inlet, resulting in an inlet temperature of 78 °C. A plastic mesh was used as a spacer 

on the permeate side, but no spacer was used on the feed side (to encourage scaling). All experiments were 

conducted in triplicate, with averages and 95% confidence intervals reported. 

To connect the membrane to an external potential source, the membrane surface was coupled to an 

electrode (a stainless-steel machine key stock placed outside of the O-ring, so the electrode does not come 

in contact with the feed stream), and a Pt-coated Ti sheet served as the counter electrode and placed 3 mm 

above the membrane surface inside the feed channel. An arbitrary waveform generator (Rigol, Beijing, 

China) was used to provide the electrical potential to the membrane/counter electrode. During the 

experiments, different electrical conditions were imposed on the membrane/counter electrodes while 

maintaining all other operating conditions constant (feed and permeate flow rates and temperatures). To 

modify the pH during one set of experiments, HCl was added to the feed solution until a pH of 6 was 

reached. 



63 
 

 

 

3.2.4 Membrane characterization 

Membrane surfaces were analyzed using scanning electron microscopy (SEM) (Zeiss Supra 40VP, Carl 

Zeiss Microscopy, LLC, NY). Samples were secured on SEM stubs using double sided carbon tape and 

sputter coated (Ion beam sputtering/etching system, South Bay Technology, San Clemente, CA) with 

iridium before imaging. Quantitative analysis and surface elemental mapping were carried out using energy 

dispersive X-ray spectroscopy (EDAX), which is a module included with the Zeiss Supra SEM. Crystal 

structures deposited on the membrane surface were studied using X-ray diffraction (XRD: Panalytical 

X’Pert Pro). The scaled membrane was placed in the sample holder for analysis. The ordinary method for 

XRD analysis is by scraping off the powder and putting it in the sample holder. However, we could not 

recover sufficient (2g) powder for this and had to use the scaled membrane directly in the sample holder. 

Current was measured using a digital multimeter (Mastech, MS8268, Pittsburgh, PA). Surface roughness 

Figure 16: System process diagram 
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was determined using a Bruker Dimension FastScan Scanning Probe Microscope (Bruker, Billerica, MA). 

Membrane sheet resistance was measured using a 4-point conductivity probe (Mitsubishi, MCP-T610, 

Tokyo, Japan). Contact angle measurements were conducted using a contact angle goniometer (Rame-Hart, 

Model 250, Netcong, NJ). Electrochemical impedance spectroscopy (EIS), cyclic voltammetry (CV), open 

circuit potential (OCP) and current response measurements were carried out using a potentiostat (CH 

Instruments, Austin, TX) with an Ag/AgCl reference electrode. In these experiments, the feed solution was 

placed in a stirred (250 rpm) beaker with the two electrodes (ECMD membrane as the working electrode, 

and Pt-coated Ti as the counter electrode) separated by 4 cm to allow for the placement of the Ag/AgCl 

reference electrode. EIS tests were carried out over a frequency range between 0.1 Hz and 100 Hz with an 

amplitude of 5mV (10 mVpp). Cyclic voltammetry measurements were conducted over a range of -2 V to 

+2 V. open circuit potential measurements were conducted at -2 V, and current response measurements 

were carried out under conditions of 2 VDC and 2 VAC, 1Hz.  

 

3.3 Results and discussion 

3.3.1 Membrane characterization 

The pure water flux for an uncoated PP membrane with feed temperature of 78 0C and cross flow velocity 

of 8 cm s-1 was determined to be 39.2±3.3 L m–2 hr–1 (LMH). However, the flux for the CNT/PVA 

membrane composite was 51.7±2.9 LMH, a 32% increase. This increased flux is consistent with previous 

reports that describe a significant flux enhancement when a hydrophobic support is coated with a 

hydrophilic CNT layer, although the mechanism behind this enhancement is unclear. When 2 VDC was 

applied, the steady state pure water flux was similar (49.1±1.3 LMH), indicating that applied potential has 

no significant effect on pure water flux through the CNT coated membrane. SEM micrographs of the 

membrane surface (both the bare PP substrate and CNT/PVA coated substrate) can be seen in Figures 19a 

and 19b. While the addition of the CNT/PVA layer added an additional barrier to water transport, formed 

by the non-woven mesh-like structure of the deposited CNTs with an average pore size of 100 nm, the 
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membrane’s performance was still enhanced (in terms of flux). Analysis of a cross sectional image of the 

CNT/PVA-coated membrane shows that the thickness of this layer was 2 µm (not shown). AFM was used 

to determine the surface roughness of the bare PP and CNT/PVA composite material, with the root mean 

square of roughness found to be 390±68 nm and 121±20 nm, respectively (Figures 19c and 19d). The 

membrane’s sheet resistance was determined to be 228±14ohm/square, which translates into a conductivity 

of approximately 2,200 S m–1. The contact angles of the bare PP membrane and the CNT/PVA coated 

membrane were determined to be 135.5±0.8°, and 39.7±0.3°, respectively (Figures 19e and 19f). CV curves 

show the onset of water electrolysis at 0.9 V and -0.7 V vs. Ag/AgCl, for anodic and cathodic conditions 

respectively, in CaSO4 scaling solution (Figure 19g). In the silicate solution, water electrolysis occurred at 

1 V and -0.55 V vs. Ag/AgCl for anodic and cathodic conditions, respectively (Figure 19h). The OCP vs. 

Ag/AgCl was measured as -0.16 V in the CaSO4 and -0.21 V in the silicate feed streams. The OCP of an 

oil-water emulsion using a CNT coated membrane and Pt-coated Ti as the electrode pair was  -0.13 V in a 

0.1 M NaCl solution.194 The OCP observed in our system is slightly higher for CaSO4 (-0.16 V), and 

significantly higher for silicate (-0.21 V). Another study comparing the OCP of DI water to a 0.15 M KCl 

solution showed that solutions with higher ionic strength typically have lower OCPs (0.3 V for 0.15 M KCl 

and 0.38 V for DI water respectively).195 The CaSO4 solution, with an ionic strength of 0.139 M had a lower 

OCP (-0.16 V), while the silicate solution, with an ionic strength of 0.037 M had a higher OCP (-0.21 V), 

in agreement with previous reports. The current response measurements showed that under 2 VDC 

conditions, steady state current decreased to 354±17 µA and 313±9 µA from an initial value of 873±30 µA 

and 814±51 µA (for CaSO4 and silicate respectively). This resulted in a current density (normalized to 

membrane surface area) of 0.09A/m2.  Under 2 VAC,1Hz conditions (Figure 20), the peak current was identical 

in each cycle during charging and discharging phases, after reaching steady state, for both feed solutions 

(880 µA for CaSO4 and 810 µA for silicate). The salt rejection achieved by the membrane exceeded 99% 

in all experiments. 
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Figure 17: Surface and electrochemical properties: SEM micrographs of (a) bare PP membrane, and 
(b) ECMD membrane; AFM micrographs of (c) bare PP membrane, and (d) ECMD membrane; water 
contact angle of (e) bare PP membrane, and (f) ECMD membrane; CV curves of ECMD membrane; CV 
curves of ECMD membrane as working electrode in (g) CaSO4 feed solution, and in (h) silicate feed 
solution 



67 
 

 

 

 

 

 

 

 

 

 

3.3.2 Calculation of temperature and saturation index along the membrane 

surface62 

The following equations were used to calculated surface temperature and saturation index.  

𝑐𝑚 = 𝑐𝑏 ∗ 𝑒𝑥𝑝 (𝐽/𝜌𝐾)  Equation 26 

Where, 𝑐𝑚 is the salt concentration at the membrane surface, 𝑐𝑏 the salt concentration in the bulk, J the flux 

of water across the membrane (kg m-2 s-1), 𝜌 the density of water (kg m-3), and K the solute mass transfer 

coefficient (m s-1). The solute mass transfer coefficient can be calculated using the Graetz-Leveque mass 

transfer analogy: 

𝑆ℎ = 1.86(𝑅𝑒 ∗ 𝑆𝑐 ∗
𝑑ℎ

𝐿
)0.33  Equation 27 

where L is the length of the channel, 𝑑ℎ is the hydraulic diameter, and Sh and Sc are Sherwood and Schmidt 

numbers respectively, which can be calculated using: 

𝑆ℎ =  
𝐾∗𝑑ℎ

𝐷
  Equation 28 

𝑆𝑐 =  
𝜇

𝜌∗𝐷
  Equation 29 

where 𝜇 is the viscosity of water, and D the diffusion coefficient of the solute. 
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Figure 18: Chronoamperometry curves with CNT membrane and metal plate (Pt-Ti) as electrodes 
for (a) CaSO4, and (b) silicate solution. 
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The flux (J) in Equation 26 is calculated by iteratively solving for the membrane surface temperatures on 

the feed and permeate side using eq. 30-39. Temperature difference in MD system leads to heat transfer 

from the hot feed to cold permeate. In addition to heat transfer, vaporization of water at the feed side leads 

to a further decline in temperature due to loss of latent heat. To account for the polarization effect, we 

assume steady state conditions with heat transfer (Q) in the bulk of the feed and permeate to be equal to the 

heat transferred across the membrane:  

𝑄 = ℎ𝑓(𝑇𝑏𝑓 − 𝑇𝑐) = ℎ𝑐(𝑇𝑐 − 𝑇𝑚𝑝)  + 𝐽𝜆 =  ℎ𝑚(𝑇𝑚𝑓 − 𝑇𝑚𝑝) =  ℎ𝑝(𝑇𝑚𝑝 − 𝑇𝑏𝑝) Equation 30 

𝑇𝑚𝑝 = 𝑇𝑏𝑝 + 
(𝑇𝑏𝑓−𝑇𝑏𝑝)

ℎ𝑝
[

1

(1/ℎ𝑚)+(1/(ℎ𝑐+ℎ𝑣))+(1/ℎ𝑓)+(1/ℎ𝑝)
]  Equation 31 

𝑇𝑐 = 𝑇𝑏𝑓 − 
(𝑇𝑏𝑓−𝑇𝑏𝑝)

ℎ𝑓
[

1

(1/ℎ𝑚)+(1/(ℎ𝑐+ℎ𝑣))+(1/ℎ𝑓)+(1/ℎ𝑝)
]  Equation 32 

where 𝑇𝑏𝑝 and  𝑇𝑏𝑓 are the bulk permeate and feed temperatures respectively, 𝑇𝑐 , 𝑇𝑚𝑓, 𝑇𝑚𝑝 are the 

temperatures of the CNT surface, PP membrane surface, and PP back side (i.e., permeate side), and  ℎ𝑓, ℎ𝑝, 

ℎ𝑚, ℎ𝑣 , 𝑎𝑛𝑑 ℎ𝑐 are the heat transfer coefficients on the feed side, permeate side, membrane, vapor and the 

CNT layer respectively (calculated from equations 34-39). ℎ𝑓 𝑎𝑛𝑑 ℎ𝑝 are calculated using the Nusselt 

equation: 

ℎ𝑥 = 
𝑁𝑢𝑥𝑘𝑥

𝑑ℎ
  Equation 33 

where, 𝑘𝑥 is the fluid thermal conductivity. 

𝑁𝑢𝑥 in Equation 30 is the Nusselt number, obtained using the equation: 

𝑁𝑢 = 1.86(𝑅𝑒 𝑃𝑟
𝑑ℎ

𝐿
)0.33  Equation 34 

Where, Reynolds number, 𝑅𝑒 =  
𝑑ℎ 𝜈 𝜌

𝜇
  Equation 35 

And Prandtl number, 𝑃𝑟 =  
𝑐𝑝 𝜇

𝑘
   Equation 36 
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where ν is the velocity, cp is the specific heat capacity, and k is the thermal conductivity of the fluid. 

ℎ𝑚, ℎ𝑣 , 𝑎𝑛𝑑 ℎ𝑐 are determined as: 

ℎ𝑚 = 
𝑘𝑚

𝛿𝑚
  Equation 37 

ℎ𝑣 = 
𝐽𝜆

𝑇𝑐−𝑇𝑚𝑝
  Equation 38 

ℎ𝑐 = 
𝑘𝑐

𝛿𝑐
  Equation 39 

Where,  𝑘𝑚, 𝑘𝑐  𝑎𝑛𝑑 𝛿𝑚, 𝛿𝑐 are the thermal conductivity and thickness of membrane and the CNT layer 

respectively, and 𝜆 is the latent heat of vaporization.  

 

3.3.3 Modeling surface pH under the influence of applied potential 

Equation 40 was solved to estimate surface pH which was found to be 6.9 for CaSO4, and 10.02 for silicate 

𝑗 =  
𝐹

𝛿
∗ [𝐷𝐻

+ ∗ (𝐶𝐻
+𝑠 − 𝐶𝐻

+𝑏) − 𝐷𝑂𝐻
− ∗ 𝐾𝑂𝑊 ∗ (

1

𝐶𝐻
+𝑠 −

1

𝐶𝐻
+𝑏)]  Equation 40 

Here, j signifies current density, 𝐷𝐻
+ is proton diffusion coefficient, 𝐶𝐻

+𝑠 is the surface proton concentration 

to be calculated, 𝐶𝐻
+𝑏 is the bulk proton concentration, 𝐷𝑂𝐻

−  is the diffusion coefficient of the hydroxide ion, 

𝐾𝑂𝑊 is the ionic product of water, F is Faraday’s constant and  𝛿 is the boundary layer thickness. 

3.3.4 Membrane distillation performance 

During all experiments, the initial water flux (time zero) through all membranes ranged between 38 LMH 

and 43 LMH when salt solution was used as the feed. These values were similar to the pure water flux 

measured through the uncoated PP membrane (39.2 LMH), but were lower than the pure water flux through 

the CNT/PVA membrane composite (51.7 LMH). The presence of solute in the feed alters the vapor 

pressure, density and viscosity and also affects heat transfer due to change in heat capacity and thermal 

conductivity. Typically, salts present in feed water lower the flux.160 It is not clear why the presence of salt 
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lowered flux through the CNT/PVA membrane, but did not impact the flux through the uncoated PP 

membrane.  

Scaling occurs when ions accumulate in the CP layer with the highest concentrations at the membrane 

surface and decaying from there out into the bulk.196 Supersaturation conditions are likely to develop in the 

CP layer first, leading to heterogenous crystal nucleation and growth on the membrane surface, resulting in 

flux decline.197 Because our experiments were operated using constant feed conditions (i.e., not in 

concentration mode), the ion concentrations along the membrane surface (i.e., inside the CP layer) could 

be calculated using Equations 26-39. Based on these equations, and visual MINTEQ, the SI values along 

the membrane surface were determined to be 2.28 and 3.18 for CaSO4 and silicate, respectively. These 

values indicate that supersaturated conditions did indeed develop along the membrane surface, and mineral 

scaling would likely occur given sufficient time. Importantly, an SI of 2.3 is considered the highest SI where 

anti-scalant chemicals are capable of minimizing CaSO4 scaling, emphasizing the difficult nature of the 

operating conditions employed herein.198 We estimated membrane surface temperature (using Equations 

26-39) to be 700C on the feed side and 270C on the permeate side (with a bulk temperature of 780C and 

200C, respectively), resulting in a temperature polarization coefficient of 0.74. While electrothermal heating 

of the membrane is possible, the required electrical power needed to significantly raise the surface 

temperature are far higher than what was applied here (0.0008 W). Therefore, it is unlikely that the 

application of the surface potentials in this study would lead to any significant surface temperature increase. 

The normalized (to time zero) flux during the treatment of solutions prone to CaSO4 and silicate scaling 

can be seen in Figures 21a and 21b, respectively; the average flux decline rate (LMH hr–1), determined by 

fitting a linear function through the data points can be seen in Figures 21c and 21d, along with the associated 

R2 values. Figures 21c and 21d also show induction time for flux decline under different applied potentials.  

Based on the SI calculated for the two feed solutions, we anticipated that the time scales for scaling would 

be significantly different. As expected, the silicate solution, having a higher SI, scaled the membrane in a 

much shorter time span. In addition to the high SI of the silicate solution, previous studies have 
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demonstrated that the presence of certain cations, such as calcium and magnesium, promote silicate 

nucleation and polymerization during the fouling of MD membranes.199 

During the scaling experiments, some of the runs exhibited two distinct flux regimes: an initial period 

of no flux decline (i.e., the induction period), and a period where flux decline occurred (Figure 21). 

However, these two regimes were not obvious in all experiments. For example, during the experiments with 

the uncoated membrane, rapid flux decline was immediately observed (Figures 21a and 21b. We fitted 

linear functions through the region where flux decline did occur for each experimental condition tested 

(Figures 21a and 21b). Nghiem and Cath (2011) reported that the induction period of CaSO4 and silicate 

scaling manifested as a period with no flux decline, followed by a period of rapid flux decline and scaling. 

Similar observations were made during the scaling of NaCl.200 In our most successful experimental runs, 

there was a long induction time, with only slow flux decline observed later on during the experiments (e.g., 

when 2 VAC,1 Hz were applied, Figures 21a and 21b). 

Because the trends in flux decline as a function of the applied surface potential were similar, we will 

discuss the results of CaSO4 and silicate scaling together. In both cases, the uncoated PP membrane 

exhibited rapid flux decline, with a flux decline rate of 10 LMH hr–1 and 25 LMH hr–1, respectively (Figures 

21c and 21d). These rates are in-line with the higher SI of the silicate solution, which would lead to more 

rapid precipitation relative to CaSO4. The higher SI increases the probability of reaching supersaturation 

conditions in the CP layer. This rapid flux decline is also in agreement with prior studies where flux decline 

for silicate solutions begins instantly, while scaling by CaSO4 has a non-zero induction period.201 Several 

striking observations emerge when viewing the scaling results on the CNT/PVA membranes. Simply 

coating the PP support with the CNT/PVA composite increased the induction period for CaSO4 from 40 to 

60 minutes, and lowered the rate of both CaSO4 and silicate scaling, reducing the rate of flux decline from 

10 LMH hr–1 to 3.75 LMH hr–1 for CaSO4 (a 62.5% decline) and from 25 LMH hr–1 to 18 LMH hr–1 for 

silicate (a 28% decline) (Figure 21c and 21d). This is in line with previous reports that indicate that the 

addition of a hydrophilic layer (i.e., CNT/PVA) onto the hydrophobic MD membrane reduces the degree 

of scaling. In general, hydrophilic surfaces are more resistant to scaling due to the presence of a tightly-
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bound water layer at the membrane/water interface, which minimizes the attachment of foulants, including 

mineral scale.202 The surface roughness of the CNT/PVA coated membrane is less than that of the bare PP 

support (390±68 nm versus 121±20 nm). This could also be a contributing factor to the reduced flux decline 

rate in the tests with CNT/PVA coated membrane, since surface roughness has been shown to impact 

mineral scaling, with more rough surfaces being more prone to scaling.203 

For the case of CaSO4 scaling, the application of a 2 VDC cell potential did not increase the induction 

time, but did result in a drop in the rate of flux decline (compared to the 0 V), from 3.75 LMH hr–1 to 1.35 

LMH hr–1 (a 64% decline). For the silicate system, 2 VDC cell potential increased the induction time to 40 

minutes and reduced the rate of flux decline from 18 LMH hr–1 to 12.5 LMH hr–1 (a 30% decline) (Figures 

21a-d). There is a possibility that the enhanced performance due to the applied potential may have been 

caused by a change in pH at the membrane surface. Under 2 VDC potential, we used Equation 40 to estimate 

the pH at the surface, and obtained a surface pH of 10 for silicate and 6.9 for calcium sulfate. This represents 

a negligible change in surface pH conditions. The reason for decrease in the rate of flux decline under 2 

VDC cell potential is unclear. When AC conditions were used, the net change in pH is likely zero. Therefore, 

changing pH conditions are not likely to contribute to the observed phenomena. When an AC potential was 

applied to the membrane, the results were significantly different than the DC conditions. During CaSO4 

scaling, when 2 VAC, 10 Hz were applied, the flux decline was faster than the 2 VDC case (with a rate of 2.82 

LMH hr–1 vs. 1.35 LMH hr–1), and no induction period was apparent (Figures 21a and 21c). However, when 

the silicate solution was treated during the application of 2 VAC, 10 Hz, the flux decline rate decreased to 8 

LMH hr–1, down from 12.5 LMH hr–1 under 2 VDC. It is unclear why the silicate solution exhibited better 

performance under these conditions (2 VAC, 10 Hz), while the CaSO4 performed worse.  

       For both scaling solutions, the best performance was observed when 2 VAC, 1 Hz cell potential was 

applied to the membrane surface. For the CaSO4 case, the induction period increased dramatically to 200 

minutes, and the flux decline rate declined to 0.7 LMH hr–1 (81% smaller than at 0 V). For silicate, the 

induction time increased to 100 minutes, and the rate of flux decline rate decreased to 3.8 LMH hr–1 (79% 

decrease vs. 0 V). However, when the pH of the silicate-rich feed solution was decreased to 6, the rate of 



73 
 

flux decline increased to 4.2 LMH hr–1 (when 2 VAC, 1 Hz were applied) and the induction period decreased 

to 20 minutes (Figure 21b). At lower pH conditions, silicate solutions are less soluble, which could cause 

silicates to precipitate at pH 6, resulting in increased flux decline. To evaluate this possibility, we conducted 

a control experiment with the CNT coated membrane and no potential applied (0 V), and a silicate solution 

at a pH of 6 (Figure 21b). Under these conditions, the flux decline rate was 18.44 LMH hr-1(Figure 21d). 

This was very similar to the flux decline rate under 0 V at pH 10 (18.08 LMH hr-1). Based on this, the 

increased membrane scaling observed under the lower pH conditions (at 2 VAC,1Hz conditions) cannot be 

attributed to enhanced precipitation of silicate in the solution. Hence, we can rule out bulk precipitation as 

the cause for increased flux decline rate under 2 VAC,1Hz conditions for the silicate solution at pH 6. 

Since the exact speciation of the silicates in our feed solutions are impossible to predict (and is likely a mix 

of several species), it is likely that reducing the pH of the feed solution will transform some (or all) of the 

silicates to their non-charged forms, which will not respond (or respond to a lesser extent) to the applied 
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Figure 19: Flux decline under different applied electrical conditions with (a) CaSO4 and (b) Silicate solutions 
as feed. Rate of flux decline under different conditions for (c) CaSO4 and (d) silicate solutions. 
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electrical potential.204 Thus, it is not surprising that membrane flux started declining after a shorter time and 

the rate of flux decline was faster, as silicate scaling was not effectively prevented through the application 

of potential. Since CaSO4 is insensitive to pH changes, we do not expect the scaling behavior of the CaSO4 

solution to change at a reduced pH. From the above results and from figures 21c and 21d, it is evident that 

the membrane surface properties, applied electric potential and solution pH (in the case of silicate) had a 

significant impact on the rate of flux decline and induction time.  

3.3.5 Membrane surface characterization after scaling  

We have provided pictures of the scaled membrane surface for visual inspection of the scaling layer (Figure 

22). A dense scaling layer is observed under 0 V conditions for both feed solutions.  In the test with CaSO4, 

the rate of flux decline was faster under conditions of 2 VAC, 10Hz than 2 VDC. (2.82 LMH hr-1 vs 1.35 LMH 

hr-1), and we expected to see a more densely scaled layer on the membrane scaled under 2 VAC, 10Hz 

conditions. However, the surface of the membrane scaled under 2 VDC conditions appeared to be more 

densely coated with CaSO4 scale. The reason for this is not clear. They were both less densely coated than 

the membrane scaled under 0 V conditions. For the silicate scaled membrane, the surface coverage appeared 

to be similar for 2 VDC and 2 VAC, 10Hz (both less dense than 0 V conditions). The surface of the membrane 

scaled under conditions of 2 VAC, 1Hz was sparsely covered by a scaling layer for membranes scaled by both 

solutions. This agrees with our experimental results that 2 VAC,1Hz conditions provide the best scaling 

resistance. SEM images were used to qualitatively assess membrane scaling. An SEM micrograph of a 

CaSO4-scaled CNT/PVA coated membrane with no potential revealed a mixture of needle-like and plate-

like crystals (Figure 23a). Past investigations have shown that the morphology of crystals depends on the 

SI and crystallization kinetics.73, 205 Needle-like crystallization is observed when crystals formed in the bulk 

phase (due to formation of nuclei in the bulk phase and subsequent attachment on dissolved ions) attach to 

the membrane surface (bulk crystallization), while plate-like formations are observed when crystal growth 

occurs on the membrane surface (due to the formation of nuclei on the membrane surface and subsequent 

deposition of dissolved ions) (surface crystallization).206 EDAX analysis showed that the membrane was 
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primarily covered by a thick layer of calcium and sulfur (Figure 23a). XRD analysis of the membrane scaled 

under 0 V (Figure 24a) showed a diffractogram that can be associated with the presence of gypsum, with 

peaks at 2θ values of 11.6, 20.5, 23.4 and 29.07.207 

On the silicate scaled membrane, a uniform colloidal layer was observed covering the surface 

(Figure 23b). This is consistent with past studies that show the polymerization of silicate monomers in the 

presence of divalent cations results in a colloidal, gel-like scaling layer.208 Some structures were observed 

deposited on top of this silicate scaling layer. EDAX analysis of the deposits indicated that the surface was 

covered by silicon and magnesium containing minerals (Figure 23b). XRD analysis of silicate scaled 

membrane (Figure 24b) did not reveal diffraction patterns that could be associated with any major silica 

containing crystals. This is likely due to the amorphous gel-like layer of silicates on the fouled membrane 

surface.  

An SEM micrograph of the CNT/PVA membrane surface after 2 VDC cell potential was applied while 

treating the CaSO4 solution shows a large number of needle-like crystals that are characteristic of bulk 

crystallization186, 209,  suggesting that bulk crystallization dominates scaling under 2 VDC conditions (Figure 

23c). SEM and EDAX analysis of the silicate scaled membrane after the application of 2 VDC showed a 

similar colloidal layer interspersed with a larger number of plate-like structures (Figure 23d), indicating 

more scaling on the surface. SEM micrographs of the membrane surface after the application of 2 VAC,10 Hz 

showed uniform crystal deposition throughout the membrane surface for both the CaSO4 and silicate scaled 

membranes (Figure 23e). SEM micrographs of the CasO4 scaled membrane after 2 VAC,1 Hz was applied to 

the membrane surface revealed a very sparse cover of sharp needle-like crystals, similar to those formed by 

the crystallization of gypsum in bulk liquid.73 A zoomed- in micrograph revealed the presence of smaller 

crystals (150 nm) on the surface (Figure 23g). In Figure 23h, the silicate scaled membrane was not as 

thoroughly covered by silicon. For both CaSO4 and silicate scaled membranes, the CNT network was visible 

in the SEM micrographs, indicating poor surface coverage when 2 VAC,1 Hz was applied. These observations 
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match our flux decline observations, where under the 2 VAC,1Hz conditions, the membrane experienced 

dramatically less flux decline.  
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Figure 20: Pictures of the (a) CaSO4 and (b) silicate scaled membranes under different 
operating conditions 



77 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

200 
µm 1µm 

200 
µm 

200 
µm 

S Ca 

1µm 200 
µm 

200 

µn 

200 

µm 

Si Mg 

c d 

1µm 

200 
µm 

200 
µm 

Ca S 

200 
µm 1µm 

200 
µm 200 

µm 

Si Mg 

a b 

200 
µm 

200 
µm 

1µm 
200 
µm 

200 
µm 

S Ca 

200 
µm 

Mg 

200 
µm 

1µm 

Si 

e 

200 
µm 

f 

200 

µm µm 
1µm 

200 

µm 

200 

µm 

S Ca 

200 
µm 

1µm 

Si 

200 
µm 

Na 

g 

200 
µm 

h 

Figure 21: SEM and EDAX micrographs of membrane surface post scaling experiments under different 
applied electrical conditions (a) CaSO4, 0 V; (b) silicate, 0 V; (c) CaSO4,2VDC; (d) silicate, 2VDC; (e) CaSO4, 
2VAC,10Hz; (f) silicate, 2VAC,10Hz; (g) CaSO4, 2VAC,1Hz; and, (h) silicate 2VAC,1Hz 
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3.3.6 Proposed mechanism of scaling inhibition 

Mineral scaling is induced by super-saturated conditions, which in our system can rapidly develop due to 

concentration polarization adjacent to the membrane (Figure 25a). It has been shown, using CaCO3, that 

nano-scale amorphous pre-nucleation clusters rapidly form on the time scale of seconds in areas where 

super-saturation conditions exist in the bulk liquid phase. These clusters then attach to a surface, and serve 

as a template for further (and rapid) crystal growth due to deposition of ions from the solution.182, 210 A 

similar phenomenon has been observed with hemihydrate CaSO4.211 In our previous work, we observed that 

the application of a 1.5 VDC cell potential to the surface of an electrically-conducting RO membrane slowed 

the rate of CaSO4 scaling.72 The mechanism responsible for the observed anti-scaling phenomena was 

hypothesized to be the formation of a thick EDL along the membrane surface. When a DC potential is 

applied, counter ions from the bulk solution are attracted to the membrane surface (forming the EDL 

structure within the CP layer), which creates an imbalance in the concentration of anions and cations (Figure 

25b). It has been demonstrated that the rate of nucleation is impacted by the degree of saturation and by the 

availability of both anions and cations to come together and form the crystal structure, with the highest rates 

occurring when the ratio between anions and cations is stoichiometric.212, 213 Thus, in the EDL, where there 

is an imbalance between anion and cation concentrations (pushing the ratio away from stoichiometry), the 

Figure 22: X-ray diffractogram of the (a) CaSO4 and (b) silicate scaled membranes. 
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nucleation rate is lower. The EDL thickness was calculated using the Debye-Huckel theory (Equation 41) 

and found to be 1.46 nm for CaSO4 scaling solution and 2.64 nm for silicate scaling solution, while the CP 

layer can vary in thickness from a few microns to a few hundred microns.214  

EDL

CP Layer

EDL

CP Layer

Figure 23: Graphical representation of scaling mitigation by electrophoretic mixing. (a) Formation of CP layer 
near the surface of an uncharged membrane; (b) formation of EDL near the membrane surface through the 
application of 2 VDC potential (membrane as cathode); (c) electrophoretic mixing within the CP layer due to 
EDL disruption and reformation caused by switching the polarity of the membrane.   
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𝜆𝐷= (
𝜀𝑘𝐵𝑇

𝑒2∑𝑛𝑖𝑧𝑖
2)
0.5

   Equation 41 

Where, 𝜆𝐷 is the Debye length which is a measure of EDL thickness, 𝜀, 𝑘𝐵, 𝑎𝑛𝑑 𝑇 are the permittivity, 

Boltzmann constant and temperature respectively, e is the charge on one electron, ni and zi are the ionic 

concentration and charge of individual ions in the solution. 

Therefore, this imbalance does not extend throughout the CP layer, and as a result, the nucleation zone is 

only pushed a short distance away from the membrane surface (Figure 25b).184, 215 Thus, just a few nm away 

from the membrane surface (i.e., outside of the EDL), the ratio between anions and cations returns to that 

which enables rapid scale formation and prenucleation clusters can be formed under these conditions. That 

being said, the newly formed pre-nucleation clusters have to transport over a longer distance to reach the 

membrane surface, and once there, the imbalance between the anions and cations slows further crystal 

growth. When considering membrane roughness and the thinness of the EDL relative to the CP layer, it 

becomes clear that a DC potential, while capable of slowing down nucleation, cannot completely prevent 

scaling, which is evident by our experimental results presented in Figure 21. Furthermore, since applying 

DC potential pushes the nucleation zone away from the membrane surface, bulk crystallization is expected 

to dominate the scaling process. Our SEM micrographs of the 2 VDC condition (figures 23c and d) show 

needle-like deposits, which are characteristic of bulk crystallization. 

In contrast to the steady EDL formed in response to a DC potential, the application of an AC potential 

periodically forms and disrupts the EDL, with the periodicity of this disruption dependent on the frequency 

of the applied electrical potential216. When the field direction is changed, anions and cations move in 

opposite directions in response to the field, potentially leading to electrophoretic ‘mixing’ within the CP 

layer (Figure 25c). Studies on the current response during the charging and discharging of the EDL show 

that the current is highest at the instance when a potential is applied and exponentially decreases as the EDL 

is formed, reaching a constant value after complete formation of the EDL. Thus, if the polarity of the 

electrode is switched at a sufficiently rapid rate, this ion flux (current) can be maintained at a higher rate to 

encourage better mixing. In our current response curves (Figure 20), for CaSO4, the initial peak current of 
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880 µA decreases to 480 µA before changing direction (when the polarity is changed) and immediately 

surging to 880 µA in the opposite direction. For silicate (Figure 20b), the initial peak current is 810 µA, 

which decreases to 390 µA before changing direction and immediately surging to 810 µA (when the polarity 

is switched). Thus, switching polarity at a rapid rate will induce movement of ions, encourage mixing, and 

prevent the formation of prenucleation clusters by preventing co-location of scale forming ions. We 

hypothesize that this mixing may extend beyond the boundaries of the EDL, thus promoting longer-range 

disruption of ion concentrations along the membrane surface. This disruption limits the time anions and 

cations spend in close proximity in the near-membrane region, which limits the formation of pre-nucleation 

clusters critical for heterogeneous nucleation.217 Importantly, it is unlikely that the ion migration will result 

in significant water movement, as the applied fields (500 V/m) are relatively weak.218 We hypothesize that 

the periodic switching of the membrane’s polarity will induce long-distance (i.e., beyond the EDL 

boundaries) disruption of ion concentrations within the CP layer, and that this mixing is due only to the 

movement of ions, and does not result in any bulk liquid motion. 

When we reduced the pH of the silicate solution to 6, which transformed silicate monomers primarily to 

their uncharged state, scaling prevention was curtailed. This strengthens our hypothesis that ion migration 

in response to the changing electrical field is responsible for the observed anti-scaling phenomenon. 

We explored the role of electrosorption in the CNT network by measuring the specific capacitance of the 

membranes, which was determined to be 0.54 F/g. This value is significantly lower than values associated 

with capacitive deionization CDI electrodes  composed of activated carbon(143 F/g).219 In addition, CV 

curves typically observed during CDI are rectangular in shape, indicating consistent ionic loading during 

the charging step, while the CV curves associated with our membranes show limited charging behavior, 

indicating a limited role of electrosorption in our system  (Figure 19g and h).220, 221  

In order to assess the dynamics of the EDL under a periodically applied potential, we consider the time 

scale required for ‘charging’ an EDL - the so-called ‘RC’ time scale, 𝑡𝑅𝐶 ∼ 𝜆𝐷𝐿/𝐷, in which 𝜆𝐷 is the 

Debye length, characterizing the distance over which the EDL is formed, 𝐿 is the distance between the 

electrodes and 𝐷 is the diffusivity of the ionic species.222 Comparing this time scale with that of the applied 



82 
 

oscillations, the inverse of the frequency, produces a dimensionless parameter - 𝜏 = 𝜔𝜆𝐷𝐿/𝐷. When 𝜏 >

1, 

phase-lags are observed between different regions of the EDL as it responds to the oscillating force.223 

Furthermore, it has been recently shown that if there is a diffusivity mis-match between ionic species, the 

symmetry breaks down and a long-range, time-averaged electric field is established.224 

Under the conditions prevailing in our experiments, 𝜏 ≪ 1, meaning that the EDL is quasi-static and 

responds instantaneously to the change in potential. In this case, the disruption to the scale formation 

process is unlikely to be caused by a reduction of the concentrations below supersaturation. Rather, we 

hypothesize that the shift in local ionic composition during the polarity switch reduces the co-location of 

anions and cations to a time scale small enough to minimize the formation of the pre-nucleation clusters. 

These ideas are motivated by our experimental data that show a dramatic decline in scaling when an AC 

potential is applied to the membrane, as well as SEM micrographs that show far less crystal formation on 

the membrane surface under AC conditions. This is further supported by experimental evidence showing 

that pre-nucleation clusters form over a time-scale in the order of seconds under supersaturated conditions; 

hence, when the electrophoretic motion is sufficiently frequent (i.e., the membrane polarity is switched at 

a high enough frequency), anions and cations will not be co-located for the amount of time necessary to 

induce the formation of these pre-nucleation clusters. 
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Figure 24: Phase shift versus frequency with a highly conductive metal plate (Pt-Ti) as the working electrode 
(black) and CNT membrane as the working electrode (red) for (a) CaSO4, and (b) silicate solution. 
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Based on this hypothesized mechanism, and the diffusivity mis-match present in our system, it would seem 

that higher frequencies would lead to better performance (moving away from the quasi-static regime). 

Higher frequency would cause more rapid mixing of ions and should be more effective at preventing 

colocation of scale forming ions. However, in our experiments, we clearly observed increased fouling when 

operating at 10 Hz vs. 1 Hz (Figures 21 and 23). In an attempt to understand this discrepancy, we conducted 

EIS measurements to determine the capacitive behavior of the conducting membranes under different 

applied frequencies (Figure 26). In Figure 26, the phase shift vs. the applied frequency (i.e., a Bode plot) is 

displayed for the ECMD and a Pt-coated Ti sheet as working electrodes in both the CaSO4 and silicate feed 

solutions. In EIS measurements, a negative phase shift indicates capacitive charging of the EDL.225 When 

no phase shift is measured, this typically means the system is acting more like a resistor. When the ECMD 

membrane was used as the working electrode in the CaSO4 solution, the phase shift was -2.8° and -3.6° at 

10 Hz and 100 Hz, respectively; in the silicate solution, the phase shift was -1.6° and -1.2° at 10 Hz and 100 

Hz, respectively. These values are very low and indicate that at these frequencies, little capacitive charging 

is taking place, and the ECMD material is functioning primarily as a resistor, with little EDL formation. 

However, at 1 Hz, the phase shift was measured to be -14.7° and -14.2° for the CaSO4 and silicate solutions, 

respectively. These larger phase shift values indicate that the material is indeed acting more like a capacitor 

with an EDL associated with it. This could possibly be due to the relatively high electrical resistance of the 

ECMD (228±14 ohm/square), which was preventing effective charge distribution across the membrane 

surface, which prevented the formation of a robust EDL when high frequencies were applied. To test this 

hypothesis, we performed identical EIS measurements using a Pt-coated Ti sheet as a working electrode 

(Figure 26); the Pt-coated Ti had a very low sheet resistance (8X10–4 ± 9.6X10–5 ohm/square), and thus, we 

anticipated that this material would express capacitive charging at higher frequencies. Indeed, when the 

highly conducting material was used, a large phase shift (-31.7°) was observed at 10 Hz (in the CaSO4 

solution), with a larger shift (-57.4°) at 1 Hz. Similar behavior was observed in the silicate solution. While 

not a perfect comparison (the solid metal sheet is not identical to a porous CNT electrode, which can impact 

the way ions interact with the surface, and would require different circuit elements when constructing 
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equivalent circuits to describe these systems), this comparison is meant to illustrate the impact of 

conductivity on capacitive charging. Therefore, we conclude that the poor anti-scaling performance 

observed at 10 Hz using the ECMD material is a result of the material’s inability to effectively distribute 

charge throughout its surface at this frequency (due to the short period of time before polarity is switched). 

This ineffective charge distribution will prevent the EDL from fully forming and be unable to influence the 

ions to move within the CP layer. This results in poor electrophoretic mixing. However, if a membrane 

material with a lower resistance could be fabricated, we anticipate that higher operating frequencies would 

yield better anti-scaling performance due to the fact that a more conductive membrane material would 

enable faster charge distribution through the surface, allowing the EDL to fully form before the potential is 

switched. In our system, due to poor conductivity and charge distribution, there is a reduced driving force 

for the ions in solution to respond to the applied potential, due to the incomplete formation of the electric 

field (as a result of inefficient charge distribution).  

 

3.3.7 Economic analysis 

The proposed ECMD system has the potential to enhance membrane lifetime (by scaling mitigation), reduce 

membrane cleaning frequency, minimize pretreatment requirements, and reduce the volume of brine that 

requires disposal (by enhancing water recovery). The additional costs of this process (over conventional 

MD processes) are associated with fabricating the conductive CNT/PVA composite (cost of materials and 

fabrication), and energy requirements for the application of the electrical potential. In this section, we 

consider only the additional capital and operating costs incurred, and potential savings offered, by our 

process, without considering costs associated with membrane system design, heating of the feed solution, 

or pumping and cooling of the permeate stream, as these are expected to be comparable with conventional 

MD processes. 

The cost of COOH-functionalized multi-wall CNTs used here is $0.6 g–1. A single piece of membrane 

being coated (16 cm X 30 cm or 0.048 m2) requires 0.2 g (200 ml of 1 g L–1 CNT solution), resulting in a 
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requirement of 4.17 g CNT m–2, which translates to a cost of $2.5 m–2. A mathematical model for the design 

and fabrication of polymer solar cells by spray coating has been used to estimate the thermal cost of spray 

coating a CNT solution on to the membrane.226 With an assumed substrate speed of 0.15 m s–1 and a nozzle-

substrate distance of 0.3 m, for a 1 g L–1 solution of CNT, the thermal cost of spray coating (which 

dominates over other electric costs) was $2 m–2 per layer. The total additional cost of membrane fabrication 

is therefore $2 + $2.5 = $4.5 m–2. Assuming a flux of 30 LMH and an operation time of 20 hours a day and 

360 days a year, the water treated over this five-year period is 1080 m3 m–2. This results in an additional 

cost of $0.004 m–3. 

The power required to apply 2 VAC, 1 Hz was calculated using Equation 42: 

𝑃 = 
𝑉^2

𝑍
𝑐𝑜𝑠𝜃  Equation 42 

where V is the voltage applied (2 V), Z is the impedance measured from EIS data and θ is the phase shift. 

The impedance of the system was determined to be 191 Ω for the CaSO4 solution and 182 Ω for the silicate 

solution. Using Equation 2, it was determined that the power requirements were 0.02 W for both solutions 

(for the 0.004 m2 piece of membrane). This results in a power requirement of 5 W m–2. Over the five-year 

period being considered, power requirements are 180 kWh m–2. Assuming electricity to cost $0.12 per kWh, 

the resulting cost is $21.6 per m2, which for 1080 m3 of treated water results in $0.02 per m3. Thus, the total 

additional costs incurred are $0.004 per m3 (membrane fabrication) + $0.02 per m3 (electrical potential 

applied) = $0.024 per m3 water produced. In terms of savings, these costs need to be compared to the cost 

of anti-scalants and brine disposal, which vary depending on the physical location and the chemical 

composition of the water requiring treatment. 

 

3.4 Conclusion 

       In summary, an effective anti-scaling method was developed, which significantly reduced the 

occurrence of CaSO4 and silicate scaling on ECMD membrane surfaces. When an electrical potential was 

applied to the membrane surface, the occurrence of mineral scaling could be greatly reduced, with the 



86 
 

frequency of the applied potential having a dramatic impact on the scaling rate. In our experiments, AC 

conditions performed better than DC conditions due to the mixing within the EDL. We hypothesize that 

this reduces the opportunity for anions and cations to co-exist in the same space under supersaturated 

conditions, and prevents them from forming pre-nucleation clusters needed to form larger crystals. We 

identified 2 VAC,1Hz   as the optimal electrical condition that minimized both CaSO4 and silicate scaling to 

the largest extent. While we expect that higher frequencies will improve the performance of the system, the 

relatively poor electrical properties of our conducting membrane limited the capacitive charging behavior 

to relatively lower frequencies. Improving the membrane’s conductivity is expected to allow higher 

operating frequencies, which should improve anti-scaling performance. Over a five-year period, power 

requirements are 180 kWh m–2 for this treatment process. An economic analysis (details in the SI) indicated 

that the additional costs associated with the optimal anti-scaling performance are $0.024 per m3 of water 

produced. In terms of savings, these costs need to be compared to the cost of anti-scalants and brine 

disposal, which vary depending on the physical location and the chemical composition of the water 

requiring treatment. 

 

Acknowledgements: 

This work was undertaken in collaboration with the U.S. Department of Energy’s National Renewable 

Energy Laboratory (NREL) with funding under subcontract AEJ-9-82309-01, and prime contract DE-

AC36-08GO28308. In addition, the work was supported by the National Science Foundation CAREER 

Award (1553756). We would like to thank Steven Bustillos and Gaurav Sant for their help with XRD 

measurements. 

 

 

 

 

 



87 
 

Chapter 4: Lowering the Activation Energy 

of the C-F bond by Potential-Driven Direct 

Electron Transfer Facilitates the Reductive 

Defluorination of Perfluorooctane Sulfonate 
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Abstract 

The wide-spread environmental occurrence of per- and polyfluoroalkyl substances (PFAS) has attracted 

significant regulatory, research, and media attention because of their toxicity, recalcitrance, and ability to 

bioaccumulate. Perfluorooctane sulfonate (PFOS) is a particularly troublesome member of the PFAS family 

due to its immunity to biological remediation and radical-based oxidation. In the present study, we present 

a heterogeneous reductive degradation process that couples direct electron transfer (ET) from surface-

modified carbon nanotube electrodes (under low potential conditions) to sorbed PFOS molecules using UV-

generated hydrated electrons without any further chemical addition. We demonstrate that the ET process 

dramatically increases the PFOS defluorination rate while yielding shorter chain (C3-C7) perfluorinated 

acids, and present both experimental and ab-initio evidence of the synergistic relationship between electron 

addition to sorbed molecules and their ability to react with reductive hydrated electrons. Because of the low 

energy consumption associated with the ET process, the use of standard medium-pressure UV lamps, and 

no further chemical addition, this reductive degradation process is a promising method for the destruction 

of persistent organic pollutants, including PFAS and other recalcitrant halogenated organic compounds. 

 

 

Figure 25: Graphical representation of the process 
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4.1 Introduction 

Perfluorooctane sulfonate (PFOS), which was widely used in fire-suppressing foams and in the 

manufacturing of water repellent fabrics and stain repellents, has been demonstrated to be a human 

carcinogen and having adverse effects on the immune system.227 Because of its widespread use, it has 

entered the environment through multiple routes: airborne dust228, landfill leachate229, and wastewater.230 

In addition to its toxicity, the extreme recalcitrance of this compound (e.g., it is virtually immune to 

microbial degradation), coupled with its rapid transport through the environment, and tendency to 

bioaccumulate231, has led to the detection of PFOS in air232, 233, soil234, surface water235-237, groundwater235, 

238, as well as in multiple animal species239, 240, and humans.241 PFOS is part of the larger per- and 

polyfluoroalkyl substances (PFAS) family, which contains many fluorinated surfactants.242 Chemical 

oxidation methods, including hydroxyl radicals, are not effective at degrading PFOS, making it 

particularly challenging to remove.243 The elevated stability of PFOS stems from its weak polarization, 

thermal stability (C2H5–H of 101 kcal/mol vs. C2F5–F of 127 kcal/mol, and CF3–CF3 of 99 kcal/mol vs. 

CH3–CH3 of 89 kcal/mol) and oxidative resistance (F + e–→F-, E0 = 3.6 V).113, 244, 245 To date, very few 

methods have been identified that can destroy this molecule; these methods include electrooxidation at 

high current densities101 using specialized electrodes246, incineration247, sonolysis229, and reduction via 

hydrated electrons.248, 249 The standard method of treatment used to remove PFOS from water is 

adsorption on activated carbon250; in addition, it has been shown that nanofiltration membranes can 

remove this molecule.98, 251 However, these removal methods do not destroy PFOS, and subsequent 

treatment is still needed.252  

UV-based degradation methods are widely used to destroy organic contaminants in water.253 However, 

the destruction of PFOS by UV alone (with low- or medium- pressure mercury lamps) at room 

temperature is very slow (10 days, 48% defluorination).254 The mechanism responsible for PFOS 
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degradation under UV irradiation is believed to involve the generation of hydrated electrons (ℎ𝑒), 

produced from the ionization of water by sufficiently energetic photons  (Equation A)255. The high 

reduction potential of ℎ𝑒 allows them to reduce the C-F bond (Eθ
e
 = -2.87 V; Eθ

C-F ≤ -2.7 V).245 However, 

the high reactivity of the ℎ𝑒 (coupled to the low number of sufficiently energetic photons generated from 

medium pressure UV lamps) leads to many competing side reactions (e.g., Equations B and C), which 

lead to the slow defluorination rates observed in pure UV systems256. Studies have indicated that the 

lifetime of ℎ𝑒 in solution is approximately 10-7 sec, with a diffusion pathway < 2 nm. Thus, strategies to 

increase the effectiveness of he include the elimination of competing side reactions, increasing the number 

of ℎ𝑒, and increasing the probability of reaction between ℎ𝑒 and target molecules. Increasing the ℎ𝑒 yield 

has been demonstrated by adding compounds such as sulfite249 and iodide113, while competing reactions 

can be eliminated through the addition of hydroxyl radical scavengers, increasing pH, or eliminating 

dissolved O2.112, 255 However, the addition of chemicals to water usually requires further treatment to 

remove these impurities, depending on the water’s intended use.257  

2𝐻2𝑂 + ℎ𝑣 → 𝑂𝐻 ∙ +𝐻3𝑂
+ + ℎ𝑒   (A) 

𝑂𝐻 ∙ +ℎ𝑒 → 𝑂𝐻
−       k=3.0×1010 M-1s-1    (B) 

𝐻+ + ℎ𝑒 → 𝐻 ∙ +𝐻2𝑂    k=2.3×1010 M-1s-1   (C) 

To the best of our knowledge, strategies to increase the reaction rate of hydrated electrons with target 

molecules (without changing environmental conditions, such as temperature), have not been explored. 

Developing such strategies could enable the effective degradation of recalcitrant compounds without the 

need for chemical additives or energy intensive degradation processes. One such strategy for PFAS 

involves the lowering of the activation energy of the C-F bond. While there have been reports on catalytic 

processes capable of facilitating the defluorination of aromatic fluorinated compounds258, no such 

catalysts have been identified for aliphatic species. An alternative method to lower the activation energy 

of these bonds involves the “priming” of target molecules through direct electron transfer (ET); in this 
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method, an electron is forced onto the target molecule, without leading to the dissociation of any chemical 

bonds.109 The driving force for this ET can be provided through a potential difference between the surface 

of a cathode and a sorbed target molecule (such as PFOS).259 If the potential difference is large enough, 

and there is sufficient energy in the system, the receiving entity can dissociate, leading to bond 

cleavage.109 However, if there is insufficient energy in the system, the electron can return to the 

“donating” entity (i.e., the system relaxes).260 When the electron transfers to the “receiving” entity, the 

entity assumes excess charge and forms a transient radical anion; in this state, chemical bonds in the 

receiving entity destabilize due to a perturbation of the entity’s electron density.261 Thus, in this state, 

additional external energy input, e.g., from a hydrated electron, can lead to bond dissociation. ET between 

molecules sorbed onto a conductive surface can be initiated through the application of an electrical 

potential to this surface.262  

Here, we show that potential-induced ET processes can dramatically increase the defluorination rate of 

PFOS molecules by UV-generated ℎ𝑒 in an additive-free system. Importantly, the ET reaction is 

performed at low cell potentials, which reduces energy consumption in the system. The defluorination 

reactions are explored under different electrode surface chemistries, aqueous constituents, and applied 

potentials. The degradation products, defluorination, and desulfonation rates are characterized, and 

density functional theory (DFT) is used to explore the impact of electron addition to the PFOS molecule 

in terms of bond lengths and the C-F and C-S bond activation energies. Our results demonstrate how the 

specific adsorption of PFOS onto electrodes with tailored chemical properties can facilitate ET between 

the electrode and the adsorbed PFOS, which enables UV-generated ℎ𝑒 to rapidly defluorinate PFOS. To 

the best of our knowledge, this is the first study to demonstrate the coupling of electrochemically-induced 

ET to photo-assisted degradation reactions, which increases the degradation rate of aqueous recalcitrant 

organic contaminants. The results of this study open the door to a new, energy efficient degradation 

pathway that is expected to simplify the destruction of PFAS and other halogenated and recalcitrant 

organic contaminants.     
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4.2 Materials and methods 

PFOS, sodium perchlorate, cetyl trimethylammonium bromide (CTAB), tetradecyl trimethylammonium 

bromide (TDTAB), benzethonium chloride (BZT), sodium dodecylbenzene sulfonate (DDBS), and Triton 

X-100 were purchased from Fisher Scientific. Perfluorooctanoic acid (PFOA) (96%, Sigma Aldrich), 

heptafluorobutyric acid (98%, Sigma Aldrich), perfluoroheptanoic acid (98+%, Alfa Aesar), 

perfluorohexanoic acid (97%, Oakwood Chemical), n-perfluoropentanoic acid (97%, Matrix Scientific), 

and pentafluoropropionic acid (98%, Matrix Scientific) were used for degradate identification and 

analysis. 

COOH-

functionalized carbon nanotubes (CNTs) with a purity of >99% (by weight) were purchased from Cheap 

Figure 26: Total Ion Chromatogram (TIC) revealing species with the same mass of linear chain PFOS. The analytical 
method used to obtain this chromatogram is that described in the main text for analysis of PFOS degradation 
products, all of which eluted at earlier retention times. No other impurities were observed in our analysis of PFOS stock 
solutions.   
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Tubes Inc. (Vermont, US). Total ionic strength adjustment buffer II (TISAB II) solution for F- ion 

measurement was purchased from Sigma-Aldrich (Missouri, US). 

Despite assurances from the supplier, LCMS analysis (described below) of PFOS stock solutions revealed 

the presence of minor impurities with the same mass of PFOS (Figure 28). Based on prior reports, we 

assumed these to be branched chain variations of PFOS. From our analysis and assuming the LCMS 

response of these impurities was equivalent to PFOS, we estimate these impurities comprise ~13% (by 

mass) of total organofluorine mass in our initial PFOS stock solutions.  

The electrode materials used in this study were graphite plates, Pt-coated titanium shims, and CNT 

stabilized with different surfactants and deposited on a porous polymeric substrate. For CNT-based 

electrodes, 0.1 g of COOH-functionalized CNTs were suspended in 1 L of deionized water along with 0.5 

g of the surfactant as a dispersion agent. This solution was sonicated with a probe sonicator for 30 

minutes, followed by centrifugation for 20 minutes at 11,000 rpm, to produce a dispersed CNT solution. 

450 ml of this solution was pressure deposited on a porous polysulfone support (PS 35; Solecta, 

Oceanside, CA) at 50 psi. The material was then washed with 1 L of deionized water to remove non-

attached surfactant and dried at 90 0C for 10 minutes. This material had a CNT layer with an average 

thickness of 6 μm (typical resistance of 50～100 Ω/cm), and was cut to the required electrode surface 

area. 

Stock solutions of 500 ppm of PFOS and 1 M of sodium perchlorate in DI water were prepared to make 

the experimental solution, which contained 5 ppm PFOS in 50 mM sodium perchlorate in deionized 

water. A medium pressure UV lamp (450 W, Hanovia), UV enclosure, power supply and quartz glass 

water jacket were purchased from ACE glass Inc. (New Jersey, US). 600 ml of solution was placed in a 

customized glass beaker (glass shop at University of California, Los Angeles) with a stir bar. This beaker 

was placed on a stir plate and the UV lamp, sitting in the quartz water-jacket (cooling water flow rate of 

240 ml/min), was immersed into the beaker with PFOS solution. Electrodes were suspended in the 
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solution using alligator clips, and 0, 1, 2 and 3 V cell potential (corresponding relative potentials of +0.03, 

-0.19, -0.58 and -1.25 V vs. Ag/AgCl) were applied using a DC power source. After allowing a 15-minute 

warmup time for UV light, 5 ml samples were collected every 30 minutes. All experiments were carried 

out in open air conditions.  

Fluoride measurements were done using an ion selective electrode purchased from Thermo Fisher. 2 ml 

of the sample was added to 2 ml of the TISAB II solution and the probe was immersed into this solution 

to measure fluoride concentrations. 0, 0.019, 0.095, 0.19, 1.9, 19, and 190 ppm F- standard solutions were 

used to calibrate the probe before sample analysis at every time point to verify probe accuracy. pH was 

measured using a pH probe (Thermo Fisher). Ion chromatography (Dionex, Thermo Scientific, MA, US) 

was used to measure sulfate concentrations. XPS analysis (Kratos AXIS Ultra DLD, Manchester, UK) of 

the electrode surface was used to determine the presence of sorbed species, where the electrodes were 

soaked in the PFOS solution for 30 minutes and then gently rinsed with DI water prior to analysis.  

PFOS and PFOS degradation products were quantified by using a Waters Acquity TQD, which is a triple 

quadrupole mass spectrometer with ultra-high-pressure liquid chromatograph (UPLC) (Waters Acquity 

UPLC H Class). The UPLC was performed using a Water Acquity BEH C18 column (2.1 x 50 mm, 1.7 

µm). The mobile phases used for the UPLC separation were 10 mM Ammonium Acetate, pH 5 (Solvent 

A) and 10 mM ammonium acetate in 80:20 Methanol/Water (Solvent B). The gradient initially started at 

50% B and held for 1 minute, then increased to 85% B over 8 minutes and held there for 3 minutes. The 

flow rate used was 0.3 mL/min and the injection volume was 10 µL. Negative electrospray ionization 

with a cone voltage of 20 V was used to form (M-H)- ions of each compound. Multiple reaction 

monitoring (MRM) scanning was used on the TQD to detect each degradation product. Waters MassLynx 

4.1 software was used for data collection and QuanLynx for quantitative analysis. 

Commercial standards were used to identify PFOS degradate retention times from product mixtures and 

to generate the MRM transitions that were used in degradate analysis. PFAS standards for LCMS were 

https://www.google.com/search?q=Waltham,+Massachusetts&stick=H4sIAAAAAAAAAOPgE-LSz9U3MCooMTBJU-IAsTOqjE21tLKTrfTzi9IT8zKrEksy8_NQOFYZqYkphaWJRSWpRcWLWMXCE3NKMhJzdRR8E4uLE5MzSotTS0qKAbi_f6RdAAAA&sa=X&ved=2ahUKEwjh-bvIj_HgAhUcFzQIHbdSD9AQmxMoATAdegQIBhAL
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prepared by first dissolving about 6.25 mg of the PFAS chemical in DI water to get around 250,000 ppb 

solutions, then diluting from those stocks to get 1,000 ppb solutions. Appropriate volumes of each 1,000 

ppb solution of each PFAS chemical were then mixed and diluted to obtain a range of mixed chemical 

standard solutions across the calibration range from 5 to 100 ppb. 

4.3 Results  

4.3.1 Defluorination of PFOS under oxic conditions  

 

Figure 27: (a) Impact of different CNT surfactant stabilizers on defluorination of PFOS (UV + -0.58 V vs. Ag/AgCl at pH 6.5 with 50 
cm2 electrode surface area; Control = no electrode); (b) impact of initial pH on defluorination (CNT/CTAB cathode with 50 cm2 

electrode surface area, -0.58 V vs. Ag/AgCl, UV); (c) impact of applied potential on PFOS defluorination (CNT/CTAB cathode with 
50 cm2 electrode surface area, UV, pH 11.5; Control = no electrode); (d) impact of CNT/CTAB cathode surface area on PFOS 
defluorination (UV, -0.58 V vs. Ag/AgCl, pH 11.5).  

 

While UV-generated ℎ𝑒 alone are able to defluorinate PFOS, the defluorination rate is very slow, with 

only 0.012 ppm (0.63 μM) F- (0.4% defluorination) generated after 2 hours of exposure (control 

experiment in Figure 29a). To test the UV-electrochemical system, we tested a Pt-coated titanium (Ti) 

plate and a graphite sheet as cathodes (with a Pt-coated Ti plate as anode), and found that the 

defluorination rate showed no clear improvement after applying 2 V. Since CNTs are excellent current 

collectors, as well as capable of sorbing contaminants, we used percolating networks of CNTs, deposited 
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on a polymeric support, and functionalized them with different surfactants as sorption sites/electrodes 

with the goal of facilitating ET between the current collector and sorbed contaminants.191 Here, 

surfactants with different structure and functional groups were used to stabilize aqueous suspensions of 

CNTs, which were subsequently deposited on the support; the hydrophobic tail of the surfactant tethers 

these molecules to the CNT backbone through hydrophobic interactions, with the charged hydrophilic 

head capable of potentially functioning as ion exchange sites for the target molecules.193 These electrodes 

were immersed in a PFOS solution and a -0.58 V vs. Ag/AgCl (2 V cell potential) was applied to the CNT 

electrode (functioning as a cathode against a Pt-coated Ti anode). A marked increase in F- concentration 

was observed when the cationic surfactant CTAB was used as the CNT stabilizer [F- of 0.21 ppm (11.05 

μM) after 2 hours, or 7.33% defluorination at a defluorination rate of 0.10 ppm/h (5.26 μM/h)] (Figure 

29a). Similarly, when the cationic surfactants TDTAB and BZT were used to stabilize the CNTs, 

enhanced defluorination was observed, but to a lesser extent [F- of 0.11 ppm (5.79 μM) and 0.13 ppm 

(6.84 μM) after 2 hours, representing 3.67% and 4.33% defluorination, respectively] (Figure 29a). 

However, CNTs stabilized with the anionic surfactant DDBS or the non-ionic surfactant Triton X-100 did 

not show any accelerated defluorination (Figure 29a).  

Protons are effective scavengers of ℎ𝑒 (Equation C). Thus, it is expected that a drop in proton 

concentrations will reduce competition for ℎ𝑒, increasing their availability to react with the sorbed PFOS 

on the cathode. We investigated the impact of initial solution pH on PFOS degradation on a CNT/CTAB 

cathode with -0.58 V vs. Ag/AgCl applied to its surface (Figure 29b). As expected, increasing the pH of 

the solution from 6.5 to 11.5 increased the final F- concentration from 0.21 ppm to 0.38 ppm (Figure 29b), 

and the defluorination rate rose from 0.10 ppm/h (5.26 μM/h) to 0.19 ppm/h (10.27 μM/h). Even though 

the change in proton concentrations explored in these experiments was exponential, the increase in 

defluorination rate was not. Thus, while the solution pH is important, it is not the governing factor in 

determining defluorination rates. 



97 
 

The impact of the applied potential on PFOS defluorination rates using CTAB-functionalized CNT 

electrodes was also investigated (Figure 29c). By applying 0 V, 1 V, 2 V, and 3 V cell potentials (with 

CNT electrode as cathode), the relative potential (vs. Ag/AgCl) of the CNT/CTAB electrode was +0.03 

V, -0.19 V, -0.58 V, and -1.25 V. The current density under these conditions was 0.0166 μA/cm2, 0.0038 

± 0.0002 mA/cm2, 0.056 ± 0.002 mA/cm2 and 0.1152 ± 0.004 mA/cm2, respectively. At cell potential  -

0.58 V vs. Ag/AgCl, increasing the cell potential (and current density) enhanced the defluorination rate 

from 0.15 ppm/h (7.83 μM/h) to 0.19 ppm/h (10.27 μM/h). Critically, at 0 V (i.e., CNT/CTAB electrode 

immersed in the solution with no external potential applied), the CNT/CTAB had a potential of +0.03 V 

vs. Ag/AgCl, and we observed an increased defluorination rate from 0.006 ppm/h (0.30 μM/h) (the 

control with no electrode present) to 0.057 ppm/h (3.02 μM/h). However, when -1.25 V vs. Ag/AgCl (3 V 

cell potential) were applied to the CNT/CTAB electrode, the defluorination rate declined from 0.19 ppm/h 

(10.27 μM/h) to 0.15 ppm/h (7.75 μM/h) while the final F- concentrations declined from 0.39 ppm (20.52 

μM) to 0.29 ppm (15.26 μM) (Figure 29c). Cyclic voltammetry (CV) measurements using the 

CNT/CTAB as a working electrode showed that the onset of electrolysis occurs at -0.30 V vs. an 

Ag/AgCl reference. At -1.25 V vs. Ag/AgCl (3 V cell potential), water electrolysis was occurring, which 

competed with PFOS for electrons. Also, we cannot rule out electrostatic repulsion between the 

negatively charged PFOS and CNT/CTAB cathode surface since the final F- concentration after a 2 hour 

reaction declined from 0.087 ppm (4.58 μM ) (CNT/CTAB surface not connected to a counter Pt-Ti 

counter electrode, UV, pH 6.5) to 0.076 ppm (4.00 μM) when the CNT/CTAB electrode was used as an 

anode (cell potential of 2 V, UV, pH 6.5). Thus, both the cathodic potential on the CNT/CTAB electrode 

and the sorption of PFOS on the surface of the electrode are necessary to increase PFOS susceptibility to 

the ℎ𝑒 attack, which increases the overall defluorination rate.  

To determine whether the PFOS defluorination reaction is indeed a surface reaction taking place on the 

CNT/CTAB electrode, we varied the surface area of the electrode immersed into the PFOS solution (10, 

20, and 40 cm2) (Figure 29d). After 2 hours reaction (UV, -0.58 V vs. Ag/AgCl), the final F- 
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concentration was 0.08 ppm (4.21 μM), 0.15 ppm (7.89 μM), and 0.30 ppm (15.79 μM), for the 10, 20, 

and 40 cm2 electrode, respectively, with concentrations doubling with each doubling of surface area.  

4.3.2 Defluorination driven by hydrated electrons  

 

Figure 28: PFOS defluorination in the presence of TB, nitrate, or N2 (UV, -0.58 V vs. Ag/AgCl, pH 11.5) 

To explore the role of ℎ𝑒 in PFOS defluorination reactions, we carried out defluorination experiments 

(CNT/CTAB cathode, UV, -0.58 V vs. Ag/AgCl, pH 11.5) with different solution additives (Figure 30). 

Nitrate is an effective ℎ𝑒 scavenger (1×1010 M-1s-1)52; when 15 mM of nitrate were added, very little 

fluoride was liberated, which confirms the importance of ℎ𝑒 to the defluorination process. Dissolved 

oxygen (DO) acts as a highly effective ℎ𝑒 scavenger (Equations E and F). By continuously purging N2 

through the system, DO concentrations were reduced to below 0.1 ppm; once the experiment commenced, 

defluorination was greatly enhanced , with a final F- concentration (after 2 hours) of 0.71 ppm (37.37 

μM), a nearly two-fold increase over concentrations measured under oxygenated conditions (Figure 30 vs. 

Figure 29b), with defluorination rates greatly enhanced to 0.46 ppm/h (24.03 μM F-/h, a 2.34-fold 

increase over oxygenated conditions). Hydroxyl radicals formed during the UV-induced ℎ𝑒 generation 

process (Equation A) can scavenge ℎ𝑒, albeit at a relatively slow rate (1×105 M-1s-1)53. However, since 

both of these species are co-located during generation, hydroxyl radicals act as potent scavengers. When 

we added 15 mM of tert-butanol, a known hydroxyl radical scavenger, to the solution, the defluorination 

rate increased to 0.48 ppm/h (25.08 μM F-/h) (83 times higher than that in the UV-only system), a result 



99 
 

very similar to the N2 purging (Figure 30). Together, these results demonstrate the critical part that ℎ𝑒 

play in PFOS defluorination. 

𝑒𝑎𝑞
− +𝑂2 →∙ 𝑂2

−  k=1.9×1010 M-1s-1   (Equation D) 

𝑒𝑎𝑞
− +∙ 𝑂2

− → 𝑂2
2−  k=1.3×1010 M-1s-1    (Equation E) 

4.3.3 PFOS removal, desulfonation, and defluorination  

The presence of branched chain PFOS impurities complicate our analysis (Table 4) of the rate and extent 

of defluorination in our experimental systems.  Based on the abundance of impurities initially present, and 

the expectation that these branched species are more easily degraded than linear PFOS, any extent of 

defluorination less than ~13% may be due to the presence of these impurities. However, there are 

conditions where we can confidently conclude that defluorination is attributable to the decay of linear 

chain PFOS. For example, under our most reactive conditions (e.g., UV/2 V, N2, pH 11.5), analysis of 

both the linear and branched PFOS over time shows a roughly three-fold greater rate of branched PFOS 

decay relative to linear chain PFAS (Figure 31). However, because these impurities are not entirely 

degraded over the 2 h reaction, at most only 11% of the defluorination (when a total of 24% 

defluorination was observed) observed in these systems can be attributed to the branched chained 

impurities. Because we were only able to measure decay of the impurities in select experimental systems, 

we have elected to report rates and extent of defluorination in Table 4 that are unadjusted and do not take 

into the account the contribution from branched chained impurities. Thus, the defluorination rates 

reported here should be considered as an upper bound of the rates, reflecting the defluorination of both 

linear and branched PFOS. 
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In addition to fluoride, sulfate and PFOS concentrations were measured at the end of the 2-hour 

experimental period. The reaction of ℎ𝑒 and PFOS can lead to the cleavage of the sulfonate group from 

the PFOS molecule, which transforms to sulfate in water.112 In general, PFOS removal (defined as the 

final PFOS concentration divided by the initial PFOS concentration) was greater than desulfonation 

(defined as the final sulfate concentration divided by the total theoretical sulfate concentration generated 

after 100% PFOS degradation); desulfonation was nearly always greater than defluorination (defined as 

the final fluoride concentration divided by the total theoretical fluoride concentration generated after 

100% PFOS degradation), except when tert-butanol (the hydroxyl radical scavenger) was added to the 

Figure 29: Concentration as a function of time for decay of linear PFOS and branched chain PFOS impurities in the 
most reactive experimental system (UV/2 V/N2, pH 11.5). In developing these decay curves, we assumed the LCMS 
response for branched chained impurities was equivalent to that for linear PFOS. Further, we summed the peak area 
response for all three impurities that we observed, producing a decay curve for the cumulative mass associated with 
the presumed branched chain PFOS impurities.  Impurities decayed at a rate roughly three-fold greater than linear 
PFOS. Initially present at ~13% of the total organofluorine mass in our initial PFOS solutions (e.g., t = 0 samples in our 
reactor experiments with ~5 ppm PFOS), ~16% of the initial impurity mass was present at the conclusion of the 
experiment after 2 hours. Thus, the amount of impurities present cannot fully account for the extent of defluorination 
(~24%) reported under these experimental conditions.  



101 
 

solution (Table 4). When a PFOS solution (pH 11.5) was exposed to medium-pressure UV light, no PFOS 

or sulfate were removed, and the % defluorination was extremely low (0.4± 0.10%). When a 

CNT/CTAB/Pt-Ti electrode pair was added to the solution (0 V), desulfonation, and defluorination 

increased to 57.1 ± 6.2%, and 3.7 ± 0.1%, respectively (Table 4). Upon purging with N2, PFOS removal, 

desulfonation, and defluorination increased to 81.0 ± 3.1%, 70.0 ± 3.4% and 6.8 ± 1.0%. When a potential 

was applied to the electrode pair (-0.58 V vs. Ag/AgCl), these ratios further increased to 86.2 ± 5.9%, 

77.8 ± 4.5% and 23.7 ± 1.2%. Interestingly, the addition of tert-butanol did not change defluorination 

(23.3 ± 0.9%), but desulfonation dropped dramatically (to 24.1 ± 2.2%). At a moderate pH (8.5), 

desulfonation and defluorination were somewhat lower than at higher pH. Based on the data presented in 

Table 4, it can be deduced that anaerobic conditions, high pH, and moderate potentials are favorable for 

both defluorination and desulfonation of PFOS.  

Table 4: PFOS removal and degradation performance after 2 hours of reactions under different conditions. 

Experiment conditions PFOS removal 

(%) 

Desulfonation 

(%) 

Defluorination 

(%) 

Defluorination 

ratea (ppm/h; μM 

F-/h) 

UVw/t, pH 11.5 / - 0.4 ± 0.1 0.0057; 0.30 

UV/0 V, pH 11.5 NM 57.1 ± 6.2 3.7 ± 0.1 0.05738; 3.02 

UV/0 V, N2, pH 11.5 81.0 ± 3.1 70.0 ± 3.4 6.8 ± 1.0 0.13794; 7.26 

UV/2 V, pH 8.5 NM 49.4 ± 9.0 7.5 ± 0.1 0.11362; 5.98 

UV/2 V, pH 11.5 NM 73.2 ± 11.2 12.8 ± 0.2 0.19513; 10.27 

UV/2 V, N2, pH 11.5 86.2 ± 5.9 77.8 ± 4.5 23.7 ± 1.2 0.45657; 24.03* 

UV/1 V, pH 11.5 NM 47.4 ± 5.6 9.8 ± 0.1 0.14877; 7.83 

UV/3 V, pH 11.5 NM 57.6 ± 6.7 9.6 ± 0.4 0.14725; 7.75 

UV/2 V, TB, pH 11.5 65.6 ± 7.1 24.1 ± 2.2 23.3 ±0.9 0.47652; 25.08* 

1.6.1.1  
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4.3.4 PFOS degradation pathway and products 

Analysis of the products generated from PFOS decay were explored using LCMS for the UV/2V system 

under N2 gas at pH 11.5 (from Table 4, PFOS removal of ~86%, desulfonation of ~78% and 

defluorination of ~24%). Degradates from other photoelectrochemical systems from Table 4 were not 

explored.  

 

Figure 30: Evolution of PFOS degradation products over time. 

PFOS decay occurred concomitantly with the formation of PFOA and several shorter chain perfluorinated 

acids (Figure 32), the formation of which was confirmed using commercially available standards. PFOA 

concentration was greatest at our earliest sampling point but steadily degraded over the remainder of the 

reaction time. At all sampling points, the least abundant degradate was perfluoroheptanoic acid. 

Perfluorohexanoic and pentanoic acid species accumulated over the first 90 minutes, but their 

concentrations decreased in the final sampling point. The concentration of shorter chain length 

perfluorobutyric acid and pentafluoropropionic acid increased monotonically over time, and were present 

at the greatest abundance at the final sampling point after 2 hours.  

The amount of products detected and quantified is far below the initial concentration of PFOS used in 

these experiments. To assess potential non-reactive mass losses in our electrode systems, we also 

conducted control studies in the absence of UV light and applied potential to measure the uptake of PFOS 
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on CTAB functionalized electrode materials. These sorption studies, which were conducted at an identical 

electrode loading (based on surface area ~0.067 cm2/mL) to that used in photoelectrochemical systems, 

revealed some uptake capacity for the electrode materials (2.6 g PFOS/cm2 of electrode area). In 

contrast, DDBS functionalized electrodes did not exhibit any detectable uptake. 

We note that no attempts were made to evaluate the relative degree to which degradates sorbed to the 

electrode surface, such that dissolved concentrations reported in Figure 32 may not reflect the total mass 

of each species generated from PFOS degradation (i.e., some degradates may remain surface associated). 

We also did not attempt to identify, via non-target analysis, any previously unidentified PFAS degradates 

that may have been generated photoelectrochemically under these conditions, which may also explain the 

difference observed between initial PFOS mass and measured degradate mass.  

4.3.5 Modeling the impact of electron addition to PFOS 

To explore the impact of ET on the various PFOS bonds, we performed density functional theory (DFT) 

calculations. To simplify the calculations, we focused only on the impact of additional electrons to PFOS, 

and neglected other (potentially important) interactions, such as between CTAB and PFOS and CNTs and 

PFOS. Both the geometries of the native (-1 charge) and excess-charged (-2 charge) PFOS systems were 

optimized in the presence of a conductor-like polarizable continuum model (PCM) by Tomasi and co-

workers,263, 264 which creates a solute cavity via a set of overlapping spheres to calculate the solvent 

reaction For the PFOS molecule analyzed in this work, we utilized DFT with the M06-2X functional265 

and the 6-311+G (d,p) basis set. We have specifically chosen this level of theory for our calculations 

since this functional and basis set has been previously benchmarked for accurate calculations in aqueous 

chemical systems.266 To obtain the Gibbs free energies for dissociating the various C–F bonds in both the 

native and excess-charged PFOS systems, the thermodynamic partition function, q, was calculated to 

obtain contributions from translational, rotational, and vibrational degrees of freedom from standard 

statistical thermodynamics formulae at 298 K. With these free energies obtained from the optimized 
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geometries, we calculated the bond dissociation free energies for each of the unique C–F bonds in both 

the native and excess-charged PFOS molecules. Based on a molecular orbital density analysis, we 

attribute this drastic reduction in bond dissociation energy to an anti-bonding C–F orbital, which is 

populated by the extra electron placed on the PFOS molecule. These results are similar to those reported 

by Paul et al., (2004), who note that the addition of an electron to aliphatic perfluorinated hydrocarbon 

(not a surfactant), elongates the C-F bond length; since longer bonds translate to weaker bonds, these 

results mirror ours. However, one important difference is that the previous study predicts that only a 

single C-F bond is elongated, while our model predicts that all C-F bonds are weakened. These structural 

differences are due to the highly-symmetric, constrained geometries that were used in the 2004 study of 

Paul et al.; in contrast, our DFT geometries and energies were optimized without any symmetry 

constraints, which allowed the energy of the addition electron to distribute throughout the entire 

molecular structure, leading to our observed results. Importantly, our DFT calculations do not distinguish 

the source of the electron, i.e., we do not make any assumption whether the first electron, which 

transforms PFOS from its native to excess-charged state, originated from the cathode or from a . As such, 

we do not make any ℎ𝑒 a priori assumption on the order of ET reactions. What we do find, is that cathodic 

potentials alone (up to -1.25 V vs. Ag/AgCl) are not capable of driving the defluorination reaction. We 

also find that UV light alone results in very slow defluorination. Our DFT model does show that the C-F 

bond dissociation energy dramatically drops after the addition of a single electron to PFOS, but that the 

addition of a single electron to the molecule is not sufficient to break the C-F bond. Thus, in the pure UV 

system (or UV + sulfite, iodide, etc) the defluorination of PFOS likely requires multiple interactions with 

PFOS to drive C-F ℎ𝑒 dissociation and PFOS defluorination. field.  

For the native system, we obtained strong bond dissociation free energies of ~102 kcal/mol (on average), 

which reflect the strength of the polar C–F bond (Figure 33). Upon the addition of a single electron to the 

PFOS molecule (which formed the excess-charged state), we obtained C-F bond dissociation free energies 

of ~30 kcal/mol (Figure 33), which are significantly reduced compared to its native configuration.  
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Figure 31: Change of bond dissociation free energy after adding one electron onto native PFOS molecule. 

In addition to changes in C-F bonds, we used DFT to explore the bond length of the C-S bond in response 

to ET. Similar to the C-F bonds, the C-S bond weakens as electrons are added to PFOS. Interestingly, the 

C-S bond length (a proxy to bond strength, with longer distances pointing towards lower strength267) 

responds rather weakly to the first ET event (increasing from 1.92 𝐴̇ to 1.94 𝐴̇. However, the addition of a 

second electron more than doubles the bond length (to 4.22 𝐴̇), which strongly suggests bond 

dissociation.  

4.4 Discussion 

4.4.1 Enhanced PFOS defluorination on suitably functionalized electrodes  

While it known that ℎ𝑒 are capable of defluorinating PFOS, current defluorination methods involve the 

large-scale production of ℎ𝑒 , typically by exposing the contaminated solution to UV light in the presence 

of specific chemical additives (e.g., sulfite, iodide). Here, we present, for the first time, a reductive 

defluorination method that enhances the effectiveness of the ℎ𝑒 by facilitating direct (and likely 

reversible) ET between the sorbed contaminant and a suitable functionalized electrode. We have 

demonstrated that the degree of enhancement is dependent on the chemical species attached to the 

electrode, the applied potential, the surface area of the electrode, and the presence of ℎ𝑒 scavengers 

(Figure 29).  
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Based on our experimental observations, it is clear that the first step of the enhanced defluorination 

process is the effective adsorption of PFOS on the surface of the electrode. Based on XPS analysis, we 

have shown that CTAB-functionalized CNT electrodes, formed through the sorption of CTAB on CNTs 

during the CNT suspension preparation process, are the most effective at sorbing PFOS. Other positively 

charged surfactants (TDTAB and BZT) showed some minor sorption capacity, but negatively charged and 

neutral surfactant-functionalized CNTs showed no sorption capacity. Clearly, the positive charge of the 

cationic surfactants facilitates PFOS adsorption to the cathode via favorable electrostatic interactions. We 

speculate that the slightly longer hydrophobic tail of CTAB, compared to TDTAB (16 carbons in CTAB 

vs. 14 carbons in TDTAB), and the buried nature of the positively charged quaternary ammonium group 

in TDTAB, allow for more effective PFOS interactions.  

It has been demonstrated that after binding with positively charged quaternary ammonium groups, the 

reactivity of the PFOS-N(NH4) to ℎ𝑒 increased to 7.3×107 M-1s-1 from <105 M-1s-1.244, 268 This 

improvement was also observed in our experiment: by simply mixing CTAB into a PFOS solution under 

UV light (pH = 6.5, oxic condition), the final F- concentration increased from 0.012 ppm to 0.050 ppm. In 

the absence of an applied potential, some defluorination was observed when a CNT/CTAB surface was 

immersed in the PFOS solution, when compared to the control (no CTAB in the system). CTAB and 

PFOS can form complexes/micelles (either in solution or possibly on the surface of the CNT/CTAB 

electrode), where the positively charged quaternary ammonium group of CTAB interacts with the 

negatively charged PFOS sulfonate group. Micelle catalysis has been suggested as an efficient way to 

enhance ET due to the lowered dielectric constant in the vicinity of the micelle surface, and outer-sphere 

solvent reorganization269, which can contribute to the large electron-transfer reaction rate increase.270 A 

similar observation was made by a study investigating ET between an electrode surface and biomolecules, 

where CTAB-modified CNT electrodes exhibited elevated ET64. However, when we applied a negative 

potential to the CNT/CTAB electrode, a dramatic increase in the defluorination rate was observed.  
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Our modeling efforts showed that the addition of a single electron (e.g., from the cathode) to PFOS 

elongates the C-F bonds throughout the molecule (Figure 33), and reduces the activation energy of these 

bonds, as well as the C-S bond. When a second electron is added to PFOS (e.g., ℎ𝑒), C-F and C-S bonds 

dissociate, which leads to the release of fluoride and sulfate. We hypothesize that the defluorination 

reaction is a two-step process, where the first step involves ET between the cathode and PFOS, and the 

second step involves the interaction of PFOS in the excess-charge state with a ℎ𝑒. However, we do not 

have direct evidence regarding the order of the ET process, i.e., it is possible the first electron is the 

hydrated electron and the second electron is from the cathode. Furthermore, while we do not have direct 

evidence of ET from the cathode to PFOS, our experimental evidence strongly suggests that this indeed is 

the case. Specifically, we note that the defluorination rate is surface area dependent, with larger areas 

leading to higher rates, emphasizing the importance of available surface area to the reaction (Figure 29d). 

Previous experiments on aliphatic perfluorinated carbons (investigating the species CF4 – C6F14 in the gas 

phase) have reported that the addition of a single electron to these molecules resulted in dissociative 

decomposition of the C-F bond only in the smallest molecules (CF4 and C2F6), with larger molecules 

exhibiting a stable parent anion post electron addition.106 This was verified computationally, with DFT 

results showing the formation of a stable anion for larger (C>2) perfluorinated carbon molecules69. In 

fact, the DFT study showed that longer perfluorinated carbons (C>2) show a positive adiabatic electron 

affinity, indicating that the addition of an electron to these molecules is an exothermic reaction, with 

longer carbon chains exhibiting larger electron affinities.271 Since PFOS is negatively charged in its native 

state (due to the presence of the sulfonate group), it is unlikely that its adiabatic electron affinity is 

identical to C8F14. Nevertheless, these previous results support our DFT calculations that show an overall 

weakening, but not breaking, of the C-F bonds upon the addition of a single electron to PFOS. This lends 

further credence to our hypothesis that the PFOS defluorination reaction is a two-electron process, which 

is different than what is typically reported in the literature.113, 245 Since previous investigations used large 

amounts of chemical additions to enhance ℎ𝑒 generation (e.g., sulfite, KI), it is possible that the excess 
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numbers of ℎ𝑒 masked the nature of the defluorination reaction, making it appear as a single-electron 

process.     

Another interesting set of observations noted in previous gas-phase experiments is the strong dependence 

of the rate of ET on the length of the carbon chain and the energy of the exciting electron.106, 271 

Specifically, longer carbon chains required lower energy electrons to affect a given ET rate, and, for a 

given molecule, the ET rate peaks at a certain electron energy, with higher energy electrons leading to 

slower ET rates. Thus, peak ET rates shift to lower energy electrons with increasing molecule size. These 

observations can potentially help explain our experimental results that show a peak defluorination rate 

when a cell potential of 2 V was applied, with falling rates at 1 V and 3 V cell potentials. While this is 

speculative, with our observations potentially explained through enhanced electrostatics and/or gas 

evolution, it is possible that by tuning the applied potential on the electrode (and through this, the electron 

energy), it would be possible to target specific contaminants rather than adopting the sledge-hammer 

approach often encountered in chemical decontamination processes.  

Evidence for the second step of the defluorination process (i.e., the involvement of ℎ𝑒 in the reaction) is 

clear since in the absence of ℎ𝑒 no defluorination is observed (Figure 29c). Moreover, introducing ℎ𝑒 

scavengers (nitrate) completely stop the reaction, while the elimination of scavengers (O2, 𝑂𝐻 ∙) increases 

the defluorination rate (Figure 30). Interestingly, scavenging 𝑂𝐻 ∙, which are co-generated with ℎ𝑒 from 

the interaction of energetic photons and water (Equation A), not only increases defluorination, but also 

drastically decreases the degree of desulfonation. This strongly suggests that both 𝑂𝐻 ∙ and ℎ𝑒 are 

responsible for the C-S bond schism. While our DFT data does show the potential for C-S bond 

dissociation when two electrons were added to PFOS, our experimental data shows that the presence of 

oxidative radicals dramatically increases this event. From a practical perspective, minimizing 

desulfonation may be advantageous, as sulfonated degradation products are less likely to volatilize, which 

could increase the overall defluorination of the compounds, as well as minimize the release of volatile 

fluorinated hydrocarbons. 
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4.4.2 PFOS degradation pathway 

For the conditions at which degradate analysis was explored (UV/2V system under N2 gas at pH 11.5; 

PFOS removal of ~86%, desulfonation of ~78%, and defluorination of ~24% - see Table 4), the observed 

products match those previously reported for the radiolytic degradation of PFOS71. Bond dissociation 

results in loss of the sulfonic acid end group to yield sulfur trioxide (SO3
-), which is subsequently 

oxidized to sulfate (SO4
2-), and a presumed perfluoroalkyl radical (C8F17

•). Our observed concentration 

profile for PFOA (i.e., an early concentration maximum and subsequent decay with reaction progress) 

suggests it is an intermediate to the formation of the lower-order fluorinated acids. Kim et al.71 proposed 

formation of PFOA via the elimination of HF from perfluoroalkyl alcohol, which they hypothesized to 

form from the reaction of C8F17
• with 𝑂𝐻 ∙. Further radiolytic decomposition of PFOA via 

decarboxylation could then explain the formation of shorter chain perfluorinated acids through sequential 

loss of CF2.  

Because we are only measuring products at levels (i.e., 10’s of ppb) that are far below our initial PFOS 

concentration (5 ppm), we cannot rule out other loss processes and transformation pathways in our 

experimental systems. For example, in Table 4, the addition of tert-butanol to quench 𝑂𝐻 ∙ appears to 

inhibit desulfonation even though removal of PFOS and the overall extent of defluorination was 

comparable to that measured in systems without tert-butanol. We speculate that there may be a parallel 

reaction pathway for PFOS destruction in our system that proceeds via C-F bond cleavage, as supported 

by our DFT studies. Such a pathway would be expected to yield products different from those explored 

analytically herein (i.e., perfluorinated organic acids), and thus, future work will be needed to validate the 

formation of degradates produced through this alternative transformation route. 
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4.4.3 Implications for the treatment of contaminated water  

From a practical perspective, the main advantages of our proposed degradation process are that it does not 

require chemical additives, and its relative energy efficiency. A detailed description of the economic 

considerations and advantages can be found in the Supporting Information.  

4.5 Conclusion 

Here, we demonstrated an additive-free PFOS degradation method that enhanced the defluorination of 

PFOS by first "priming" the PFOS molecule through an ET process taking place between sorbed PFOS 

and a CNT/CTAB electrode (at low potentials). DFT calculations showed that the addition of a single 

electron to the PFOS molecule reduced the activation energy of the C-F bond by approximately 70%. A 

second electron, this one generated from UV-induced photolysis of water (i.e., a ℎ𝑒), upon interacting 

with the primed PFOS molecule, was able to rapidly defluorinate it. This chemical-free, and energy 

efficient decontamination method opens the door to a new treatment process that could be used to treat 

other highly recalcitrant halogenated contaminants, as well as offering a potential to target specific 

contaminants by tuning the excitation energy of the first electron through careful adjustment of the 

applied electrochemical potential.   
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Abstract: 

Per and polyfluoroalkyl substances (PFAS), legacy chemicals used in firefighting and the manufacturing 

of many industrial and consumer goods, are now widely found in groundwater resources, along with other 

regulated compounds, such as chlorinated solvents. Due to their strong C-F bonds, these molecules are 

extremely recalcitrant, requiring advanced treatment methods for effective remediation, with hydrated 

electrons shown to be able to defluorinated these compounds. A combined photo/electrochemical method 

has been demonstrated to dramatically increase defluorination rates, where PFAS  molecules sorbed onto 

appropriately functionalized cathodes charged to low potentials (-0.58 V vs. Ag/AgCl) undergo a transient 

electron transfer event from the electrode, which “primes” the molecule by reducing the C-F bond strength 

and enables the bond’s dissociation upon the absorption of a hydrated electron. In this work, we explore 

the impact of head group and chain length on the performance of this two-electron process, and extend this 

technique to chlorinated solvents. We use isotopically-labeled PFAS molecules to take advantage of the 

kinetic isotope effect, and demonstrate that indeed PFAS defluorination is likely driven by a two-electron 

process. We also present density functional theory calculations to illustrate that the externally applied 

potential resulted in an increased rate of electron transfer, which ultimately increased the measured 

defluorination rate. 
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Figure 32: Graphical representation of the process 

5.1 Introduction 

Groundwater sources provide drinking water to at least 50% of the world’s population.272 However, 

emerging contamination of per- and poly- fluoroalkyl substances (PFAS), consisting of an aliphatic 

hydrophobic tail saturated with F atoms attached to a hydrophilic head group, have imposed an increasingly 

high risk to groundwater supplies due to their toxicity, environmental persistence, and resistance to 

conventional treatment processes.231, 273 PFAS contamination is commonly associated with  areas where fire 

suppression, manufacturing, and metal plating activities took place.235 Often, chlorinated solvents (e.g.,  cis-

dichloroethylene (cDCE), trichloroethylene (TCE) are found as co-contaminants.274, 275 Chronic exposure 

to all these contaminants has been shown to have negative effects on the central nervous system, 

reproductive system, liver and kidney function, as well as causing cancer.276, 277  The EPA has established 

health advisory guidelines in drinking water for some of these pollutants: 5 ppb for TCE and cDCE, and 70 

ng/L for PFOS and PFOA.94 Therefore, it is of great importance to develop a suitable technique for the 

removal of PFAS and chlorinated compounds. 
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Two commonly found PFAS groups include perfluoroalkyl carboxylates (PFCA), which have a carboxyl 

group as the hydrophilic head, and perfluoroalkyl sulfonates (PFSA) having a sulfonate group as the head. 

While chemical oxidation has been successfully used to degrade PFCAs, PFSAs are known to be highly 

resistant to oxidative degradation.245 For example, perfluorooctanoic acid (PFOA) (a member of the PFCA 

group) has been successfully degraded by oxidation with persulfate and hydrogen peroxide.278, 279 In 

contrast, advanced oxidation methods using ozone, ozone/hydrogen peroxide and Fenton’s reagent have 

been unsuccessful at degrading perfluorooctane sulfonate (PFOS) (a member of the PFSA group) at the lab 

scale.280 Oxidation with potassium permanganate has been effective to some extent, with a PFOS 

degradation rate of 46.8% when heated to 650C.281 Electrochemical oxidation of PFOS has been shown to 

be successful. However, high potentials (greater than 5 V) are required, leading to electrode corrosion 

unless appropriate high-cost anode materials are used, such as boron doped diamond.102 In addition, the 

high potentials needed to drive the reaction lead to relatively high energy demands and gas evolution.282 

Direct UV photolysis of PFOS, although successful, has shown a very low rate of defluorination (48% after 

10 days).254 This defluorination is hypothesized to be due to the formation of hydrated electrons generated 

by the breakdown of water by energetic photons provided by a UV source.255, 283 Hydrated electrons are 

sufficiently powerful reducing agents to sever the C-F bond.248 A common method to increase PFAS 

degradation is to encourage hydrated electron formation (by adding sulfite or iodide)114, 249 while ensuring 

the reactive species are not consumed by competing reactions (with protons, dissolved oxygen and hydroxyl 

radicals).256  

A UV/sulfite system achieved 98% decrease in PFOS concentration within 30 minutes, 284, 114 and a 

UV/iodide system achieved 55% decrease in PFOS concentration after 1.5h .244, 285 Hydrated electrons are 

highly reactive and have extremely short lifespans (about 10-7s) with a diffusion pathway of < 2 nm.245, 256, 

286 Competing side-reactions that scavenge hydrated electrons include their reaction with protons, oxygen, 

and hydroxyl radicals.256 Thus, to increase the reaction between PFAS and hydrated electrons, different 

approaches can be used, including increasing the rate of production (sulfite or iodide addition), eliminating 
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competing scavengers (oxygen, protons, hydroxyl radicals), and increasing the probability of reaction 

between the hydrated electron and PFAS. 

In our previous study, we developed a UV-electrochemical system, capable of effectively defluorinating 

PFOS through a combination of enhanced adsorption (concentrating PFOS on electrode surface), transient 

electron transfer (ET) from the electrode to sorbed PFOS molecules, which destabilized the C-F bonds, and 

reaction with UV-generated hydrated electrons.111 The degradation process yielded fluoride ions and 

shorter-chained PFAS. The combined process achieved a defluorination rate of 23 ± 1.2 %, compared to 

6.8 ± 1 % when only UV was used. While we demonstrated the process on difficult-to-degrade PFOS, it 

was unclear whether the process could be used on other recalcitrant contaminants, such as chlorinated 

organics. 

In this study, we explore the ability of the combined UV/electrochemical method to degrade a range of 

PFAS molecules with different chain lengths and head groups. In addition, we explore the degradation of 

chlorinated solvents (TCE and cDCE) alongside PFAS.  We discuss the impact of head group species and 

chain length on degradation kinetics. We observed that the enhanced adsorption exhibited by longer-

chained PFAS make it easier to degrade compared to their shorter-chain counterparts. In addition, while 

chlorinated solvents were degraded, the degradation mechanism was independent of the presence of an 

electrode, and is likely a function of the UV-generated reactive species. Furthermore, by using isotopically-

labeled PFOS, we demonstrate that transient electron transfer from the electrode to sorbed PFOS (which 

destabilizes the C-F bond) is indeed responsible for the enhanced defluorination rates by UV-generated 

hydrated electrons. 

5.2 Materials and methods 

5.2.1 Chemicals 

Perfluorooctane sulfonic acid (PFOS), perfluorohexane sulfonic acid (PFHxS), perfluorooctanoic acid 

(PFOA), perfluorononanoic acid (PFNA), perfluoroheptanoic acid (PFHpA), trichloroethylene (TCE), cis-
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dichloroethylene (cDCE), sodium perchlorate (NaClO4), tert-butanol (TB) and cationic surfactant cetyl 

trimethylammonium bromide (CTAB) were purchased from Fisher Scientific. Perfluorobutane sulfonic 

acid (PFBS) was purchased from Sigma Aldrich. Isotopically labeled and unlabeled PFOS (50 µg/ml 

dissolved in methanol) were purchased from Cambridge Isotope Laboratory (Tewksbury, MA), COOH-

functionalized CNT with purity of >99% by weight were purchased from Cheaptubes (Vermont, USA). 

Polysulfone (PS-35) membranes which were used as a substrate for the CNT electrode were provided by 

Tisch (Oceanside, CA). Total ionic strength adjustment buffer II (TISAB II) solution was purchased from 

Sigma-Aldrich. 

5.2.2 Electrode preparation 

The working electrode used in this work was composed of a percolating layer of CNTs deposited on a 

porous polymeric membrane support (PS35, Solecta Inc., Oceanside, CA).111 For the CNT electrode, 0.1 g 

CNTs were suspended in 1 L of deionized water along with 0.5 g of a surfactant (CTAB) as a dispersing 

agent. The solution was sonicated with a horn sonicator (Branson, Danbury, CT) for 30 minutes, followed 

by centrifugation (Beckman Coulter, Brea, CA) for 20 minutes at 11,000 rpm at 40C, to produce a dispersed 

CNT solution. 450 ml of the solution was pressure deposited at 50 psi onto the membrane (with a surface 

area of 120 cm2) using a pressure deposition system. The material was then washed with 1 L of deionized 

water to remove excess surfactant and dried at 900C for 10 minutes. This electrode was cut to the required 

surface area (40 cm2) and used without further modification. A platinum coated titanium (Pt-Ti) sheet was 

used as the counter electrode. 

5.2.3 Experimental setup and procedure 

The experimental solution was composed of 5 ppm of the chemical being tested together with 50 mM 

NaClO4 dissolved in DI water. A medium pressure UV lamp (ACE Glass, Vineland, NJ) placed inside a 

cooling jacket was immersed into the solution. DI water was flowed through the quartz cooling jacket (ACE 

Glass, Vineland, NJ) to avoid overheating of the UV lamp. Electrodes were suspended in the solution using 
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alligator clips with a 4 cm separation, with the CNT membrane as the cathode and Pt-Ti sheet as the anode. 

A DC power supply (Rigol; Oakwood village, OH) was used to power the two electrodes. To eliminate 

interference from oxygen and protons, N2 gas was bubbled through the solution, and the solution pH was 

adjusted to 11.5 using 2.5 N NaOH. 5 ml samples were collected every 30 minutes after allowing a 15-

minute lamp warmup time, with the experiment being carried out for two hours. For experiments with TB, 

15µl of TB were added to the solution prior to starting the experiment.  

In the isotopically labeled PFOS experiments, 1.2 ml of the labelled and unlabeled PFOS were diluted to 

12 ml respectively (separately). 1 ml of this solution (5 µg of PFOS) was drop-coated on to the electrode 

surface and allowed to dry. The electrode was then directly immersed into 600 ml of degassed 50 mM 

NaClO4 solution. No samples were collected during the experiment. At the end of the two-hour period, the 

solution was concentrated using a rotary evaporator to a final volume of 30 ml.  

5.2.4 Analytical methods and electrode characterization 

Fluoride measurements were conducted using an ion selective electrode (Thermo Fisher, Waltham, MA). 

2 ml of the sample was added to 2 ml of the TISAB II solution and the probe was immersed into this solution 

while being continuously stirred. An Orion A320 meter was used to read mV values and the probe was 

calibrated using standard solutions of known fluoride concentrations. pH was measured using a pH probe 

(Thermo Fisher, Waltham, MA). Contact angle measurements of the CNT electrode were conducted using 

a contact angle goniometer (Rame-Hart, model 250, Netcong, NJ). An ion chromatograph (Dionex, Thermo 

Fisher, Waltham, MA) was used to measure chloride concentrations. Electrode conductivity was measured 

using a four-point conductivity probe (Mitsubishi MCP T610, Tokyo, Japan). To analyze surface adsorption 

of target molecules on the electrode, a small piece of the electrode was immersed in the solution for 15 

minutes, rinsed, and dried in a vacuum oven at 100C. The sample was then analyzed using X-ray photo 

spectrometry (XPS) (Kratos Axis Ultra DLD Spectrometer equipped with a monochromatic Al kα X-ray 

source, Manchester, UK). Membrane surfaces were imaged using scanning electron microscopy (SEM) 

(Zeiss Supra 40VP, Carl Zeiss Microscopy, LLC, NY). Samples were secured on SEM stubs using double 
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sided carbon tape and sputter coated (Ion beam sputtering/etching system, South Bay Technology, San 

Clemente, CA) with iridium before imaging.  Cyclic voltammetry and open circuit potential measurements 

were carried out using a potentiostat (CH Instruments, Austin, TX) with an Ag/AgCl reference electrode. 

In these experiments, the PFAS solution was placed in a stirred (250 rpm) beaker with the two electrodes 

(CNT membrane as working electrode and Pt-coated Ti as the counter electrode) separated by 4 cm. Surface 

roughness was determined using atomic force microscopy (AFM) (Bruker Dimension FastScan Scanning 

Probe Microscope, Bruker, Billerica, MA).  

5.3 Results and discussion 

5.3.1 Electrode characterization 

The contact angle of the CNT electrode was 91.40 ± 3.30 (Figure 35a), indicating a somewhat hydrophobic 

surface. The root mean square of surface roughness, determined using AFM was 35 ± 5 nm (Figure 35b). 

Figure 35c shows a top view of the CNT-CTAB membrane, where a dense network of CNT can be seen. 

The high conductivity of CNTs imparts the fabricated electrode with conductive properties, with the sheet 

resistance of the electrode found to be 21.7 /. Considering that the CNT layer thickness was 6 m, the 

electrical conductivity was found to be 7680 S/m.  

The open circuit potential across the working (CNT) electrode and the Ag/AgCl electrode when no cell 

potential was applied was -0.03 V, and when a cell potential of 2 V was applied, was -0.58 V. Cyclic 

voltammetry curves showed that some water splitting occurred at a potential of -0.3 V with respect to the 
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reference electrode. Water splitting is evident by the sudden change in slope at -0.3 V in the current versus 

voltage curve (Figure 35d). 

 

5.3.2 Effect of chain length and head group on degradation rate.  

In our previous work, we concluded that PFOS degradation by the UV/electrochemical system takes place 

in a stepwise manner, with the first step involving sorption of the target onto the electrode surface, and the 

second step involving the transient ET from the electrode to the sorbed molecule driven by the applied 

potential. This ET step causes a disruption in the electron cloud, which leads to C-F bond elongation and 

weakening, in effect “priming” these molecules. Meanwhile, in the liquid phase, hydrated electrons are 

generated through UV photolysis of water; these hydrated electrons can attack the “primed” molecules, 
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Figure 33: Electrode characterization: (a) Contact angle image indicating a somewhat hydrophobic surface, (b) 
AFM image indicating a root mean square roughness of 35 ± 5 nm (c) SEM image of electrode indicating uniform 
CNT network, and (d) CV curve of the electrode immersed In PFOS solution with potential sweep. from -1.4 V to 
0.2 V.  
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leading to dramatically higher defluorination rates. In this section, we report on the degradation rates of 

PFCA and PFSA molecules with different chain lengths. The PFCA molecules we tested were PFHpA (7 

carbons), PFOA (8 carbons), and PFNA (9 carbons), while the PFSA molecules were PFBS (4 carbons), 

PFHxS (6 carbons), and PFOS (8 carbons).   

Reduction by hydrated electrons is an effective method for PFCA degradation.287 The evolution of fluoride 

(F) concentrations over time from the degradation of the three PFCAs investigated can be seen in Figures 
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Figure 34: Defluorination of PFAS with different chain lengths under UV/2V, UV/0V and UV-only (i.e., no electrode was present) 
conditions: (a) PFHpA, (b) PFOA, (c) PFNA, (d) PFBS, (e) PFHxS and (f) PFOS, and (g) % defluorination of six PFAS compounds under 
UV/2V conditions after two hours of reaction. UV/0V conditions imply that the electrodes were immersed in the solution, but no 
external potential was applied, while UV implies that no electrodes were present. 
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36a-c, and a comparison of the defluorination rates can be seen in Figure 36g.  For PFHpA (7 carbon), the 

F concentration was 0.64 ± 0.03 ppm after 2 hours with UV-only. Under UV/0V conditions, the F 

concentrations increased to 0.7 ± 0.11 ppm (a 9.3% increase). However, the error bars for these results do 

overlap, making the differences not statistically significant (p=0.29 by unpaired t-test). However, when a 

potential of 2 V was applied, there was a significant increase to 0.76 ± 0.05 ppm (an 18.75% increase over 

UV-only conditions). For PFOA (8 carbon), degradation under UV-only conditions resulted in a F 

concentration of 0.69 ± 0.06 ppm after two hours, which increased to 0.79 ± 0.07 ppm (14.5% increase) 

under UV/0V conditions, not a statistically significant difference (p=0.36 by unpaired t-test). However, the 

application of 2 V significantly increased the rate of defluorination, with a final F concentration of 0.98 ± 

0.17 ppm (a 42% increase over UV-only conditions). In PFNA (9-carbon) degradation, the final F 

concentration was 0.67 ± 0.03 ppm under UV-only conditions, which increased marginally to 0.68 ± 0.03 

under 0 V conditions (not significant). However, under UV/2V conditions, the final F concentration 

increased significantly to 1.12 ± 0.12 ppm (a 67% increase over UV-only conditions). Based on these 

results, under UV-only conditions, the PFCA chain length had little impact on the defluorination rate when 

only hydrated electrons were involved (0.64 ppm, 0.69 ppm and 0.67 ppm for 7, 8 and 9 carbon chain 

compounds, respectively). This data matches previous studies where defluorination rates by hydrated 

electrons were found to be independent of chain length.244 Immersing the electrodes (UV/0V conditions) 

resulted in a small increase in defluorination rates of PFHpA and PFOA (9.3% and 14.5% respectively), 

and only a marginal increase in the defluorination of PFNA. However, the increased defluorination was not 

statistically significant, and it is unclear why an uncharged electrode surface would contribute to increased 

defluorination.  

Under UV/2V conditions, there was a small increase in the defluorination rate of PFHpA (8.5% increase in 

the final F concentration over UV/0V conditions). We observed a greater enhancement in defluorination 

for PFOA (24% increase in F concentration over UV/0V), and an even greater increase during PFNA 

degradation (67% increase in F concentration over UV/0V). In order to determine whether this increase can 
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be attributed to potential-driven ET between the electrode and the sorbed molecules, we performed XPS 

measurements (Table 5) to quantify the amount of PFCA sorbed on the electrode surface, which is the first 

step in the ET process.  

Table 5: Surface coverage on the electrode (measured by XPS) 

 

Species Fluoride surface coverage 

PFNA 0.19±0.06% 

PFOA 0.13±0.01% 

PFHpA 0.08±0.04% 

PFOS 4.45±0.49% 

PFHxS 0.65±0.23% 

PFBS below detection limit 

 

A previous study on the sorption of PFCAs on activated carbon showed that longer chain compounds 

exhibited higher sorption, which is associated with the more hydrophobic nature of the longer perfluorinated 

tail.288 This would indicate that PFNA should have the highest sorption, followed by PFOA and then 

PFHpA. While very little F could be detected on the surface of the electrode tested for sorption of PFHpA 

(0.08 ± 0.04 % surface coverage), the electrodes tested with PFOA showed a slightly greater amount of F 

(0.13 ± 0.01 % surface coverage), and PFNA showed an even greater amount (0.19 ± 0.06 % surface 

coverage). Since the data clearly demonstrates that the longer-chained molecules exhibit better 

defluorination under these conditions (UV/2V), and since there is some difference in sorption of PFHpA, 

PFOA and PFNA on the electrode surface, this enhanced defluorination rate for longer chained compounds 

is likely due to sorption on to the electrode, followed by ET from the electrode which weakens C-F bonds, 

and subsequent breakdown by hydrated electrons. Previous studies used density function theory (DFT) to 

calculate the effect of the chain length on the bond dissociation energy (BDE) of the C-F bond in PFAS 
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molecules.289 It was found that the BDE for C-F bonds on longer chain compounds are lower.289 The average 

BDE reported for PFNA, PFOA, and PFHpA was 108.6 kcal/mol, 108.8 kcal/mol, and 109.4 kcal/mol, 

respectively. However, the energy provided by one hydrated electron is 85.33 kcal/mol (genuine binding 

energy).290 This energy is insufficient to break the C-F bond, and a minimum of two hydrated electrons 

would be required for this process. As a result, there was no observed difference in the degradation rate 

under UV-only or UV/0V conditions (since energy from two hydrated electrons is much greater than the 

bond dissociation energy of C-F bonds in all three PFCAs investigated). However, under the UV/2V 

conditions, the priming of the sorbed molecules which destabilizes and weakens the C-F bond, allows 

cleavage by a single hydrated electron. 

The defluorination of PFSA molecules with different chain lengths (PFBS (4 carbons), PFHxS (6 carbons), 

and PFOS (8 carbons)) was studied under UV, UV/0V and UV/2V conditions (Figures 36d, e, f). For PFBS, 

very little defluorination was observed under all three conditions (0.006 ± 0.001 ppm with UV, 0.009 ± 

0.002 ppm with UV/0V, and 0.008 ± 0.001 ppm with UV/2V) (Figure 36d). When studying the 6-carbon 

PFHxS, the F concentrations under UV-only conditions reached a very low 0.07 ± 0.01 ppm. Immersing 

electrodes in the solution enhanced degradation rate by 100% to 0.15 ± 0.03 ppm, and the application of 2 

V enhanced the defluorination further, increasing F concentrations from 0.15 ± 0.03 ppm to 0.24 ± 0.06 

ppm (a 60% increase over UV/0V) after 2 hours of reaction (Figure 36e). For 8-carbon PFOS, the F 

concentration under UV conditions was 0.12 ± 0.01 ppm, increasing by 125% to 0.27 ± 0.05 ppm when 

electrodes were immersed into the solution (Figure 36f). The application of 2 V further increased the 

defluorination rate, resulting in a final F concentration of 0.63 ± 0.03 ppm (a 133% increase over UV/0V). 

While we observed some (albeit, very limited) breakdown of 6 carbon compound PFHxS (0.07 ± 0.01 ppm) 

and 8 carbon compound PFOS (0.12 ± 0.01 ppm) under UV-only conditions, no PFBS (4 carbon compound) 

breakdown (0.006 ± 0.001 ppm) was observed. This agrees with previous studies showing that shorter chain 

PFSAs are much harder to break down by hydrated electrons.289 While immersing the electrode and 

applying potential did not impact the PFBS degradation rate, results were different in the case of the two 
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longer chained compounds. For PFHxS and PFOS, simply immersing the electrode increased defluorination 

rate significantly, whereas the application of 2 V enhanced it even further. Several studies on the sorption 

of different chain-length sulfonated PFAS molecules have shown that longer chain PFAS are sorbed on to 

granular activated carbon to a much greater extent.288 The data in Table 5 shows that, as expected, the 

carbon chain length had a big impact on PFSA adsorption (F not detected, 0.65 ± 0.23 % surface coverage, 

and 4.45 ± 0.49 % surface coverage for PFBS, PFHxS, and PFOS, respectively). As in the case of PFCAs, 

the enhanced defluorination observed when the 2 V potential was applied is likely due to potential- driven 

ET between the electrode and the sorbed molecule, followed by an attack by a hydrated electron. Since 

sorption on the electrode surface is the first step in the defluorination process, and is critical for the ET 

between the electrode and target molecule to occur, it follows that shorter chain compounds which are 

sorbed to a lesser extent will exhibit lower defluorination rates. It is possible that the enhanced 

defluorination of PFHxS and PFOS that we observed in the absence of an applied cell potential can be 

attributed to ET caused by the open circuit potential (-0.03 V), which possibly causes bond destabilization 

to a lesser extent, making the C-F bonds more susceptible to breakdown by hydrated electrons. 

Alternatively, it has been observed that the simple act of adsorption onto surfaces functionalized with 

quaternary ammonium groups increased the defluorination of PFOS.291, 292 It is possible that the CTAB 

molecules on the surface of the electrode used here facilitates a measure of instability in the adsorbed PFSA 

molecules, which contributes to the observed elevated defluorination rates. However, further investigation 

of this matter is warranted.291, 292 

The % defluorination (Figure 36g) was calculated as the concentration of fluoride measured in the sample 

at the end of two hours, expressed as a percent of the fluoride concentration expected on 100% 

defluorination. The highest defluorination was observed for 9-carbon PFNA, at 32 ± 3.4% defluorination. 

For the slightly shorter 8-carbon PFOA, the defluorination was 28.5 ± 5%. For 7-carbon chained compound 

PFHpA, the defluorination further dropped to 22.7 ± 1.5%. For sulfonated compounds, the 8-carbon chain 

PFOS reached 19.2 ± 1.2% defluorination. For the 6-carbon chained PFHxS, the final defluorination was 
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7.8 ± 1.9%. However, the 4-carbon PFBS experienced barely any defluorination (0.3 ± 0.03%). These 

values are in line with previous studies where sulfonated PFASs were harder to defluorinate than 

carboxylated PFAS, and in compounds with the same headgroup, the ease of defluorination decreases with 

decrease in chain length.10  

5.3.3 Degrading PFAS mixtures  

To test the effect of mixtures on PFAS defluorination rates, experiments were carried out with 5 ppm of 

each of the PFAS molecules tested previously along with 50mM of NaClO4 (Figure 37a, b and c). Under 

UV/0V conditions, the final F concentration resulting from the defluorination of the PFAS mixture was 2.8 

± 0.3 ppm (Figure 37a). When 2 V potential was applied, the fluoride concentration increased by 16.1% to 

3.2 ± 0.1 ppm (Figure 37a). Figures 37b and 37c show a comparison between the F concentrations observed 
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Figure 35: (a) Defluorination of PFAS mixtures under UV/0V and UV/2V conditions, and comparison between experimentally 
observed defluorination of PFAS mixtures and expected defluorination of PFAS mixtures based on individual compounds, 
tested under conditions of (b) UV/0V and (c) UV/2V; and (d) defluorination for labeled (C13) and non-labeled (C12) PFOS under 
UV/2V  All experiments conducted at pH 11.5 and N2 purging.  

 



126 
 

during degradation of the mixture and the sum of the F concentration observed during degradation of 

individual compounds. Under UV/0V conditions, at the end of 2 hours, the experimental values (2.8 ± 0.3 

ppm) are close to the expected values from defluorination of individual compounds (2.6 ± 0.3 ppm), a 7.1% 

difference albeit not a statistically significant one. However, under UV/2V conditions, significant 

differences emerge. Specifically, the experimentally observed fluoride concentration resulting from 

degrading the PFAS mixture was 3.2 ± 0.1 ppm, significantly lower than the expected values from the 

degradation of individual compounds (3.8 ± 0.4 ppm), an 18.8% difference. Studies on the sorption of 

PFCAs on bamboo activated carbon and IRA67 resin showed a significant reduction in adsorption when a 

mixture of PFCA was tested.243, 293 This was due to the PFCA molecules competing for adsorption sites. 

Thus, we speculate that competition between PFSA molecules for adsorption sites on the CNT electrode 

limits ET and reduces overall PFAS degradation rates.  

5.3.4 Probing the mechanism of the two-electron reduction of PFAS  

ET reactions occur when an electron is passed from the electrode surface to the molecule, requiring these 

two entities to be in close proximity, with the driving force for this reaction being a potential difference 

between the electrode and the molecule.246 If the potential difference is large enough (which leads to a 

sufficiently energetic electron), this ET reaction can result in bond cleavage. However, if the potential 

difference is insufficient (leading to an insufficiently energetic electron), the electron can relax and return 

to the electrode.294 After electron transfer to a sorbed PFAS molecule, the bound molecule shifts to an 

excited state and a radical anion intermediate is formed. In this excited state, molecular bonds are weakened 

(i.e., elongated) and are more susceptible to cleavage by the transfer of a hydrated electron.294, 295  

The strength of a covalent bond is a function of the atomic species that compose the bond, as well as their 

atomic weight. Specifically, heavier atoms form stronger bonds.296  Therefore, when comparing the 

defluorination of PFOS molecules sorbed onto a CNT electrode, as an example, we would expect that PFOS 

molecules containing heavier atoms (i.e., 13C labeled PFOS) undergo slower defluorination rates relative to 

unlabeled PFOS, if destabilization and cleavage of the C-F bond is involved in the rate-determining step of 
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PFOS transformation. This is known as the kinetic isotope effect, where heavier isotopes of molecules 

exhibit a lower vibrational frequency, making it harder to break the bonds and resulting in slower rates of 

reaction.297  

Figure 37d shows the defluorination rates of isotopically labeled and unlabeled PFOS under UV/0V and 

UV/2V conditions. In UV/0V conditions, the defluorination rates of both labeled and unlabeled PFOS were 

very similar (23.02 ± 2.9 % for unlabeled, and 23.16 ± 0.06 for labeled), such that there is no observable 

kinetic isotope effect in this system. In contrast, a marked isotope effect was observed in UV/2V systems; 

while application of 2 V resulted in a % defluorination of 54 ± 10.8 % (a 134% increase relative to 0 V 

systems) for unlabeled PFOS, we observed a significantly smaller increase in the defluorination rate of 

isotopically labeled PFOS (13C) of 35 ± 3.6 % (only a 52% increase relative to 0 V systems). This difference 

corresponds to a 13C kinetic isotope effect (k13/k12) for labeled PFOS of ~1.5 in 2 V systems. 

The evidence of a 13C kinetic isotope effect in the 2 V systems, and the lack of such an effect in the absence 

of an applied potential, is consistent with different rate determining reaction steps in each system. In the 

absence of applied potential, hydrated electrons are the only species that contribute to defluorination. As 

previously noted, the energy supplied by one hydrated electron (85.33kcal/mol) is insufficient to dissociate 

the C-F bond, whereas the energy provided by two hydrated electrons is much larger than that needed to 

break the C-F bond (~100 kcal/mol for unlabeled111, and slightly higher for labeled). In this case, we 

hypothesize that the rate determining reaction step is associated with the rate of hydrated electron transfer 

(i.e., the timescales associated with the transfer of a second hydrated electron needed to dissociate the C-F 

bond are longer than the subsequent bond dissociation step). Because the rate-determining step involves 

electron transfer but not bond dissociation, there is no difference between the rate of defluorination of 

labeled and unlabeled PFOS under UV/0V conditions.   

In systems with applied potential, DFT calculations have shown that the addition of one electron reduces 

the C-F BDE significantly, making these bonds more susceptible to cleavage through the addition of a 

hydrated electron.111 Thus, for the UV/2V systems, we hypothesize that the initial electron transfer step 
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from the electrode, which distorts and destabilizes the C-F bond, becomes rate limiting in the PFOS 

degradation process. The rate of this initial electron transfer would be expected to be slower for stronger 

13C-F bonds relative to 12C-F bonds, consistent with the kinetic isotope effect observed in these systems. 

Once the bound PFOS is primed via this initial electron transfer, our hypothesis assumes that subsequent 

reaction with a hydrated electron and C-F bond dissociation would be fast relative to the initial, destabilizing 

electron transfer event.  This mechanism is consistent with our overall hypothesis that the enhanced 

defluorination observed under the UV/2V conditions is a result of C-F bond excitation by the transient ET 

step and subsequent breakdown by the hydrated electron. 

5.3.5 Theoretical calculations comparing electron transfer rates from the electrode to a 

sorbed PFOS molecule with and without applied potential 

To calculate and predict the electron-transfer rates for all the chemical species examined in this work, we 

utilized Marcus theory,259, 298 which describes the electron-transfer process between a donor and acceptor 

molecule according to the following general equation: 

 𝐷𝑚 + 𝐴𝑛
𝑘𝐸𝑇
→  𝐷𝑚+1 + 𝐴𝑛−1. (A) 

On the left-hand side of Eq. (A), Dm denotes a donor molecule with an electronic charge state of m, and An 

represents an acceptor molecule having a charge state of n (we have chosen to use this notation since many 

of the chemical species studied in this work have various electronic charged states). After the electron-

transfer process has occurred, the donor (Dm+1) on the right-hand side of Eq. (A) now has a charge state of 

m + 1, and the acceptor (An-1) gains an electron and attains a charge state of n – 1. The non-adiabatic 

electron-transfer rate, kET, in Marcus theory is given by 

 

𝑘𝐸𝑇 =
4𝜋

ℎ
𝑉𝑟𝑝
2 (

1

4𝜋𝜆𝑘𝐵𝑇
)

1
2
exp [−

∆𝐺‡

𝑘𝐵𝑇
], 

(B) 

where h is Planck’s constant, kB is Boltzmann’s constant, T is the temperature, Vrp is the transfer integral 

between the reactant and product, λ is the reorganization energy, and ∆𝐺‡ is the activation energy 
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(=
(𝜆+Δ𝐺°)

2

4𝜆
) , where Δ𝐺° is the difference in energy between the reactants and products in Eq. (A). Figure 

38 depicts the relationships between Δ𝐺°, ∆𝐺‡, and 𝜆 for two Marcus-theory parabolas that represent the 

free energy curves of the reactant and product states. In the diabatic (i.e., non-adiabatic) representation, the 

electronic character of the reactant and product does not change as one moves along the reaction coordinate; 

hence, the reactant and product curves (colored red and blue) cross with an activation energy of ∆𝐺‡. In 

contrast, within the adiabatic representation (which are solutions/eigenstates of the Schrödinger equation 

and can be directly computed with quantum chemistry methods), the two curves avoid crossing and form 

an upper and lower curve (colored in solid black).  

As mentioned previously, quantum chemistry methods can be used to directly calculate Δ𝐺°, 𝜆, and Vrp to 

yield the electron-transfer rate, kET. For generality, we use the standard notation 𝐸(𝑎|𝑏) to represent the 

energy of state “a” calculated at the optimized equilibrium structure of state “b” (i.e., a and b may or may 

not be the same). To this end, the difference in energy between the reactants and products, Δ𝐺°, is given by 

 Δ𝐺° = 𝐸(𝐷𝑚|𝐷𝑚) + 𝐸(𝐴𝑛|𝐴𝑛) − 𝐸(𝐷𝑚+1|𝐷𝑚+1) − 𝐸(𝐴𝑛−1|𝐴𝑛−1). (C) 

The reorganization energy can be computed with the conventional “four-point” method299:  

 𝜆 = 𝐸(𝐷𝑚+1|𝐷𝑚) − 𝐸(𝐷𝑚+1|𝐷𝑚+1) + 𝐸(𝐴𝑛−1|𝐴𝑛) − 𝐸(𝐴𝑛−1|𝐴𝑛−1). (D) 

Finally, the transfer integral for electrons, Vrp, can be approximated by an energy-splitting expression300 

given by 

 𝑉𝑟𝑝 =
𝜀LUMO+1 − 𝜀LUMO

2
, (E) 

where 𝜀LUMO and 𝜀LUMO+1 are the lowest unoccupied molecular orbital (LUMO) and the (L+1)UMO orbital 

energies of the dimer complex. With the adiabatic quantities in Eqs. (C) – (E) properly defined (and 

computable with quantum chemistry methods), this allow us to calculate the non-adiabatic electron-transfer 

rate, kET , in Eq. (B). All of the parameters in Eqs. (C) – (E) were obtained at the B97D/6-31G(d,p) level of 

theory in conjunction with a conductor-like polarizable continuum model (PCM) devised by Tomasi and 

b 
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co-workers301-305 , which we have previously used to calculate radical-based oxidation reactions in other 

aqueous systems.266, 306 

We used the ET process between a CTAB-functionalized CNT electrode and PFOS as a model calculation. 

To rationalize the electron-transfer rates between the various charged states of the electrode (CNT + 

ammonium) and PFOS, we considered two specific reactions: 

 (CNT + ammonium)+1 + PFOS−1  
𝑘𝐸𝑇
→  (CNT + ammonium)+2 + PFOS−2, (R1) 

 (CNT + ammonium)0 + PFOS−1  
𝑘𝐸𝑇
→  (CNT + ammonium)+1 + PFOS−2, (R2) 

where the subscripts follow the same convention described previously in Eq. (1) and denote the charge state 

of the specific chemical species/complex.  Reactions R1 and R2 were chosen as representative models to 

contrast electron-transfer rates when the (CNT + ammonium) complex has a different charge state (i.e. the 

(CNT + ammonium)0 complex has an extra negative charge compared to the positively-charged (CNT + 

ammonium)+1 complex). The following Marcus theory parameters for each of the molecular reactions were 

obtained at the B97D/6-31G(d,p) level of theory with the PCM model (Table 6): 

Table 6: Marcus theory calculations 

Reaction Vrp (𝐞𝐕) 𝝀 (𝐞𝐕) 𝚫𝑮° (𝐞𝐕) kET (s-1) 

R1 0.135 0.648 -2.91 4.84 ×10-20 

R2 0.138 0.650 -2.54 6.48 ×10-10 

 

As can be seen in Table 6, the electron-transfer rate of R2 is significantly faster than R1, primarily due to 

the Δ𝐺° term. In other words, the electron-transfer rate from the (CNT + ammonium) complex to PFOS is 

significantly faster when it is more negatively charged, which is reflected in the Δ𝐺° energetic difference. 



131 
 

Since it is well-known that DFT-predicted rate constants are known to exhibit error, the numbers presented 

in the table are only meant to give overall trends. While the kET rates reported in Table 6 represent electron-

transfer reactions under ideal conditions (i.e., they do not take into account other non-adiabatic 

electronic/nuclear effects), the significantly larger R2 value clearly indicates that a negatively charged 

electrode will yield a faster ET from the electrode to sorbed PFOS, resulting in the C-F bonds weakening 

to a larger extent, thus making them more susceptible to breakdown by hydrated electrons. 

 

 

 

 

 

 

 

5.3.6 Degradation of chlorinated solvents 

The degradation rates of trichloroethylene (TCE) and cis-dichloroethylene (cDCE) were measured using 

the same experimental conditions used to assess PFAS defluorination (Figure 39). For TCE (Figure 39a), 

the final Cl concentration under UV-only conditions was 1.53 ± 0.13 ppm, increasing marginally to 1.62 ± 

0.36 ppm under conditions of UV/0V (not statistically significant). Under UV/2V conditions, the final Cl 

concentration was 1.58 ± 0.3 ppm at the end of two hours. The error bars for all these conditions are 

overlapping, indicating that there was no significant difference in chloride evolution rates. For cDCE 

(Figure 39b), the Cl concentration after two hours was 1.42 ± 0.08 ppm under UV only conditions. Under 

UV/0V conditions, final Cl concentration was 1.6 ± 0.4 ppm, and the degradation rate under UV/2V 

Figure 36: Schematic depicting the relationships between ΔG^°, 〖∆G〗^‡, and λ for an electron transfer between two free 

energy curves of a reactant and product. The dotted diabatic curves are allowed to intersect whereas the solid-colored 
adiabatic curves avoid crossing 
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conditions was the lowest, with a final Cl concentration of 1.15 ± 0.04 ppm. However, from figure 39b, it 

can be seen that the Cl concentrations are very close until the 90-minute sample was collected, and then 

deviated significantly in the final 30 minutes. The reason for this is unclear, although error bars for UV/0V 

and UV are quite large, making this difference statistically insignificant. These results suggest that the 

immersion of electrodes and the application of an external potential did not impact dechlorination rates of 

chlorinated solvents.  

 

Degradation of aqueous TCE and cDCE has been carried out by direct UV photolysis, generally in the 

presence of chlorine or H2O2.
307, 308 Such advanced oxidation processes work by generating OH• that break 

down TCE and cDCE.309 Medium pressure UV light (with no additional chemical additives) can also 

generate OH• when water is irradiated with it.310 Hence, it is possible that the degradation of TCE and 

cDCE observed in figures 39a and 39b was due to oxidation by hydroxyl radicals rather than reduction by 

hydrated electrons. To test whether oxidation was indeed the dominant mechanism, we added 15 µM of 

TB, a hydroxyl radical scavenger, to the solution (Figures 39c, d). Indeed, the rate of chloride evolution fell 
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Figure 37: Degradation of (a) TCE and (b) cDCE under UV/-2V, UV/0V and UV only; and degradation of (c) 
TCE+TB and (d) cDCE+TB under UV/-2V, UV/0V and UV only. 
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dramatically, with a final chloride concentration between 0.3-0.4 ppm for TCE and 0.4-0.6 ppm for cDCE 

(compared to 1.5-1.6 ppm and 1.1-1.6 ppm in the absence of TB, a 75% and 60% decrease for TCE and 

cDCE, respectively). Therefore, it is reasonable to conclude that in these experiments, both TCE and cDCE 

were primarily degraded through an oxidative reaction with hydroxyl radicals and not through a reductive 

mechanism. While chloride evolution was suppressed in the presence of TB, it did not go to zero, suggesting 

that hydrated electrons possibly play a role in the dechlorination of these compounds, albeit a relatively 

minor one compared to hydroxyl radicals. Again, no significant difference was observed between the 

different operating conditions (UV-only, UV/0 V, and UV/2 V) (Figures 39c, d). 

For enhanced reductive dechlorination from potential-driven ET to occur, sorption of the molecule on to 

the electrode is a prerequisite. To test whether this is taking place, we performed XPS analysis of the 

electrode material immersed in solutions of TCE and cDCE (data not shown). However, no chlorine could 

be detected on the electrode surface, indicating that no sorption occurred. Therefore, in order to promote 

degradation by this pathway, electrode materials that are more capable of sorbing chlorinated solvents need 

to be fabricated.  

5.4 Conclusion 

In summary, we tested the dehalogenation of six PFAS compounds and two chlorinated solvents by a 

combined UV/electrochemical system. The rate of defluorination for PFAS was highly dependent on the 

headgroup, with carboxylated compounds defluorinating to a greater extent than sulfonated compounds. 

Carbon chain length affects the extent to which defluorination occurs, with shorter chain compounds being 

harder to degrade. We speculate that this difference arises from a combination of poor adsorption onto the 

electrode, which limits the effectiveness of ET, coupled to the stronger C-F bonds in short-chained PFAS 

molecules. When attempting to degrade PFAS mixtures, we observed a small drop in performance 

compared to pure PFAS solutions, under the UV/2V conditions; this difference was not observed under the 

UV/0V conditions. This is likely caused by competition for electrode sorption sites, which limited the 

effectiveness of ET reactions that promote defluorination. Using DFT, we calculated that rate of ET  from 
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the electrode to the PFOS molecule is 10 orders of magnitude greater when the electrode is more negatively 

charged (i.e. when an external cathodic potential is applied), compared to when there is no externally 

applied potential, demonstrating that ET is likely to occur in our system. In addition, experiments with 

isotopically labeled and unlabeled PFOS compounds showed higher defluorination rates of unlabeled 

PFOS, confirming that ET from the electrode to the PFOS molecule facilitates its defluorination. We also 

confirmed that chlorinated solvents can be degraded in the UV system, although the degradation mechanism 

is dominated by an oxidative pathway driven by UV-generated hydroxyl radicals. No adsorption of these 

solvents was detected on the electrodes, which would limit the effectiveness of any potential-driven ET in 

their degradation.  
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Chapter 6: Summary, Conclusions and 

Future Work 
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The dissertation presented methods to modify surface properties to engineer interactions on the molecular 

level. These modifications in surface properties pave the way for enhanced contaminant removal and 

degradation.  

In chapter 1, we briefly discussed the water scarcity issue and discussed ways to address them by using 

conventional and unconventional sources of water. We discussed membrane treatment processes in brief, 

classifying pressure-based membranes by size cut-off. We also discussed membrane distillation in depth, 

and talked about its potential applications in high salinity brine treatment and when waste heat is available. 

We discussed the temperature polarization phenomenon and various transport mechanisms, and talked 

about types of fouling and typical methods to address them. Thereafter, we introduced contaminants of 

emerging concern, with an in-depth discussion of PFAS. We talked about typical treatment processes and 

the need for an energy efficient degradation mechanism. We introduced previous studies of PFAS 

degradation by the hydrated electron. We then introduced and discussed the unique thermal, electric and 

adsorptive properties of carbon nanotubes (CNTs), alluding to their use in anti-scaling and potential for 

PFAS breakdown.  

Chapter 2 included the set-up of an automated MD system, and treatment of dairy farm wastewater. We 

studied permeate flux and conductivity to analyze fouling and wetting behavior. Further, we used analytical 

techniques such as colorimetry, total organic carbon and gas chromatography-time of flight mass 

spectrometry to measure carbon, nutrient and organic presence in the feed, permeate and retentate. We 

analyzed membrane surface using SEM and XPS. We demonstrated that polypropylene membranes can 

successfully be used for water recoveries up to 75%, while maintaining a flux greater than 10 LMH. Along 

with water vapor, we also recovered volatile organic compounds on the permeate side. In this study, we 

demonstrated that MD can effectively be used to separate volatiles and water vapor from non-volatiles. 

Being hydrophobic, MD membranes rejected water with dissolved contaminants. However, the large pores 

allowed vapor and volatile compounds to pass through after volatilization. With accurate control of 

operating conditions, there is potential application in separation of volatiles from water, as well as 
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separation of different volatile compounds. We also demonstrated that residual heat from the hydrothermal 

liquefaction process can be used to drive the membrane distillation system. 

In chapter 3, we extended the application of membrane distillation to the treatment of high salinity brines. 

A polypropylene membrane showed very rapid flux decline due to scaling. Using a custom-built spray 

coater, we coated a percolating network of CNTs on the membrane, and used this electrically conductive 

membrane for high salinity brine treatment. We studied scaling (by measuring flux and observing the 

membrane surface under SEM and EDAX) behavior due to silicate and calcium sulfate under different 

potentials and frequencies applied. Best results were observed under 2 V alternating current of 1 Hz 

frequency, where we observed 80% decrease in the rate of flux decline. Ions in the solution respond to 

applied potential on the membrane. Thus, the switching membrane polarity results in mixing within the 

concentration polarization layer, preventing the formation of prenucleation clusters, and effectively 

disrupting the EDL. We considered the time-scale required for the formation of an EDL, and concluded 

that the time in 1 Hz as well as 10 Hz is sufficient for EDL formation. To explain why 1 Hz showed better 

results than 10 Hz, we performed EIS measurements. These measurements showed that the electrical 

conductivity of the CNT membrane limits the transfer of charges within the membrane, and the membrane 

behaves as a resistor rather than a capacitor under 10 Hz conditions. We hypothesize that a more conductive 

membrane will potentially show even better scaling resistance. An economic analysis showed that an 

additional cost of 0.024$/m3 of water produced due to the use of these conductive membranes. For a 

thorough analysis, we need to consider the potential cost savings due to reduce in pretreatment and brine 

disposal. In this chapter, we demonstrated that coating polymeric membranes with an electrically 

conducting layer such as CNTs can enhance anti-scaling properties. Applied electric potential can lead to 

the formation of electric fields, which influence ion movement in the water. The frequency of the potential 

applied has an effect on ion movement, and higher frequency should be more effective as it reduces the 

time available for cations and anions to precipitate and form scales.  
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In chapter 4, we talked about the difficulty of degrading PFOS, and fabricated a CNT electrode for PFOS 

degradation. We used this electrode in a UV reactor, where medium pressure UV light could generate 

hydrated electrons. We studied the effect of different surfactants used in the dispersion of CNT on PFOS 

degradation, and found by surface analysis using XPS, that the cationic surfactant CTAB showed best 

results. This was because of enhanced electrostatic attraction between quaternary ammonium group in the 

CTAB and the PFOS molecule. We studied the impact of pH, dissolved oxygen, applied potential, electrode 

surface area and the effect of adding t-butanol and nitrate as hydroxyl radical scavengers and hydrated 

electron scavengers respectively. We found that the defluorination ratio was 23.7% under 2 V potential at 

a pH of 11.5 with nitrogen gas bubbled. We also showed by DFT calculations that the addition of one 

electron from the power supply weakened the C-F bond, making it susceptible to breakdown by hydrated 

electron. Here, we demonstrated that a CNT electrode can affectively sorb molecules, and the surface 

properties of the electrode can be tailored to suit the contaminant to be sorbed. Superior electrical properties 

of the electrode also allow electron transfer, which was important for PFAS degradation. 

In chapter 5, we extended this photo-electrochemical degradation mechanism to other linear PFAS having 

different headgroups and chain lengths. The CNT-CTAB electrode showed best absorption of long chained 

sulfonated compounds, with the adsorption decreasing with a decrease in chain length. For carboxylated 

compounds, adsorption was lower. We studied the impact of mixtures of these PFAS on degradation rate 

and found that under -2 V applied potential, degradation rate of mixtures drops and is lower than what we 

expected from individual compounds degradation. This is due to competition for adsorption sites on the 

electrode. We used isotopically labeled and unlabeled PFOS, and observed a higher defluorination ratio for 

the unlabeled compound. This confirmed our hypothesis of the two-electron mechanism for PFAS 

breakdown. We also studied dechlorination of chlorinated solvents TCE and cDCE and observed 30-40% 

dechlorination. However, when t-butanol was added (a hydroxyl radical scavenger), the dechlorination fell 

to 10-20%, indicating that these chlorinated solvents were being oxidized and the CNT electrode and 

applied potential were playing no role in their breakdown. Here, we demonstrated that individual as well 
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as mixtures of PFAS could be treated by the photo-electrochemical mechanism. We also demonstrated that 

when chlorinated solvent co-occur with PFAS, their degradation takes place primarily by an oxidative 

mechanism.  

In conclusion, hydrophobic and electrostatic forces can be used to reject or attract contaminants in water. 

Modifying surface properties to take advantage of these forces can improve separation and sorption 

processes for water treatment. In the MD treatment of a stream containing a mixture of volatile and non-

volatile hydrophobic and hydrophilic compounds by a hydrophobic polymeric membrane, hydrophobic 

forces play a role by selectively allowing hydrophobic compounds, volatiles and water vapor to pass 

through, or be adsorbed on the surface, while rejecting non-volatile dissolved and particulate matter. Any 

hydrophobic (volatile or non-volatile) contaminants present in these water sources would either sorb on to 

the hydrophobic surface (fouling in MD systems), or pass through (as flux in MD systems). The membrane 

surface properties can be modified to influence sorption of compounds on the membrane surface and 

rejection of undesired compounds in the permeate. Accurate control of operating conditions can also ensure 

that the passage of undesired volatile compounds into the permeate stream is limited. In the MD treatment 

of a stream containing non-volatile hydrophilic charged compounds or salts (which dissociate to form 

cations and anions), the main hindrance is scaling, or accumulation of precipitates on the membrane surface. 

Scale formation occurs due to crystallization of scale forming cations and anions, followed by their 

deposition on the membrane surface. For crystallization to occur, the co-location of cations and anions for 

some period of time is essential. If we prevent this co-location for timescales long enough to form 

prenucleation clusters, we can successfully mitigate scaling. This can be achieved by influencing the motion 

of cations and anions within the concentration polarization layer by subjecting them to varying electric 

fields. Due to the superior electrically conductive properties of CNTs, the fabricated ECMD membrane 

showed excellent anti-scaling properties. When an external potential was applied, an electric field was 

formed within the water flow channel. This caused the charged ECMD to attract oppositely charged ions, 

and repel similarly charged ions. This resulted in the formation of an electrical double layer along the 



140 
 

ECMD surface due to a high concentration of oppositely charged ions and low concentration of similarly 

charged ions near the surface. Rapid change in the direction of this electric field by applying alternating 

current can cause movement and mixing of anions and cations due to the rapid change in EDL. This 

influences the cation/anion ratio, and also causes movement of charged species, which prevents them from 

precipitating and forming scales.  

Hydrophobic and electrostatic forces on surfaces can also lead to superior sorption properties. Hydrophobic 

contaminants will preferentially sorb on to hydrophobic surfaces, since the entropically favorable state for 

hydrophobic contaminants is to attach with other hydrophobic surfaces. Electrostatic forces also help in 

sorption, since oppositely charged contaminants are attracted to the surface, resulting in their 

electrosorption. The degradation of complex perfluorinated compounds is faster in the presence of excess 

electrons. Sorption of contaminants on to a surface can help achieve this state of excess electrons by 

providing electrons from an externally applied potential. CNTs have unique electron transfer, electrical and 

adsorptive properties. This combined with the ability to modify their surface properties by functionalization, 

make them excellent candidates for the removal and degradation of complex perfluorinated compounds. 

COOH functionalized CNTs with a cationic surfactant as dispersion medium proved successful at sorbing 

PFAS compounds. The positively charged quaternary ammonium group on the cationic surfactant formed 

an electrostatic bond with PFAS, which carries a net negative surface charge. The externally applied 

potential difference coupled with CNTs superior electron transfer properties caused a transient electron 

transfer, which destabilized bonds in sorbed PFAS molecules. This in turn increased the probability of their 

breakdown by hydrated electrons.  

The use of CNTs to improve removal and degradation processes is promising, especially due to the ability 

to modify CNTs surfaces. Electrically conducting membranes for anti-scaling are promising as an energy 

efficient and economical method for high salinity brine treatment. They could also reduce the volume of 

brine to be disposed. Fabrication of more conductive membranes could be advantageous in further 

enhancing scaling mitigation. PFAS breakdown by the photo-electrochemical mechanism while not energy 
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efficient at low PFAS concentrations, can potentially be used as a secondary step after nanofiltration of 

PFAS contaminated water. The reductive dechlorination by a photo-electrochemical mechanism may be 

possible. However, further work on the sorption properties of carbon nanotubes with respect to chlorinated 

solvents is warranted.  
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