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The Effect of Minimum Wages on Employment: A
Factor Model Approach∗

Evan Totty†

April 29, 2015

Abstract

This paper resolves issues in the minimum wage-employment debate by using factor
model econometric methods to address concerns related to unobserved heterogeneity.
Recent work has shown that the negative effects of minimum wages on employment
found using traditional methods are sensitive to the inclusion of controls for regional
heterogeneity and selection of states that experience minimum wage hikes, leaving the
two sides of the debate in disagreement about the appropriate approach. Factor model
methods are an ideal solution for this disagreement, as they allow for the presence
of multiple unobserved common factors, which can be correlated with the regressors.
These methods provide a more flexible way of addressing concerns related to unob-
served heterogeneity and are robust to critiques from either side of the debate. The
factor model estimators produce minimum wage-employment elasticities that are much
smaller than the traditional OLS results and are not statistically different from zero.
These results hold for many specifications and two datasets that have been used in the
minimum wage-employment literature. A simulation shows that unobserved common
factors can explain the different estimates seen across methodologies in the literature.
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1 Introduction

Understanding the effect of minimum wages on employment has long been of interest to

economists, with empirical work on the subject dating back approximately 100 years (Obe-

nauer and von der Nienburg, 1915). Despite the long history of attention, economists are

still very much divided on this issue. The last two decades, in particular, have produced an

abundance of work on the subject, without providing a consensus. The empirical evidence

in these studies differs depending on both the datasets used and the methodology1. The

goal of this paper is to resolve the issues in the minimum wage-employment literature by

using panel data econometric methods that are robust to critiques from either side of the

debate. Specifically, this study uses the common correlated effects estimators developed by

Pesaran (2006) and the interactive fixed effects estimator developed by Bai (2009). These

estimators are applied to two datasets and many specifications that have recently been used

in the literature. The factor model methods used in this paper are well suited for a wide

variety of empirical studies, although they have not yet received much use.

The modern debate in the minimum wage-employment literature is concerned with how to

best address issues related to unobserved heterogeneity in large panel data studies2. Specifi-

cally, the issues are related to regional heterogeneity in employment patterns and selectivity

of states that experience minimum wage hikes. The recent literature is summarized in Table

1. The traditional approach to estimating the minimum wage-employment elasticity with

1The theory is also ambiguous. While the competitive model predicts a decrease in employment in
response to a minimum wage increase, the monopsony model can predict no effect or even a small positive
effect. If there is no significant impact of minimum wages on employment, then the effect of minimum wages
must be occurring through other channels, such as decreased costly labor turnover, improved organizational
efficiency, increased worker effort, or small price increases (Schmitt, 2013). Evidence on these other channels
is sparse and mixed, although recent work by Dube et al. (2014) finds significant reductions in employee
turnover following minimum wage increases.

2A detailed history of the minimum wage-employment debate can be found in Brown (1999), Neumark
and Wascher (2008), and Baleman and Wolfson (2014). Past studies on minimum wages and employment
are usually either local case studies focusing on employment in a particular low-skill industry or national
studies using panel data on teenage or restaurant employment. Local case studies commonly find no effect.
The national panel data studies using traditional methodology typically find statistically significant negative
employment effects with minimum wage-employment elasticities in the range of -0.1 to -0.3, while new
methods meant to address issues related to unobserved heterogeneity commonly find no effect.
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panel data has been to use ordinary least squares with unit (either state or county) and period

fixed effects included to address unobserved heterogeneity. This approach produces large and

statistically significant elasticities in the range of -0.1 to -0.3 (Neumark and Wascher, 1992,

2007, 2008; Sabia, 2009). Dube, Lester, and Reich (2010, hereafter DLR) and Allegretto,

Dube, and Reich (2011, hereafter ADR) raise concerns about this two-way fixed effects ap-

proach. They show that there is significant regional heterogeneity in employment patterns

and that states that raise their minimum wage tend to have negative pre-existing trends in

employment, relative to states that do not raise their minimum wage. DLR and ADR argue

that the two-way fixed effects approach does not properly address the regional heterogeneity

and pre-existing trends. They use census division-by-period fixed effects, state-specific linear

time trends, and a border discontinuity approach in addition to two-way fixed effects and

find no effect of minimum wages hikes on employment.

This approach has not been met without criticism. Neumark, Salas and Wascher (2014a,

hereafter NSW) argue that the implicit assumption of these methods that geographically

proximate places are better controls is not supported by the data. The core of this argument

is that local areas - be they state or county - are not frequently picked as donors when they

implement a synthetic control-type approach based on Abadie et al. (2010). They also show

that large negative effects for teenagers return when you extend the linear state-specific time

trends to higher order polynomial trends. NSW therefore conclude that neither the methods

nor the results in DLR and ADR are supported by the data, and they should be disre-

garded in favor of the traditional two-way fixed effects results. These authors have argued

in a subsequent paper that census division-by-period fixed effects and the border disconti-

nuity approach produce positive endogeneity bias towards zero by changing the identifying

variation to within census division or across state borders (Neumark et al., 2014b).

The use of synthetic controls has also become an area of debate in this literature, start-

ing with NSW. NSW admit that the desire for a more flexible way to capture unobserved
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heterogeneity is a valid concern, and use a synthetic control-type estimator3. This ap-

proach produces negative and statistically significant elasticities that are especially large for

teenagers. However, the application of synthetic controls to the minimum wage-employment

debate is not straightforward. Synthetic controls were intended for the scenario in which

there is a single state receiving a one time policy treatment, making the use of continuous

and recurring minimum wage treatment problematic. Synthetic controls also leave some de-

tails up to the discretion of the researcher, such as choice of matching variables and length of

pre- and post-treatment windows. Allegretto, Dube, Reich, and Zipperer (2013) attempt to

address these issues by performing the synthetic control approach from Abadie et al. (2010)

separately for many instances of a minimum wage increase, along with a better matching

variable and longer pre- and post-treatment windows, and find no significant effect of min-

imum wages on employment4. They also provide additional support for the use of census

division-by-period fixed effects and the border discontinuity approach5. Neumark, Salas, and

Wascher (2014b) then respond by continuing to argue that the evidence does not support

the use of local controls and that there are large, negative elasticities, particularly for teens.

The use of synthetic controls has not resolved the debate.

Clearly, the literature is divided in three areas: (1) The appropriateness of census division-

by-period fixed effects and the border discontinuity approach, which assume that local areas

provide better counterfactuals, as additional controls for unobserved heterogeneity, (2) the

robustness of results to the presence and order of state-specific time trends, and (3) how

3In the synthetic control approach from Abadie et al. (2010), the effect of the policy is simply the difference
between the synthetic control in the post-treatment period and the treated state in the post-treatment period.
NSW construct a synthetic control for every instance of a minimum wage increase and then pool all of the
real and synthetic data together and perform OLS with a fixed effect for each set of real and synthetic
observations.

4Because the synthetic control approach requires that treated states receive no additional treatment
during the pre- and post-treatment windows and that donor states be untreated, Allegretto, Dube, Reich,
and Zipperer (2013) are able to use only 19 out of 89 instances of minimum wage increases between 1997
and 2007.

5Allegretto, Dube, Reich, and Zipperer (2013) refute the interpretation in NSW that the selection of
donor units in the synthetic control approach suggests that local areas are not good controls. They also
provide a placebo law experiment which allows for longer windows and more local donors and find a clear
negative relationship between distance and weights.
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to best implement the synthetic control approach. The factor model approach proposed in

Pesaran (2006) and Bai (2009) is perfectly suited to reconcile these issues. The methods

developed in these papers allow for consistent estimation under the presence of multiple

unobserved common factors, which can be correlated with the regressors. The presence of

unobserved common factors can cause cross-section dependence, which is problematic for in-

ference, but can also cause bias when the unobserved common factors are correlated with the

regressors. In the context of the minimum wage-employment literature, such unobservable

common factors could be macroeconomic shocks that influence both low-skill employment

and minimum wage policy, and could do so heterogeneously over cross sections. Additionally,

state-specific trends and census division-by-period fixed effects can be rewritten as a special

case of the factor model structure. This means that the factor model setup can capture these

factors if they exist, but does not impose this, or any other, fixed form for the unobserved

heterogeneity a priori. The factor model approach can therefore be seen as a more flexible

way of addressing the concerns related to unobserved heterogeneity. The factor model ap-

proach also has several advantages over the synthetic control approach. It is more amenable

to panel regression with continuous and recurring treatment, allowing all of the data to be

used. Additionally, the factor model appraoch from Bai (2009) has been shown to perform

better than synthetic controls (Gobillon and Magnac, 2013).

The factor model estimators are robust to critiques from either side of the debate. The

critique from DLR and ADR is that two-way fixed effects cannot capture the regional hetero-

geneity and pre-existing trends. As mentioned above, state-specific time trends and census

division-by-period fixed effects can be captured by the factor model setup if they exist. The

difference is that the factor model approach lets the data determine the nature of the un-

observed heterogeneity. The critique from NSW is that local areas are not always better

controls and that changing the identifying variation to within census division or across state

borders produces positive bias towards zero. The factor model approach tackles the issue

of local areas being similar in a natural way, by letting factor loadings, which represent the
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effect of the unobserved common factors on each cross-section unit, pick out cross-section

correlation in the data. This makes the factor model estimators unique because they allow

areas to be close in economic dimensions which depart from geographic proximity. This is the

case, for instance, when two areas are affected by the same industry-specific shocks because

of industry specialization, even if these two areas are not neighbors. Additionally, the factor

model approach does not change the identifying variation. The factor model estimators will

be applied to the same two-way fixed effects approach that NSW support. Therefore, the

factor model approach provides a middle ground between the two sides of the debate.

This study uses data on both restaurant and teenage employment. Tests show strong

cross-section dependence in the raw employment data for both datasets, which suggests the

presence of unobserved common factors. Initial results using OLS with unit and period

fixed effects find statistically significant minimum wage-employment elasticities of -0.138

and -0.178 for restaurant and teenage employment, respectively, in line with other estimates

in the literature using these methods. The factor model estimators from Pesaran (2006)

and Bai (2009) are then applied to the same data and specification. For the restaurant

employment, the factor model estimates of the minimum wage-employment elasticity are in

the range of -0.013 to -0.042. For teenage employment, they produce estimates in the range

of -0.036 to -0.065. None of these estimates are statistically different from zero. Residual

diagnostics confirm that the factor model methods do a better job of removing the cross-

section dependence than OLS. As a robustness check, these methods are applied to several

time trend specifications from the literature. The results remain small and, in most cases, not

statistically different from zero. The factor model estimators do find positive and statistically

significant effects of minimum wage hikes on the earnings of both restaurant and teenage

workers.

Analysis of the factor structure suggests that the factor model estimators are capturing

time trends and regional heterogeneity in the error term of the traditional two-way fixed

effects specification, which supports the approach in DLR and ADR. But, in some cases,
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same-division states and cross-border counties appear very different in their unobservables.

This supports the argument from NSW that local areas do not always provide ideal control

groups and shows off the flexibility of the factor model approach. A simulation experiment

is provided to assess the relative ability of OLS and the factor model estimators to estimate

the minimum wage-employment elasticity under different assumptions about the unobserved

heterogeneity in the data. Results show that common factors in the true underlying data-

generating process can cause the different estimates seen across approaches in the literature.

The remainder of the paper is organized as follows: Section 2 describes the factor model

setup that the Pesaran (2006) and Bai (2009) estimators make use of and then describes

the estimators themselves. Section 3 describes how the variables are constructed and pro-

vides summary statistics for the data. Section 4 reports the results. Section 5 reports the

simulation experiments. Section 6 concludes.

2 Empirical Approach

2.1 Unobserved Heterogeneity and Factor Models

The factor model approach provides an alternative way to address issues related to unob-

served heterogeneity in the minimum wage-employment literature. The factor model setup

is based on a model in which the error term is characterized by a multi-factor error struc-

ture. Specifically, the traditional error term in a regression equation is decomposed into

time-specific “common factors” that can affect all cross-section units, heterogeneous “fac-

tor loadings” that represent how a common factor affects each cross-section unit, and an

idiosyncratic error term. This paper adopts the traditional unit and period fixed effects

specification and then adds a factor model structure to the error term and uses the factor

model estimators from Pesaran (2006) and Bai (2009).

The traditional specification for estimating the effect of minimum wages on employment,

originating from Neumark and Wascher (1992), is given by
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ln(Eit) = βln(MWit) + ΓXit + αi + δt + εit. (1)

The dependent variable, Eit, is either the number of restaurant employees in county i and

period t or the fraction of teenagers employed in state i and period t, depending on the

dataset. MWit is the higher of the federal and state minimum wage in state or county i and

period t. Employment and the minimum wage are measured in logs so that β represents the

minimum wage-employment elasticity. The term Xit is a vector of control variables defined in

section 3 that are intended to proxy for supply and demand forces on employment. Unit and

period fixed effects are represented by αi and δt, respectively. Several studies have estimated

this unit and period fixed effects specification with OLS and no additional controls for

regional heterogeneity and found large negative effects of minimum wages on employment

(Neumark and Wascher, 1992, 2007; Sabia, 2009).

The difference between the OLS estimate of equation (1) and the factor model estimate is

that OLS assumes that εit is an idiosyncratic error term; there are no missing variables that

are correlated with the minimum wage. The factor model approach allows for the possibility

that there may be unobserved common factors in the error term, which can be correlated

with the regressors. In this case, the error term in (1) takes on a multi-factor error structure:

εit = λ′ift + uit (2)

where ft is an (r x 1) vector of unobserved common factors and λi is an (r x 1) vector

of factor loadings that capture unit-specific responses to the common shocks. The pres-

ence of unobserved common factors can cause employment across counties and states to be

interdependent because they are being affected by common unobserved shocks. In the min-

imum wage-employment data, these unobserved common shocks could be macroeconomic

shocks. This interdependence across areas is commonly referred to as cross-section depen-

dence. Cross-section dependence is problematic for inference (Andrews, 2005), but will also
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cause bias if the common factors are correlated with the regressors.

It is easy to think of a common factor that would cause bias for each direction. Tech-

nological change, for example, could produce negative bias. Smith (2011) studied teenage

employment rates from 1980 to 2009 and showed that job polarization, or the removal of

routine, middle-skill tasks due to technological change, pushes middle-skill adults into tradi-

tionally teenage jobs, lowering teenage employment. Allegretto, Dube, Reich, and Zipperer

(2013) show that between 1990 and 2007, high minimum wage states experienced greater

job polarization, on average, than low minimum wage states. Combining these results sug-

gests that high minimum wage states have experienced greater job polarization, which puts

downward pressure on teenage employment. This technological change example would cause

negative bias in the OLS estimate of the unit and period fixed effects approach, but could

be captured in the factor model approach as an unobserved common factor.

The factor model estimators also provide a solution to possible sources of positive endo-

geneity bias. NSW argue that state minimum wages are more likely to be increased when

local labor markets are strong, which would cause positive endogeneity bias towards zero,

citing Baskaya and Rubinstein (2011) who find that when the interaction between the fed-

eral minimum wage and the propensity for the federal minimum wage to be binding in each

state is used as an instrumental variable for a state’s minimum wage, larger negative effects

are found than when using the traditional two-way fixed effects approach. Regional labor

market shocks that influence state minimum wages and employment can also be captured

by the factor model estimators as an unobserved common factor with factor loadings equal

to zero for all areas unaffected by the regional shocks.

The advantage of the factor model approach over the approach in DLR and ADR is

that it imposes no specific form for the unobserved heterogeneity a priori. If no common

factors exist in the data and the traditional two-way fixed effects approach is the correct

specification, the factor model approach still performs well. This will be confirmed for the

minimum wage-employment datasets in the simulations at the end of the paper. However,
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if there are unobserved common factors in the data, the factor model approach can capture

them. In addition to the technological change example given above, the state-specific time

trends and census division-by-period fixed effects applied in DLR and ADR can be regarded

as special cases of the factor model setup, because they can be rewritten as the inner product

of a vector of time-specific common shocks, ft = (t, δt)
′, and unit-specific factor loadings,

λi = (αi, ζc)
′, where ζc is a census division dummy variable. The difference is that the form

of the common shock, ft, and the nature of the spatial correlation in λi will be determined

by the data, whereas state-specific trends and census division-by-period fixed effects apply

a fixed form. Additionally, if the more general point that local areas are more similar in

terms of their unobservable characteristics and thus better controls, which is most strongly

assumed in DLR’s border discontinuity approach, is true, then this can be captured in the

factor model approach by nearby areas having similar factor loadings. Therefore, the factor

model approach provides a middle ground between the two sides of the debate by being able

to capture state-specific time trends and regional heterogeneity without assuming that local

areas are better controls or changing the identifying variation.

The factor model approach also has several advantages over synthetic controls. The

synthetic control approach from Abadie et al. (2010) that has been used by NSW and

Allegretto, Dube, Reich, and Zipperer (2013) also allows for multiple unobserved common

factors with heterogeneous factor loadings in the underlying data-generating process. While

the synthetic control approach has the advantage of being semi-parametric, the linear factor

model approach adopted in this paper is much more amenable to panel regression with

continuous and recurring treatment. The synthetic control approach was designed for use in

individual case studies, in which there is a single instance of policy treatment. The use of

synthetic controls with continuous and recurring minimum wage treatment is problematic

for two reasons. First, the researcher must decide how to handle the difference in intensity

of treatment across states when estimating the effect of treatment. Second, because the

synthetic control approach requires that the donor states receive no treatment and that the
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treated states receive no additional treatment during the pre- and post-treatment windows,

much of the minimum wage variation gets discarded. Federal minimum wage variation is

nearly impossible to use because very few states are not affected. State minimum wage

variation is also often discarded because state minimum wages are increased so frequently

that states often receive additional treatment during the pre- and post-treatment windows.

Indeed, Allegretto, Dube, Reich, and Zipperer (2013) are able to use only 19 of 89 minimum

wage increases from 1997 to 2007 in their synthetic control approach6. Gobillon and Magnac

(2013) also shed light on the relative merits of the synthetic control approach and the factor

model estimator from Bai (2009). They show that, under the assumption that the true model

is a linear factor model, synthetic controls are unbiased only when the exogenous covariates

and factor loadings for treated areas belong to the convexified support of exogenous covariates

and factor loadings for control areas. Monte Carlo simulations and an empirical application

favor the factor model approach from Bai (2009) over synthetic controls.

It is worth noting that the factor structure shown above can be rewritten to incorporate

lagged common factors. This is appealing in the context of the minimum wage-employment

data, given that it is reasonable to assume that both employment and minimum wages

may be slow in responding to economic influences due to social norms against laying off

workers and the delay between when minimum wage increases are approved and actually

implemented. In this sense, it is intuitive to think that employment and minimum wages

may respond to lagged common factors. The factor model can be rewritten to incorporate

this by rewriting a dynamic factor model as a static factor model, with the error term in

equation (1) now taking the form εit = Λ′iFt+uit where Ft = (f ′t , f
′
t−1, ..., f

′
t−s)

′ is an (r(s+1)

x 1) vector of common factors, Λi = (λ′i0, λ
′
i1,...,λ

′
is)
′ is an (r(s + 1) x 1) vector of factor

loadings, and s represents the number of lagged factors.

Clearly, the factor model approach is well-suited to resolve issues in the minimum wage-

employment debate, as it can capture regional heterogeneity and time trends without chang-

6See Dube and Zipperer (2014) for a detailed discussion on the application of synthetic controls with
continuous and recurring treatment.
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ing the identifying variation. It also has an important advantage over the synthetic control

approach, which is that it can use all of the data. The next section will describe the factor

model estimators.

2.2 Factor Model Estimators

There are two commonly used approaches for linear factor model estimation, each of which

will be used in this paper. The first method is Pesaran’s (2006) common correlated effects

estimators. This method does not attempt to estimate the common factors and factor

loadings. Rather, Pesaran shows that you can proxy for the factors with cross-sectional

averages of the dependent and independent variables. This estimator has the added benefit

that it can be computed by ordinary least squares applied to regressions where the observed

explanatory variables are augmented with cross-sectional averages of the dependent and

independent variables. Pesaran proposes two versions of this method: the common correlated

effects mean group (CCEMG) estimator and the common correlated effects pooled (CCEP)

estimator. CCEMG allows minimum wages to have heterogeneous effects across units and

reports the mean of the individual slope coefficients. CCEP still allows the common factors

to have heterogeneous effects, but pools all of the cross-section units together for estimating

the regression coefficients. Standard errors are calculated using equations (58) and (69) in

Pesaran (2006) for the CCEMG and CCEP estimators, respectively. Confidence intervals

and significance reported in the results section are based on bootstrapped t-statistics using

the wild cluster bootstrap-t procedure from Cameron et al. (2008), clustered at the state

level. More details are provided in the appendix.

The second method is Bai’s (2009) interactive fixed effects (IFE) estimator. This ap-

proach does involve estimating the common factors and factor loadings. This involves the

use of principal component analysis7. The IFE approach is based on the fact that, given the

7Because the IFE estimator actually estimates the factor structure, the number of common factors, r,
must be pre-specified. One approach is to use the information criteria from Bai and Ng (2002), which
estimates the number of strong factors in the data. Alternatively, IFE results could be provided for different
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common factors and factor loadings, the regression coefficients can be estimated using OLS

after subtracting the factor structure from the data, and given the regression coefficients,

the factors and factor loadings can be estimated by using principal component analysis on

the regression residuals. However, the regression coefficients and factor structure are both

unknown in practice. Therefore, Bai proposes an iterative procedure in which, given an ini-

tial guess of either the regression coefficients or the common factors and factor loadings, one

iterates between estimating the regression coefficients using OLS on the de-factored data and

estimating the factor structure using principal components on the OLS residuals8. This iter-

ation continues until the percent change in the sum of squared residuals is below a specified

threshold. A threshold of 10−9 is used in this paper. Bias-correction for serial correlation,

cross-sectional correlation, and heteroskedasticity is performed using equations (23) and (24)

in Bai (2009). Standard errors are calculated using Theorem 4 in Bai (2009). Confidence in-

tervals and significance reported in the results section are based on bootstrapped t-statistics

using the wild cluster bootstrap-t procedure from Cameron et al. (2008), clustered at the

state level. More details are provided in the appendix.

The relative merits of the IFE and CCE estimators should be considered. An important

difference between the two is the assumption about the number of common factors. The

IFE estimator requires that the true number of common factors be less than or equal to

the pre-specified number of common factors. The CCE estimators require that the num-

ber of common factors be less than or equal to the number of dependent and independent

variables, whose cross-sectional averages proxy for the common factors. Pesaran (2006) and

other papers have shown that the CCE estimator continues to perform well even when the

number of common factors exceeds the number of cross-sectional averages, although this

flexibility comes at a cost: the factor loadings must take on a random coefficients form. In

numbers of common factors.
8Bai (2009) suggests initiating the iteration with the OLS estimates of the regression coefficients, ignoring

the factor structure, and the principal components estimates of the factor structure from the raw data,
ignoring the independent variables, and keeping whichever results have the lowest final sum of squared
residuals. Analysis was also performed using the CCEMG estimates as an initial guess of the regression
coefficients. The results were almost identical, although the iteration did converge faster.
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applications, it is not obvious which of these two assumptions for the CCE estimator will

be more restrictive. In this sense, the IFE estimator is more flexible because any number of

common factors can be specified.

Westerlund and Urbain (2015) also address the relative merits of the two approaches.

The authors are actually comparing the relative merits of principal components versus cross-

sectional averages rather than IFE and CCE per se. The estimators they consider are slightly

different from those considered in Pesaran (2006) and Bai (2009), and they therefore caution

against extrapolating too widely the conclusions to the use IFE and CCE. Nonetheless, they

find that while the relative bias of the two estimators depends on the parametrization of

the true underlying model, both the principal components approach and the cross-sectional

averages approach perform best when N > T .

3 Data

3.1 Data Sources

Two different low-skill groups are used in this study: restaurant workers and teenagers.

Restaurant workers and teenagers are the two most commonly studied populations in the

minimum wage-employment literature (Baleman and Wolfson, 2014) and they have been the

focus of the recent debate in the literature. Construction of the variables and summaries of

the datasets are provided below. Each dataset is merged with a quarterly minimum wage

variable which is always the higher of the federal and state minimum wage.

Quarterly data on restaurant employment is constructed for the years 1990-2010 from the

Quarterly Census of Employment and Wages. The QCEW provides quarterly county-level

payroll data by industry based on ES-202 filings that establishments submit for the pur-

pose of calculating payroll taxes related to unemployment insurance. The county-quarter

restaurant employment dependent variable is constructed from both Full Service Restau-

rants (NAICS 7221) and Limited Service Restaurants (NAICS 7222) and measures the total

14



number of full service and limited service restaurant employees. The control variables are

the county-quarter total private sector employment and the county population. The employ-

ment variables are constructed from the QCEW and the county population comes from the

county-level Census Bureau population data which is produced annually. Data is available

for the entire time frame of analysis for 1,371 counties9. Summary statistics for the dataset

of analysis on restaurant workers are shown in Table 2.

Quarterly data on teenage employment is constructed for the years 1990-2013 from the

Current Population Survey Outgoing Rotation Groups. State-quarter observations are con-

structed by aggregating the CPS-ORG individual level data up to the state-quarter level.

The state-quarter teenage employment dependent variable is the fraction of teenagers (ages

16-19) that are employed. The control variables are the state-quarter relative size of the

teenage population and state-quarter unemployment rate, also constructed from the CPS-

ORG. Summary statistics for the dataset of analysis on teenagers are shown in Table 2.

3.2 Cross-Section Dependence and Data Size

As discussed in the introduction and section 2.1, the presence of unobserved common factors

can cause outcomes across areas to be interdependent, known as cross-section dependence,

which can be problematic for inference and estimation. The factor model approach is com-

monly used to model the presence of strong, as opposed to weak, cross-section dependence.

Weak cross-section dependence can be thought of as arising from the fact that geographi-

cally proximate places will have similar characteristics (geography, culture, demographics,

education-level, political institutions, etc.), which will cause correlation in outcomes across

areas. Strong cross-section dependence, on the other hand, is typically thought of as arising

from unobserved forces (“factors”) that influence outcomes across areas in heterogeneous

ways. Spatial econometric methods, which deal with cross-section dependence by assuming

some specific (often geographic) nature on the interdependence of areas a priori, are an al-

9For consistency with DLR and NSW, results are based on a balanced panel.
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ternative way to address issues related to cross-section dependence. However, factor models

have two important advantages over spatial econometric methods. The first is that the factor

model approach assumes no geographic relationship (or any other type of spatial relation-

ship) on the interdependence of areas before estimation. The second is that factor models

are intended to capture the presence of strong cross-section dependence, whereas spatial

econometric methods typically require that the cross-section dependence only be weak.

Table 2 shows the results of a test for strong cross-section dependence in the data using

the cross-section dependence (CD) test from Pesaran (2015), which is based on the average

of pair-wise correlations in the data. The null hypothesis of the test, which is distributed

standard normal, is that there is only weak cross-section dependence, while the alternative is

that the cross-section dependence is strong. The null hypothesis of weak cross-section depen-

dence is rejected at the one-percent level for both the restaurant and teenage employment

datasets, with test statistics of 60.06 and -5.64, respectively. This suggests the presence of

common factors in each dataset and validates the factor model approach. The fact that there

is less strong cross-section dependence in the teenage employment dataset is not surprising,

given that the unit of analysis occurs at a more aggregated level.

Because the CPS data does not allow for reliable estimates at the county level, the teenage

dataset has a relatively small cross-section dimension of 51 (50 states plus Washington D.C.).

As discussed in section 2.2, one of the results from Westerlund and Urbain (2015) is that

both the IFE and CCE estimators perform better when N > T , which is not the case for

the teenage dataset. It is therefore reasonable to assume that the factor model estimators

may not be able to capture the common factors as reliably for the teenage dataset as they

can for the restaurant dataset and therefore may not be able to fully remove the bias and

cross-section dependence that is being caused by common factors. Nonetheless, IFE and

CCE estimators still provide significant improvements over traditional OLS methods when

common factors exist in the data and still perform well without the presence of common

factors in the data even when N < T , as shown in Pesaran (2006) and Bai (2009) and in the
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simulations in section 5.

4 Results

4.1 Minimum Wage-Employment Elasticity

Results are based on the traditional two-way fixed effects specification in equation (1). Re-

sults are reported separately for each of the datasets. The results tables first show the OLS

estimate of the two-way fixed effects specification, and then show results using each of the

factor model estimators described in section 2. Confidence intervals and significance reported

in the tables are is based on bootstrapped t-statistics using the wild cluster bootstrap-t pro-

cedure from Cameron et al. (2008), clustered at the state level. Robustness to the number

of common factors, different specifications from the literature, and the sample period is also

considered, as well as earnings effects and a falsification test.

Table 3 shows the effect of raising the minimum wage on restaurant employment. Column

1 shows that the OLS estimate of the traditional two-way fixed effects specification is in line

with other estimates from the literature, with a large elasticity of -0.138 that is statistically

different from zero. The factor model estimators report very different results. The CCEMG,

CCEP, and IFE estimators report elasticities of -0.013, -0.013, and -0.042, respectively, each

of which are more precisely measured than OLS. None of the factor model estimates are

statistically different from zero. The table also shows residual diagnostics which test for the

presence of strong cross-section dependence in the residuals. As discussed in section 3, the

null hypothesis that there is only weak cross-section dependence in the restaurant data was

rejected at the one-percent level, with a test statistic of 60.06. There is still strong cross-

section dependence in the OLS residuals, with a test statistic of 26.98, suggesting that OLS

has not controlled for the common factors in the restaurant employment data. The factor

model estimators do a much better job of capturing the common factors, with test statistics

of 4.43, 17.19, and -0.30 for the CCEMG, CCEP, and IFE estimators, respectively.
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Table 4 shows the effect of raising the minimum wage on teenage employment. Column

1 shows that the OLS estimate of the minimum wage-employment elasticity is once again

in line with other estimates from the literature, with a large elasticity of -0.178 that is

statistically different from zero. Just as with the restaurant employment dataset, the factor

model estimators report very different results than OLS. The CCEMG, CCEP, and IFE

estimators report elasticities of -0.040, -0.065, and -0.036, respectively, none of which are

statistically different from zero. Residual diagnostics for the teenage employment data show

that the factor model estimators are not able to further remove the strong cross-section

dependence from the residuals, as the test statistics for the factor model residuals remain

similar to test statistics for the OLS residuals.

The failure of the factor model estimators to further remove the strong cross-section

dependence from the teenage employment residuals is likely be due to the relatively small

size of the cross-section dimension in the teenage employment dataset, as discussed in section

3.2. While the IFE estimator is
√
NT -consistent, the estimates of the factors themselves

via principal components are only
√
N -consistent. Given that the teenage employment

dataset has a relatively small cross-section dimension but a large time dimension, the IFE

regression coefficients converge more quickly than the estimates of the factors themselves.

Thus, imprecise estimates of the factors could lead to the reduction of bias while still leaving

the residuals contaminated with cross-section dependence. Nonetheless, the main concern

in this paper is removing bias from the minimum wage-employment elasticity, rather than

cross-section dependence in the residuals, and the factor model estimators are clearly still

capturing the presence of common factors, because the factor model estimates are very

different from the OLS estimates. Section 5 will show that the factor model estimators

would produce elasticities similar to OLS if there were no common factors present, even for

the teenage dataset.

Results for the IFE estimator shown in Table 3 and Table 4 were based on 4 factors and

8 factors, respectively. The information criteria from Bai and Ng (2002) were uninformative
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in selecting the number of common factors10. Therefore, the results in Table 3 were based

on 4 factors because that was the minimum number of factors that removed the presence

of strong cross-section dependence from the residuals. For the teenage employment dataset,

results were based on 8 common factors because that was the number of factors required

to explain a large fraction of variance in the residuals. This can be seen in Table 5, which

shows the relative importance of each common factor. The relative importance of each

common factor is calculated as the fraction of the total variance in the residuals explained

by factors 1 to p, given as the sum of the first p largest eigenvalues of the second moment

matrix of the OLS residuals divided by the sum of all eigenvalues. The first 4 factors for

restaurant employment explain about 86% of the variance in the OLS residuals. For the

teenage employment dataset, 8 common factors are required to explain a similar amount of

the variance.

Although 4 common factors for restaurant employment and 8 common factors for teenage

employment appear to sufficiently capture the unobserved heterogeneity, robustness to the

number of factors is also considered. Table 6 shows the IFE estimates for 2-8 common factors.

The restaurant minimum wage-employment elasticity is invariant to the number of factors,

with elasticities that remain small and not statistically significant for different numbers of

factors. The teenage minimum wage-employment elasticity is not entirely invariant to the

number of common factors. While the effect is not statistically significant for any number

of common factors, the IFE estimate is somewhat large when only 2 or 3 common factors

are included, with estimates of -0.104 and -0.093, respectively. Once 4 common factors

are included, the IFE estimates are much more similar to the CCE estimates reported in

Table 4 and they remain relatively small for up to 8 common factors11. The fact that the

10The information criteria proposed in Bai and Ng (2002) always picked the maximum number of factors
allowable for the restaurant dataset. For the teenage employment dataset, some criteria picked the maximum
number allowable, while others picked the minimum number. The same issue occurred in Kim and Oka
(2014), who used the IFE estimator to resolve issues in the literature on the effect of divorce law reform
on divorce rates, and in Bailey et al. (2014), who study real house price changes across MSAs in the USA.
Additionally, the information criteria in Bai and Ng (2002) do not always perform well when min{T,N} < 60,
which is the case for the teenage employment dataset.

11The IFE results for teenage employment remain in the -0.01 to -0.04 range for higher numbers of factors
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IFE estimates are more stable for higher numbers of factors supports the evidence in Table 5

that many factors are needed in order to capture the unobserved heterogeneity in the teenage

employment data.

It is clear that the factor model estimators produce results that are very different than the

traditional two-way fixed effects approach. Each of the factor model estimators produces

elasticities that are smaller than OLS and not statistically different from zero. The next

section will consider robustness to other specifications from the literature and sub-samples

of the data.

4.2 Robustness Checks - State-Specific Trends, Sub-Samples, Earn-

ings, and a Falsification Test

4.2.1 State-Specific Time Trends

Because one of the debates in the minimum wage-employment literature has been that the

results are not robust to the presence and order of state-specific time trends, Table 7 and

Table 8 show estimates for specifications that include state-specific time trends. In this

setup, the multi-factor error structure is applied to the error term of an equation which al-

ready models state-specific trends in addition to unit and period fixed effects. As discussed

previously, the factor model setup can capture deterministic trends, but will not suffer from

any potential bias resulting from specifying state-specific trends when they are not appropri-

ate. Therefore, from a theoretical standpoint, the inclusion of time trends is not necessary,

although it would me more efficient to include them if they are part of the true underling

data-generating process.

Table 7 shows that the OLS estimate of the restaurant minimum wage-employment elas-

ticity does vary across specifications. The large negative effect disappears when a linear time

trend is included, but a smaller negative effect that is statistically different than zero returns

as well.
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for flexible state-specific trends. The factor model estimators, on the other hand, are much

more robust to the presence and order of state-specific time trends. Only the CCEP esti-

mate with a 3rd order polynomial state-specific time trend shows any considerable change

in magnitude or significance and all of the factor model estimates remain smaller than the

OLS estimate of the traditional two-way fixed effects specification in Table 3.

Table 8 shows the results for teenage employment. The OLS estimate of the teenage

minimum wage-employment elasticity is highly sensitive to the presence and order of state-

specific time trends, with large negative effects for no state-specific trends or 3rd order and

higher polynomial trends, but no effect for linear or quadratic trends. The factor model

estimates also show some variance across specifications, but not nearly as much as the OLS

estimates. The factor model estimators remain smaller than OLS for each specification and

are always smaller than the traditional OLS estimate in Table 4. The variance across speci-

fications for the factor model estimates of the teenage minimum wage-employment elasticity

is likely another result of the relatively small cross-section dimension of the data. The results

from Table 4 remain the primary results, given that they will capture time trends only if

they show up in the data. Results in section 4.4 will suggest that time trends are not among

the common factors for teenage employment.

In summary, the factor model results are more robust to the presence and order of state-

specific time trends than OLS, and the pattern of the factor model estimates producing

smaller minimum wage-employment elasticities than OLS continues to hold.

4.2.2 Sub-Samples of the Data

Results based on sub-samples of the data are also considered. Sub-sample analysis provides

a robustness check to one critique of the factor model approach, which is the assumption

of time-invariant factor loadings. While the factor model approach provides a more flexible

way to model unobserved heterogeneity than applying any fixed form a priori, it cannot

control for a situation in which cross-section units have frequent time variation in their
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factor loadings. However, if factor loading variation were infrequent and thus time-invariant

within sub-samples of the time dimension of the data, sub-sample analysis could help address

this issue.

Sub-sample results are shown in Tables 9 and 10 for restaurant and teenage employment,

respectively. Three sub-samples are considered for each dataset: (1) the first half of the time

dimension of the data, (2) the second and third quarters of the time dimension of the data,

and (3) the last half of the time dimension of the data12. For restaurant employment, OLS

shows a large negative effect in the 1995q2-2005q3 sub-sample. The factor model estimates

do not show any large negative effects. The CCEP estimate is negative and statistically

significant in the 1990q1-2000q2 sub-sample, but the magnitude is -0.060, which is much

smaller than the traditional negative effects found in the literature. For teenage employment,

OLS shows large negative effects in earlier sub-samples. The factor model estimators find

similar results, although the magnitude of the negative effect in the first half of the sample

is smaller.

Once again, the pattern of smaller elasticities for the factor model approach than OLS

continues to hold.

4.2.3 Earnings Effects and a Falsification Test

Table 11 shows the effect of minimum wages on the earnings of restaurant workers and

teenagers. The QCEW dataset provides the average weekly rate of pay for restaurant work-

ers, calculated as the total restaurant payroll in each county in a given quarter divided by

the total restaurant employment level in the county for that quarter. For restaurant earn-

ings results, the total private sector employment control variable is replaced by a measure

of the average private sector earnings. For the teenage employment dataset, the dependent

variable is the log average hourly wage for teenagers in each state for a given quarter, based

only on those who were working and paid between $1 and $100 per hour in 2009 dollars.

12The dimension of the sub-samples are N = 1371, T = 42 for restaurant employment and N = 51, T = 48
for teenage employment.
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The factor model estimators all find positive and statistically significant effects of minimum

wage increases on the earnings of restaurant and teenage workers that are similar to the OLS

estimate.

Table 11 also shows the results of a falsification test based on the manufacturing industry.

Only 2.8% of manufacturing workers earn within 10% of the minimum wage (Dube et al.,

2010). The manufacturing industry therefore should not experience significant employment

effects from minimum wages hikes. Reassuringly, the factor model estimators find no statis-

tically significant effect on employment, although the CCEP estimator does find a positive

and statistically significant effect on earnings.

Robustness checks for state-specific time trends and sub-samples continue to show the

pattern of smaller elasticities for factor model estimators than OLS, as first seen in Tables

3 and 4. While there is some variance across time trend specifications, the results remain

smaller than the traditional OLS estimate in all cases and not statistically different from zero

in most cases. The sub-sample results for teenage employment do show elasticities that are

close to the traditional OLS range in a couple of instances, but this is only in the first half

of the time dimension of the data and thus less relevant for current policy considerations.

Earnings results show that, while the factor model estimators do not find any effect of

minimum wage hikes on employment of low-skill workers, they do find the expected positive

earnings effects.

4.3 Pre-Existing Trends

Support for the census division-by-period fixed effects, state-specific trends, and border

discontinuity approach in DLR and ADR comes from evidence that these controls remove

negative pre-existing trends in employment for states that raise their minimum wage relative

to states that do not. The way that the authors show this is to include leads of the minimum

wage variable, in which case the traditional two-way fixed effects approach produces negative

lead effects that are removed when the additional controls are included. The authors argue
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that finding negative effects prior to the policy change reflects spurious pre-trends due to

minimum wage changes tending to occur at times and places with unusually low employment

growth. The leading effect results have been another topic of debate in the follow up work

by NSW, Allegretto et al. (2013), and Neumark et al. (2014b), so similar tests are provided

here for comparison.

Results are based on the same model specified in equations (1) and (2), except with 1-,

2-, and 3-year leads in the minimum wage variable included13. The elasticity reported at

each point in time is the cumulative elasticity, which is the sum of the contemporaneous

elasticity for each year until that point in time.

Figure 1 shows the results for restaurant employment. Similar to the results reported in

DLR and ADR, OLS produces a negative trend in the leading effect of the minimum wage.

The elasticity one year before the minimum wage increase occurs is -0.15, which is similar

to the contemporaneous effect shown in Table 3. This trend is removed by the factor model

estimators, which produce flat leading effects that are closer to zero. Figure 2 shows the

results for teenage employment. There is again a negative trend in the leading effect for

OLS, with elasticities of nearly -0.2 three years before the minimum wage increase and -0.3

one year before the increase. The factor model estimators do not fully remove the negative

leading effects for teenage employment, but they do decrease the magnitude of the leading

effects.

The failure of the factor model estimators to fully remove the negative leading effects

for teenage employment suggests that there could still be some leftover negative bias in the

factor model estimates from Table 4 and 6 due to minimum wages changes tending to occur

at times and places with unusually low employment growth. The results in Table 4 and 6

showed elasticities for teenage employment that were smaller than OLS and not statistically

different from zero, but were not as close to zero as the restaurant results and the results

in ADR. Additionally, some of the robustness checks did show somewhat larger effects for

13At the time of this analysis, state-level minimum wage data is only available for every state through
2015. Therefore, the data on teenage employment is shortened from 1990-2013 to 1990-2012 for these results.
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teenagers. One explanation for this is that there may be very small negative effects of

minimum wage hikes on teenage employment, although not as large as the traditional -0.1

to -0.3 range. An alternative explanation is that the true effect is closer to zero, but the

factor model estimators cannot fully remove the negative bias in the case of the teenage

employment dataset because of the relatively small cross-section dimension issues discussed

previously. The fact that the factor model estimators fail to fully remove the negative lead

effects for teenage employment provides some support for the latter explanation14.

4.4 Understanding the Unobserved Heterogeneity

The previous results suggested that common factors exist in both the restaurant and teenage

employment data and that they produce negative bias in the traditional OLS two-way fixed

effects approach. This section will analyze the factor structure that the IFE approach esti-

mates in an attempt to shed some light on what the factor structure is capturing. The factor

structure analyzed here is from the IFE estimates of the two-way fixed effects specification in

Table 3 and 4. DLR and ADR argue that controls for regional heterogeneity and time trends

need to be added to the traditional two-way fixed effects approach. NSW argue against the

use of these controls and prefer the traditional approach. The purpose of this section is to

see if there is any support for the DLR and ADR approach by looking at what is leftover

that the factor model approach captures when only two-way fixed effects are included as

controls for unobserved heterogeneity.

No direct economic interpretation can be given to the factors that the IFE approach

estimates. Rather, they are defined purely in a statistical sense. They are the eigenvectors

that correspond to the largest eigenvalues of the second moment matrix of the regression

residuals. Additionally, while λ′ift is identifiable, the factors themselves are identifiable only

up to a sign change. However, it is possible to plot the time series behavior of each factor and

14It could be the case that businesses do have an employment response before the minimum wage increase
actually occurs, since minimum wage increases are usually announced at least one year in advance. However,
an elasticity of nearly -0.2 three years before the policy change seems extreme, and it is not necessarily
obvious why there would be a leading effect in teenage employment but not restaurant employment.
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map the effect of the common factors on employment for each unit in a given time period to

check for regional heterogeneity.

Figure 3 shows the first common factor for restaurant employment. This factor resembles

a time trend in employment, which produces county-specific time trends when multiplied by

the first factor loading for each county in the restaurant dataset. The purpose of this figure

is to confirm that the factor model estimators can capture time trends, which they clearly do

for the restaurant dataset. The second factor for restaurant employment, not shown here,

resembles a quadratic time trend. None of the common factors for teenage employment

exhibit obvious time trend patterns. Plots of the teenage common factors and additional

restaurant common factors are not shown here because they have no clear interpretation.

Table 5 shows the AR(1) coefficients for each factor to illustrate how persistent each of the

factors is. The first two restaurant factors appear to be very persistent, although this is due

to the fact that these factors appear to be time trends. The AR(1) coefficients after the first

two factors have been de-trended are 0.69 and 0.79, respectively.

While the factors for the restaurant employment dataset do capture time trends, including

time trends in the traditional OLS approach does not fully capture the factor structure.

As shown in Table 6, 4 common factors are required to remove the strong cross-section

dependence from the restaurant employment data. While the first two factors resemble a

linear and a quadratic time trend, the next two factors do not appear to be higher order

time trends. For teenage employment, none of the common factors appear to be time trends,

and including flexible time trends produces estimates that are very different from the factor

model estimates.

As described above, the full factor structure, λ′ift, is identifiable. This represents the

combined effect of each of the common factors on the log of employment in county i and

period t. Plotting the combined effect of the factors on employment for each county/state

on a map will show if there is any regional heterogeneity in the effect of the common factors

on employment. The factor structure makes no geographic assumptions on the form of the
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unobserved heterogeneity a priori. Rather, any geographic relationship that shows up in the

factor structure is the result of spatial correlation in the residuals that is captured by the

factor loadings.

Figures 4-6 plot the effect of the common factors on restaurant employment for 1990q1,

2000q1, and 2010q1, respectively. Looking first at 1990q1, there is clear evidence of regional

heterogeneity. The common factors are producing a positive effect on employment through-

out much of the West Coast, Florida, and the Northeast. Ohio and much of the South are

experiencing negative effects on employment from the common factors. The maps for 2000q1

and 2010q1 show that the nature of the regional heterogeneity changes over time. In 2010q1,

much of the West Coast is now experiencing negative employment effects from the common

factors, while much of the South is now experiencing positive effects. Results are similar for

the teenage employment dataset, shown in figures 7-9.

The fact that the factor structure does capture time-varying regional heterogeneity in the

effect of the common factors on employment provides support for the argument in DLR and

ADR that regional heterogeneity should be addressed when estimating the effect of minimum

wages on employment. However, the maps also lend some support to the criticisms from

NSW, which is that neighboring counties or same-division states may not always be ideal

control groups. For example, the reason why Ohio stands out in Figure 4 is because the

counties on the opposite side of the state border are in fact very different in terms of the

effect that they experience from the common factors. This is true for the teenage employment

dataset as well. Figure 7 shows that states in the Pacific census division (Washington,

Oregon, California) and the West North Central census division (Minnesota, Iowa, Missouri,

North Dakota, South Dakota, Nebraska, and Kansas) experience similar effects from the

common factors, while states in the South Atlantic division (Delaware, Maryland, Washing

D.C., Virginia, West Virginia, North Carolina, South Carolina, Georgia, and Florida) are

not always similar in their effect of the common factors on employment.

Despite the fact that no direct economic interpretation can be given to the factors, the

27



appearance of both regional heterogeneity and, in the case of restaurant employment, county-

specific time trends is reassuring in the sense that the common factors do appear to make

economic sense. The exact geographic nature of the regional heterogeneity is surprisingly

precise in some cases. For example, in Figure 6, the counties containing and surrounding the

cities of San Francisco, Los Angeles, Dallas, San Antonio, Houston, Kansas City, St. Louis,

Minneapolis, Chicago, Atlanta, New York, and Boston all stand out from the counties around

them because of spatial correlation in the factor loadings. This is quite remarkable, given

that the principal components procedure for estimating the factor structure does not impose

any geographic relationship on the factor loadings.

5 Simulation

This section assesses the relative ability of OLS and the factor model estimators to estimate

the minimum wage-employment elasticity under different assumptions about the unobserved

heterogeneity in the data. Specifically, the performance of OLS, CCEMG, CCEP, and IFE

are compared with and without the presence of common factors in the data-generating

process. The goals of these simulations are (1) to confirm the precision of the factor model

estimators when no common factors exist in the data and (2) to confirm the direction of

the bias in the OLS estimate of the minimum wage-employment elasticity caused by the

common factors. The simulation uses the same data from the results section in the DGP, but

imposes different assumptions on the unobserved heterogeneity to simulate new employment

observations.

The first simulation analyzes the performance of the OLS, CCEP, CCEMG, and IFE

estimators with only state/county and period fixed effects representing the unobserved het-

erogeneity in the DGP. This DGP uses the OLS results as the true value of the coefficients,

with independent and identically distributed (IID) normal errors. For the restaurant employ-

ment DGP, these coefficients come from the OLS estimates in Table 3 and the error variance
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is computed using the residuals from this specification. For the teenage employment DGP,

the true value of the coefficients and the error variance come from the OLS estimates in

Table 4. The simulation is performed for 1,000 repetitions for each dataset15.

The results of this simulation are shown in Table 12. Columns (1) and (4) report the

median of each of the estimators for restaurant and teenage employment, respectively, and

columns (2)-(3) and (5)-(6) report the 95% confidence range of the estimates. The true value

of the coefficient for the minimum wage-employment elasticity in the DGP is shown in the

first row of the table. All four estimators perform well without the presence of factors in the

DGP, with median estimates near the true value. The factor model estimators also perform

well in terms of the 95% range of the estimates, with only slightly wider ranges than OLS.

There are two important results from this simulation: First, the factor model estimators

perform well without the presence of factors in the DGP, even with the small cross-section

dimension of the teenage dataset. Second, the pattern of results in this simulation does

not match the pattern of results in section 4.1. These results show that the factor model

estimators would produce minimum wage-employment elasticities similar to OLS if there

were no common factors in the data.

The second simulation analyzes the performance of the OLS, CCEP, CCEMG, and IFE

estimators with state/county and period fixed effects and common factors representing the

unobserved heterogeneity in the DGP. This DGP uses the coefficients, common factors, and

factor loadings from the IFE estimation, with independent and identically distributed (IID)

normal errors. For the restaurant employment DGP, the true value of the coefficients comes

from Table 3 and the error variance is computed using the residuals from this specification.

For the teenage employment DGP, the true value of the coefficients and the error variance

come from the IFE estimates in Table 4. The simulation is performed for 1,000 repetitions

15The DGP is yit = β̂ln(MWit) + XitΓ̂ + α̂i + δ̂t + vit, where the independent variables are the same
variables from the main results section, the parameters are from the OLS results reported in Tables 3 and
4, and vit is an idiosyncratic error term whose variance is determined by the variance of the OLS residuals.
State/county and period fixed effects are included in the OLS, CCEP, CCEMG, and IFE estimation for this
simulation.
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for each dataset16.

The results of this simulation are shown in Table 13. For restaurant employment, the

CCEP, CCEMG, and IFE estimators all perform well. The OLS estimator, however, shows

consistent and severe negative bias across repetitions. In fact, the true value of the coef-

ficient for the minimum wage-employment elasticity is not even in the 95% range of the

OLS estimates. For teenage employment, the OLS estimator once again shows significant

negative bias, with the 95% confidence range not containing the true value of the mini-

mum wage-employment elasticity coefficient. The CCEP and CCEMG estimators also show

some negative bias for the teenage dataset, although not as much as OLS. This is consis-

tent with the discussion in Section 3.2 that the factor model estimators may not be able

to remove all of the bias caused by common factors in the teenage employment data due

to the relatively small cross-section dimension of the data. This simulation produces three

important results: First, OLS shows significant negative bias when the common factors for

restaurant and teenage employment are included in the DGP. Second, the pattern of results

from this simulation matches the pattern of results seen in Table 3 and Table 4: the OLS

estimates of the minimum wage-employment elasticity are much larger in magnitude than

the factor model estimates both in Table 3 and Table 4 and in simulations with common

factors included in the DGP. Third, the factor model estimators perform better than OLS

when common factors are present even with the small cross-section dimension of the teenage

employment data.

In summary, the simulations show that the CCEP, CCEMG, and IFE estimators would

produce minimum wage-employment elasticities similar to OLS if state/county and period

fixed effects fully represented the unobserved heterogeneity in the underlying data generating

process. When common factors are included in the DGP, the OLS estimate of the minimum

16The DGP is yit = β̂ln(MWit)+XitΓ̂+ α̂i + δ̂t + λ̂′if̂t +vit, where the independent variables are the same
variables from the main results section, the parameters are from the IFE estimation reported in Tables 3 and
4, and vit is an idiosyncratic error term whose variance is determined by the variance of the IFE residuals.
State/county and period fixed effects are included in the OLS, CCEP, CCEMG, and IFE estimation for this
simulation.
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wage-employment elasticity is negatively biased, while the factor model estimators perform

much better. These results suggest that the presence of common factors in the true underly-

ing DGP can cause the different estimates of the minimum wage-employment elasticity seen

across approaches in Table 3 and Table 4.

6 Discussion and Conclusion

The minimum wage-employment literature is clearly in disagreement about the effect of

raising the minimum wage on employment. The two sides of the debate find different results,

despite analyzing the same datasets. The conflicting results arise from issues related to how

to properly address regional heterogeneity in employment trends and selection of states that

experience minimum wage hikes. Specifically, the two sides are divided on whether census

division-by-period fixed effects and contiguous county analysis are appropriate, on robustness

to the presence and order of state-specific trends, and on how to best implement a synthetic

control approach.

The factor model approach is perfectly suited to resolve these issues. The factor model

estimators used in this paper have been shown to perform well without the presence of com-

mon factors in the data, but they can also capture census division-by-period fixed effects

and state-specific time trends as a special case of the factor model structure. Indeed, there

is evidence that the factor model estimators capture both time trends and regional hetero-

geneity when only two-way fixed effects are included. The difference is that the factor model

approach lets the data determine the nature of the unobserved heterogeneity, rather than

imposing any specific form a priori. This flexibility is evident from the fact that several

of the common factors appear to be something other than time trends and from the fact

that, while there is regional heterogeneity in the effect of the common factors, same-census

division states and contiguous counties are not always similar in their effect of the common

factors. The factor model approach also has several advantages over the use of synthetic
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controls, such as a more straightforward implementation and the ability to use all of the

data. Thus, the factor model approach is robust to critiques from either side of the debate

because it can capture the regional heterogeneity and time trends that DLR and ADR want

to control for without assuming that local areas are better controls or changing the identify-

ing variation to within census division or across state borders, which NSW argue produces

positive bias towards zero. The factor model approach does find positive and statistically

significant effects on the earnings of both restaurant workers and teenagers.

The presence of common factors in the data is supported by cross-section dependence

tests which reject the null hypothesis that there is only weak cross-section dependence in

the data. The factor model estimators find little to no effect of minimum wage increases

on employment. For restaurant employment, the factor model estimates of the minimum

wage-employment elasticity are in the range of -0.013 to -0.042. For teenage employment,

the factor model estimates produce an elasticity in the range of -0.036 to -0.065. None of

the factor model estimates are statistically different from zero. These results are generally

robust to the presence and order of state-specific time trends, sub-sample analysis, and the

number of common factors specified for the IFE estimator. The simulation confirms that the

presence of common factors in the underlying DGP can cause the different estimates seen

across approaches.

While much attention has been given to the effect of minimum wages on employment

levels, less attention has been given to other potential adjustment mechanisms. The lack of

evidence supporting negative employment effects suggests that the effect of minimum wages

is occurring through other channels, such as employment flows, worker effort, non-wage

benefits, hours, or prices. Evidence on these channels is sparse and mixed, and should be

the focus of future research.
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Figure 1: Pre-Existing Trends - Restaurant Employment

This figure plots lead effects of minimum wage hikes. The results are based on equation (1)
with 1-, 2-, and 3-year leads in the minimum wage variable included. The elasticity reported
at each point in time is the cumulative elasticity, which is the sum of the contemporaneous
elasticity for each year until that point in time.
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Figure 2: Pre-Existing Trends - Teenage Employment

See Figure 1 for details.
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Figure 3: First Common Factor for Restaurant Employment

This figure plots the first common factor for restaurant employment, estimated from the IFE
approach.
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Figure 4: Effect of Common Factors - Restaurant Employment, 1990q1

This figure plots λ′ift for the specified period, estimated from the IFE approach, which rep-
resents the combined effect of the estimated unobserved common factors on log employment
in the given county or state.

39



Figure 5: Effect of Common Factors - Restaurant Employment, 2000q1

See Figure 4 for details.
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Figure 6: Effect of Common Factors - Restaurant Employment, 2010q1

See Figure 4 for details.
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Figure 7: Effect of Common Factors - Teenage Employment, 1990q1

See Figure 4 for details.
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Figure 8: Effect of Common Factors - Teenage Employment, 2000q1

See Figure 4 for details.
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Figure 9: Effect of Common Factors - Teenage Employment, 2010q1

See Figure 4 for details.
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Table 1: Review of Recent Literature

Study Population Approach Elasticity Effect

Sabia (2009) Retail Traditional -0.106*** Negative
Neumark and Wascher (2007) Teenagers Traditional -0.136* Negative
DLR (2010) Restaurants Census division-by-period fixed effects -0.023 None

CDxP FE & state-specific linear trends 0.054 None
Contiguous county pairs 0.016 None

ADR (2011) Teenagers Census division-by-period fixed effects -0.036 None
State-specific linear trends -0.034 None
CDxP FE & state-specific linear trends 0.047 None

NSW (2014a) Restaurants Synthetic Controls -0.063*** Negative
Teenagers State-specific 5th-order polynomial trend -0.185** Negative

Synthetic Controls -0.145** Negative
ADRZ (2013) Teenagers Synthetic Controls -0.028 None

The elasticity result is taken directly from the results reported in each study. For Neumark and Wascher
(2007), this elasticity is constructed using the employment-population ratio in Table 1 and the employment
coefficient in Table 2, specification 1. Sabia (2009) is not able to analyze sub-sectors of retail employment such
as restaurant employment, but restaurant employment is included in the retail sector. The “traditional” approach
refers to using two-way fixed effects, with no additional controls for regional heterogeneity or selection of states
experiencing minimum wage hikes. DLR=Dube et al. (2010), ADR=Allegretto et al. (2011), NSW=Neumark
et al. (2014a), ADRZ=Allegretto et al. (2013). The “synthetic control” approach in NSW pools all synthetic
and real data together, and then estimates the two-way fixed effects approach with a fixed effect for each set of
synthetic and real observations. Significance levels are as follows: *10 percent, **5 percent, ***1 percent.
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Table 2: Summary Statistics

Mean Standard Deviation
(1) (2)

Restaurant employment (CD test statistic: 60.06***)
Restaurant Employment 4,766 11,144
Total Private Sector Employment 70,959 181,564
Population 180,971 422,618
Minimum Wage $5.49 $1.22
Periods 84
Number of Counties 1,371

Teenage employment (CD test statistic: -5.64***)
Fraction of Teenagers Employed 0.41 0.12
Unemployment Rate 5.68 2.14
Relative Size of Teenage Population 0.09 0.01
Minimum Wage $5.58 $1.26
Periods 96
N 51

Data on restaurant employment and total private sector employment come from the Quar-
terly Census of Employment and Wages. County population data comes from the Census
Bureau. Teenage employment data and controls come from the CPS Outgoing Rotation
Groups and are aggregated to the state-quarter level. The minimum wage is always the
higher of the federal and state minimum wage, reported in nominal dollars. Tests for strong
cross-section dependence are based on the test in Pesaran (2015).
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Table 3: Minimum Wage-Employment Elasticity - Restaurant Employment

OLS CCEMG CCEP IFE
(1) (2) (3) (4)

Dependent variable: ln(employment)

ln(MW) -0.138* -0.013 -0.013 -0.042
[-0.297,0.019] [-0.042,0.026] [-0.046,0.028] [-0.085,0.015]

ln(Total private sector emp.) 0.512*** 0.704*** 0.585*** 0.519***
[0.430,0.595] [0.667,0.742] [0.515,0.653] [0.424,0.601]

ln(Population) 0.587*** 0.373*** 0.412*** 0.296***
[0.432,0.742] [0.184,0.566] [0.285,0.547] [0.138,0.436]

Period fixed effects Yes Yes Yes Yes
County fixed effects Yes Yes Yes Yes
CD test statistic 26.98*** 4.43*** 17.19*** -0.30
TxN 115,164 115,164 115,164 115,164

IFE results are based on 4 common factors. OLS standard errors are clustered at the state
level. Standard errors for CCEMG, CCEP, and IFE are calculated following the description
in the appendix. The confidence intervals and significance reported for CCEMG, CCEP, and
IFE are based on bootstrapped t-statistics following the wild cluster bootstrap-t procedure
in Cameron et al. (2008), clustered at the state level. Significance levels are as follows: *10
percent, **5 percent, ***1 percent. Residual diagnostics for strong cross-section dependence
are based on the test in Pesaran (2015).

47



Table 4: Minimum Wage-Employment Elasticity - Teenage Employment

OLS CCEMG CCEP IFE
(1) (2) (3) (4)

Dependent variable: ln(employment/population)

ln(MW) -0.178** -0.040 -0.065 -0.036
[-0.323,-0.033] [-0.214,0.135] [-0.191,0.061] [-0.157,0.097]

Unemployment rate -3.608*** -2.660*** -2.805*** -1.787***
[-4.243,-2.973] [-3.162,-2.158] [-3.415,-2.195] [-2.457,-1.347]

Teen population share -0.154 0.482 0.274 0.249
[-0.709,0.401] [-0.104,1.068] [-0.223,0.771] [-0.233,0.773]

Period fixed effects Yes Yes Yes Yes
State fixed effects Yes Yes Yes Yes
CD test statistic -5.96*** -6.01*** -6.03*** -6.69***
TxN 4,896 4,896 4,896 4,896

IFE results are based on 8 common factors. See Table 3 for additional details.
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Table 5: Summary Statistics for Common Factors

Factor #p
1 2 3 4 5 6 7 8 9 10

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Restaurant employment

AR1(f̂pt) 0.990 0.975 0.527 0.447 0.988 0.969 0.954 0.884 0.882 0.867
R2

p 0.538 0.707 0.785 0.857 0.899 0.928 0.951 0.971 0.987 0.999
Teenage employment

AR1(f̂pt) 0.496 0.295 -0.014 -0.009 0.021 0.031 -0.015 0.008 0.122 0.028
R2

p 0.195 0.374 0.470 0.561 0.648 0.730 0.806 0.879 0.944 0.975

The first 10 common factors of restaurant and teenage employment come from the IFE
estimates of the factor structure with 10 pre-specified common factors. R2

p is the relative
importance of each factor, calculated as the fraction of the total variance of the residuals
explained by factors 1 to p. This is given as the sum of the first p largest eigenvalues
of the sample second moment matrix of the OLS residuals divided by the sum of all
eigenvalues. AR1(f̂pt) is the first order autocorrelation coefficient for the given factor.
AR(1) coefficients for the detrended version of the first two restaurant factors are 0.69
and 0.79, respectively.
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Table 6: IFE Estimates for Different Numbers of Common Factors

Number of common factors
2 3 4 5 6 7 8

(1) (2) (3) (4) (5) (6) (7)

Restaurant employment
ln(MW) -0.016 -0.035 -0.042 -0.023 -0.035 -0.008 -0.007

[-0.056,0.029] [-0.072,0.019] [-0.085,0.015] [-0.068,0.028] [-0.075,0.016] [-0.044,0.030] [-0.052,0.023]
CD test statistic 29.02*** 29.39*** -0.30 -0.22 0.40 0.61 0.74

Teenage employment
ln(MW) -0.104 -0.093 -0.069 -0.064 -0.061 -0.018 -0.036

[-0.233,0.038] [-0.224,0.045] [-0.196,0.076] [-0.179,0.072] [-0.175,0.079] [-0.134,0.125] [-0.157,0.097]
CD test statistic -6.45*** -6.45*** -6.48*** -6.52*** -6.64*** -6.66*** -6.69***

This table reports IFE results for different numbers of pre-specified common factors. See Table 3 for additional details about
standard errors, inference, and CD test statistics.
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Table 7: State-Specific Trend Robustness Checks - Restaurant Employment

Polynomial order for state-specific trend
None 1st 2nd 3rd 4th 5th
(1) (2) (3) (4) (5) (6)

OLS -0.138* -0.041** -0.024 -0.052*** -0.040** -0.031*
[-0.297,0.019] [-0.075,-0.008] [-0.058,0.009] [-0.085,-0.020] [-0.071,-0.009] [-0.067,0.003]

CCEMG -0.013 -0.003 -0.012 -0.013 0.001 -0.007
[-0.042,0.026] [-0.039,0.022] [-0.044,0.019] [-0.045,0.018] [-0.032,0.029] [-0.035,0.022]

CCEP -0.013 -0.003 -0.018 -0.041*** -0.013 -0.007
[-0.046,0.028] [-0.036,0.025] [-0.049,0.014] [-0.073,-0.021] [-0.038,0.022] [-0.034,0.024]

IFE -0.042 -0.048 -0.041 -0.044 -0.033 -0.025
[-0.085,0.015] [-0.087,0.014] [-0.084,0.015] [-0.085,0.013] [-0.080,0.019] [-0.078,0.023]

This table reports results with controls for state-specific time trends. Column (1) is the traditional two-
way fixed effects result without state-specific time trends shown in Tables 3 and 4. Columns (2)-(6) add
flexible state-specific time trends, beginning with linear state-specific time trends and extending to 5th-
order polynomial state-specific time trends. IFE results are based on 4 common factors. See Table 3 for
additional details about standard errors and inference.
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Table 8: State-Specific Trend Robustness Checks - Teenage Employment

Polynomial order for state-specific trend
None 1st 2nd 3rd 4th 5th
(1) (2) (3) (4) (5) (6)

OLS -0.178** -0.074 -0.045 -0.142** -0.108 -0.125*
[-0.323,-0.033] [-0.194,0.045] [-0.167,0.077] [-0.303,-0.019] [-0.275,0.059] [0.270,-0.020]

CCEMG -0.040 -0.025 0.029 -0.129 -0.088 -0.106
[-0.214,0.135] [-0.198,0.147] [-0.119,0.193] [-0.321,0.075] [-0.293,0.129] [0.310,0.089]

CCEP -0.065 -0.043 0.009 -0.090 -0.018 -0.065
[-0.191,0.061] [-0.173,0.088] [-0.106,0.125] [-0.260,0.080] [-0.192,0.155] [-0.221,0.091]

IFE -0.036 0.041 0.028 -0.079 -0.064 -0.094
[-0.157,0.097] [-0.053,0.137] [-0.074,0.128] [-0.220,0.054] [-0.174,0.062] [-0.208,0.098]

IFE results are based on 8 common factors. See Table 7 for additional details.
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Table 9: Sub-Sample Robustness Checks - Restaurant Employment

1990q1-2000q2 1995q2-2005q3 2000q3-2010q4
(1) (2) (3)

OLS -0.018 -0.137** -0.021
[-0.177,0.141] [-0.264,-0.010] [-0.095,0.019]

CCEMG 0.120 0.088 -0.014
[-0.335,0.095] [-0.219,0.042] [0.013,-0.049]

CCEP -0.060** -0.003 -0.020
[-0.004,-0.118] [0.039,-0.043] [0.015,-0.059]

IFE -0.052 -0.015 0.002
[0.015,-0.013] [0.056,-0.055] [0.063,-0.053]

This table reports results based on three sub-samples of the data. The dimensions of the
data in the sub-samples are N = 1371 and T = 42. IFE results are based on 4 common
factors. See Table 3 for additional details about standard errors and inference.
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Table 10: Sub-Sample Robustness Checks - Teenage Employment

1990q1-2001q4 1996q1-2007q4 2002q1-2013q4
(1) (2) (3)

OLS -0.205** -0.102 -0.069
[-0.409,-0.001] [-0.249,0.045] [-0.261,0.131]

CCEMG -0.020 -0.113 -0.045
[-0.519,0.485] [-0.364,0.145] [-0.349,0.258]

CCEP -0.156 -0.107 -0.066
[-0.376,0.073] [-0.310,0.112] [-0.282,0.159]

IFE -0.142 -0.102 -0.069
[-0.416,0.186] [-0.303,0.109] [-0.268,0.143]

This table reports results based on three sub-samples of the data. The dimensions of the
data in the sub-samples are N = 51 and T = 48. IFE results are based on 8 common factors.
See Table 3 for additional details about standard errors and inference.

54



Table 11: Minimum Wage Effects on Earnings and a Falsification Test

OLS CCEMG CCEP IFE
(1) (2) (3) (4)

Restaurants
Earnings 0.209*** 0.231*** 0.222*** 0.145***

[0.160,0.257] [0.175,0.264] [0.199,0.251] [0.091,0.210]
Teenagers

Earnings 0.104*** 0.097** 0.110*** 0.158***
[0.041,0.167] [0.010,0.188] [0.034,0.184] [0.083,0.232]

Manufacturing
Employment -0.013 0.015 0.026 0.007

[-0.176,0.149] [-0.028,0.051] [-0.021,0.063] [-0.038,0.041]
Earnings -0.096 0.086 0.085** -0.045

[-0.314,0.121] [-0.078,0.235] [0.013,0.161] [-0.139,0.063]

Period fixed effects Yes Yes Yes Yes
State fixed effects Yes Yes Yes Yes

Results for restaurant and teenage earnings are based on the specification in equa-
tion (1) and estimated in Table 3 and 4, except with worker earnings as the de-
pendent variable. Results for the manufacturing industry are also based on this
specification, except with manufacturing employment/earnings as the dependent
variable. IFE results are based on 8 factors for teenagers and 4 factors for restau-
rant and manufacturing. See Table 3 for additional details about standard errors
and inference.
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Table 12: Minimum Wage-Employment Elasticity Simulation Results - No Factors in DGP

Restaurant Employment Teenage Employment
Median 2.5% 97.5% Median 2.5% 97.5%

(1) (2) (3) (4) (5) (6)

True value -0.138 -0.178
OLS -0.139 -0.152 -0.128 -0.177 -0.223 -0.134
CCEMG -0.139 -0.167 -0.111 -0.179 -0.248 -0.107
CCEP -0.138 -0.159 -0.120 -0.177 -0.234 -0.124
IFE -0.138 -0.153 -0.124 -0.177 -0.225 -0.131

This table reports simulation results for the case without common factors in the data gen-
erating process. The DGP is yit = β̂ln(MWit) +XitΓ̂ + α̂i + δ̂t + vit, where the independent
variables are the same variables used in the results section, the parameters are from the OLS
results for the traditional state and period fixed effects specification reported in Table 3 and
Table 4, and vit is an idiosyncratic error term whose variance is determined by the variance
of the OLS residuals. The number of repetitions is 1,000.
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Table 13: Minimum Wage-Employment Elasticity Simulation Results - Factors in DGP

Restaurant Employment Teenage Employment
Median 2.5% 97.5% Median 2.5% 97.5%

(1) (2) (3) (4) (5) (6)

True value -0.042 -0.036
OLS -0.175 -0.203 -0.135 -0.175 -0.222 -0.129
CCEMG -0.045 -0.092 0.007 -0.134 -0.198 -0.058
CCEP -0.041 -0.087 -0.002 -0.101 -0.158 -0.047
IFE -0.043 -0.072 -0.011 -0.038 -0.088 0.026

This table reports simulation results for the case with common factors in the data generating
process. The DGP is yit = β̂ln(MWit) +XitΓ̂ + α̂i + δ̂t + λ̂′if̂t + vit, where the independent
variables are the same variables used in the results section, the parameters are from the IFE
results for the traditional state and period fixed effects specification reported in Table 3 and
Table 4, and vit is an idiosyncratic error term whose variance is determined by the variance
of the IFE residuals. The number of repetitions is 1,000.
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A Appendix

A.1 Common Correlated Effects

The individual slope coefficients for the CCE estimator are given by

b̂i = (X ′iM̄ωXi)
−1X ′iM̄ωyi,

where Xi and yi are the independent and dependent variables, M̄ω is given by

M̄ω = IT − H̄ω(H̄ ′ωH̄ω)−1H̄ ′ω,

and H̄ω = (D, Z̄ω), with D being a (T x 1) vector of ones, which produces an individual fixed

effect, and Z̄ω being the (T x (k+1)) matrix of cross-sectional averages of the dependent and

independent variables.

Pesaran (2006) then suggests two versions of the CCE estimator. The Commom Corre-

lated Effects - Mean Group (CCEMG) is the average of the individual CCE coefficients,

b̂CCEMG = N−1
N∑
i=1

b̂i,

while the Common Correlated Effects - Pooled (CCEP) is given by

b̂CCEP =

(
N∑
i=1

θiX
′
iM̄ωXi

)−1 N∑
i=1

θiX
′
iM̄ωyi.

The CCEP assumes that βi = β for all i, although it does allow the slope coefficients of the

common effects to differ across i.

The variance of the CCEMG estimator is given by

Σ̂CCEMG = (N − 1)−1
N∑
i=1

(b̂i − b̂CCEMG)(b̂i − b̂CCEMG)′.

The variance of the CCEP estimator is given by
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Σ̂CCEP = N−1Ψ̂−1R̂Ψ̂−1,

where Ψ̂ and R̂ are given by

Ψ̂ =
N∑
i=1

N−1

(
X ′iM̄ωXi

T

)
and

R̂ = (N − 1)−1
N∑
i=1

1/N√
N−2

(
X ′iM̄ωXi

T

)
(b̂i − b̂CCEMG)(b̂i − b̂CCEMG)′

(
X ′iM̄ωXi

T

)
.

A.2 Interactive Fixed Effects

Bai (2009) notes that, given F and Λ, the regression coefficients could be estimated in the

usual way after subtracting the factor structure out of the data,

β̂(F ) =

(
N∑
i=1

X ′iXi

)−1 N∑
i=1

X ′i(Yi − Fλi),

and, given β, principal component analysis could be used to compute F and Λ from the pure

factor model,

Wi = Yi −Xiβ.

In practice, both the regression coefficients and the factor structure are unknown. Therefore,

Bai (2009) proposes an iterative procedure:

Step 1: Ignore the factor structure and estimate the regression coefficients. Given

these regression coefficients, estimate the factors and factor loadings. Given these

factors and factor loadings, re-estimate the regression coefficients. Iterate until
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the percent change in the sum of squared residuals in the regression coefficient

estimation is less than a specified threshold17.

Step 2: Ignore the regression coefficients and estimate the factors and factor load-

ings. Given these factors and factor loadings, estimate the regression coefficients.

Given these regression coefficients, re-estimate the factors and factor loadings.

Iterate until the percent change in the sum of squared residuals in the factor and

factor loading estimation is less than a specified threshold.

Step 3: Keep the estimates from the previous step that had the lowest final sum

of squared residuals.

The data is demeaned in both directions before estimation to account for unit and period

fixed effects. Bias correction is performed using equations (23) and (24) in Bai (2009).

The variance of the IFE estimator is given by

Σ̂IFE =
1

NT
D−10 DZD

−1
0 ,

where D0 = (NT )−1
∑N

i=1 Z
′
iZi, DZ = N−1

∑N
i=1 σ̂

2
i (T−1

∑T
t=1 z

′
itzit), with σ̂2

i = T−1
∑T

t=1 ε̂
2
it,

Zi = MF̂Xi −N−1
∑N

k=1[γ̂
′
i(L̂
′L̂/N)−1γ̂k]MF̂Xk, and L̂ = (γ̂1, ..., γ̂N)′.

17The CCEMG estimates were also used as an alternative way to initiate step 1. In this case, the initial
estimate of the regression coefficients is based on the CCEMG results. Given these estimates, the factor
structure is estimated using principal components. The regression coefficients are then re-estimated, given
these factors and factor loadings, using the IFE estimate of the regression coefficients described above.
Iteration then continues as described in step 1. This approach convergences much faster than when the
initial estimate of the regression coefficients is based on traditional OLS and finishes with approximately the
same final sum of squared residuals. The results are nearly identical.
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