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Abstract 

The method of two-pion interferometry was used to obtain source-size and life­

time parameters for the pions produced in heavy ion collisions. Two acceptances 

( centered at approximately 00 and approximately 900
, in the center of mass) were 

used for each of three systems, 1.70 GeV /nucleon 56Fe + Fe, 1.82 GeV /nucleon 

40 Ar + KCl and 1.54 GeV /nucleon 93Nb + Nb, allowing a search for depen­

dences on nuclear mass and viewing angle. The correlation functions were cal­

culated by comparing data samples to event-mixed reference samples. The effect 

of the particle correlations on the reference samples was corrected by weighting 

the events appropriately to remove the residual correlation effect. 

The source parameters, in the nucleus-nucleus center-of-mass frame show an 

oblate source (Le., R.l. > RJI) for the lighter systems and an approximately spher­

ical source for the heaviest system. The dependence on nuclear mass shows that 

R.l. is essentially constant (under both viewing angles), whereas RII for the 900 

(cm) data increases with the nuclear mass. No evidence was found for a depen­

dence of the source size on the pion momentum. 

PACS number 25.70.NP 

Typeset Using REV lEx 
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1. INTRODUCTION 

There are several motivations for measuring the pion source size in relativistic 

heavy ion collisions. The most obvious is that the measured source size can be 

compared to that predicted by one of the many nuclear collision simulation codes.1 

In principle, nuclear transport codes are capable of predicting source sizes, since 

all contain the geometry of the nuclear collision (see, for example, Padula et aU), 

Another motivation is that, should nuclear collisions at higher energies produce 

long-lived forms of nuclear matter,3,4 the source size and/or lifetime may not be 

a smooth function of the collision energy, and this can be revealed by measuring 

the source size as a function of the collision energy. 

The measurement reported here was made using intensity interferometry, 

which is based on the interference of identical particles due to the Bose­

Einstein symmetrization of the wave function. The interference induces a cor­

relation of the emitted bosons as a function of their momentum difference 

known as the Goldhaber-Goldhaber-Lee-Pais (GGLP) effect,S and also as the 

Hanbury-Brown-Twiss (HBT) effect.6 Negative pion interferometry was studied 

in the systems 1.82 GeV/nucleon 4°Ar + KCI, 1.70 GeV/nucleon s6Fe + Fe and 

1.54 GeV /nucleon 93Nb + Nb, allowing a search for effects depending on the size 

of the nuclear system. The measurements were made for two different accep­

tances, centered at approximately 00, and 450 in the laboratory (approximately 

900 in the center of mass), permitting a search for effects depending on the viewing 

angle. The large data samples obtained in this experiment allowed source shape 

determinations, dropping the. frequently made assumption that the pion source 

has a spherical shape. In the data samples for Fe + Fe, Nb + Nb, and for 00 

Ar + KCI, the dependence on the pion momentum was studied. In addition, for 
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the Nb data, the dependence on the average momentum of the pions was stud­

ied to search for the theoretically predicted effects due to expansion of the pion 

source.3 ,7,8 Some of the Fe results have been published in an earlier Letter9 and 

are described here in more detail. 

II. THEORY 

A. Bose-Einstein Correlations 

Suppose that the pions in a nuclear collision are emitted with momenta and 

energies (p, E) at positions and times (r, t) with a probability distribution for 

emission given by p(r, t). Then, assuming that the pions may be described by 

plane waves and that the pion sources act incoherently, the two-particle correlation 

function, the probability distribution for emission of two pions relative to the 

emission of the same particles without Bose-Einstein symmetrization, becomeslo 

where 

Q=P2 - PI 

qo= IE2 - Ell 

p( q, qo) = J J ei(q.x - got) p(x, t) d3 x dt 

= the Fourier transform of p( x, t). 

(1) 

(2) 

(3) 

(4) 

Note that Ip( q, qo) 12 is an even function in both q and qo, so that the absolute 

value in Eq. 3 is not necessary, and the order of PI and P2 in Eq. 2 is arbitrary. 

In this work, natural units (n = c = 1) are used. 
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B. The Correlation Function Used in this Analysis 

The source density can be parameterized in several ways (see, for example, 

Zajcll ). In this analysis, the source density p(x, t) is assumed to be a Gaussian 

in the center of mass of the colliding nuclei 

{ ( 
r 1. ) 2 ( rll ) 2 ( t ) 2 } p(x, t) ex: exp - R.L - RII - -:;: , (5) 

where the notations -L (II) mean perpendicular (parallel) to the beam axis. The 

two radius parameters are R.L and Rib while T is the lifetime parameter. With 

this source density, the correlation function becomes 

(6) 

where q.L (qll) is the component of q perpendicular (parallel) to the the beam axis. 

Following Deutschmann et al.12 ,13 a parameter A was introduced to allow for 

possible deviations from ideal, random-phase, non-interacting bosons, giving the 

correlation function that was used in this analysis: 

(7) 

The parameter A in Eq. 7 has been given this interpretation: if A= 1, the source 

is fully incoherent, and if A = 0, the source is fully coherent. An example of a 

second-order coherent 14 source is a laser. The effect of lasing on A depends on 

the event-mixing method, and emphasizes the assumption that the events have 

similar momentum distributions to each other. If the laser always has the same 

orientation, event mixing produces a true reference sample and A = O. If the 

laser changes orientation randomly from one event to the next, the correlated 

momentum-difference spectrum will remain a 8-function. However, the reference 
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sample calculation will mix pions of random orientation and will be uniform. The 

ratio will then be a 8-function, and A will be large (possibly larger than one). 

It has been proposed that under suitable conditions coherent emission of pions 

could take place,15,16 similar to a laser, and measurements of A might be able 

to detect this. In addition to the difficulties given above, lasing is not the only 

mechanism that can influence the value of A. Final-state interactions of the pions 

can reduce the value of A, with the amount of reduction depending also on the 

source size. Calculations of the strong-interaction effect for Ar + KCI give A in 

the range of 0.8-0.9, and the value will be closer to one (the effect will decrease) 

for larger systems.17 Decay of resonances and dynamical correlations can also 

influence the value of A.18 

In the above discussion, dynamical correlations influence the value of A through 

the assumption that p(x, t) has no momentum dependence. More complete deriva­

tions of correlation functions can be found in Gyulassy,18 Hama and Padula,8 and 

Pratt. 3 A momentum-dependent source could arise in isotropic emission in the 

local rest frame of an extended, expanding source. Pratt 7 has shown that such 

a source would give an apparent source size that would decrease as a function 

of the pion energy, because of the correlation between the average pion energy 

and the emission point. As a result, he suggested19 that measuring a pion source 

that increased in size when the average pion momentum was increased (through 

momentum cuts) would be a signature of an expanding source. 

C. The Experimental Correlation Function 

The experimental correlation function is defined to be the ratio of the two­

particle cross section to two single-particle cross sections by 
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(8) 

where'D is a normalization constant, d6
(j / dpr dp~ is the two-pion inclusive cross 

section, and d3 
(j / dp3 is the single-pion inclusive cross section. In nuclear collision 

experiments, the single-pion cross sections (the reference sample) are usually es­

timated from the relative momentum spectrum of like-sign pions from different 

events (known as event mixing). The reasons for using event mixing are outlined 

below: 

• Using unlike-sign pions has the difficulty that the different detection efficien-

cies for pions of different signs are not accurately known and will distort the 

measured correlation function. 

• Generating the reference sample from theoretical models has the difficulty 

that nuclear collisions are not understood well enough to predict what the 

two-particle momentum spectra would be in the absence of Bose-Einstein 

effects. 

• Simply measuring the single-pion momentum spectrum has the difficulty that 

the number of pions produced in the nuclear collision depends on the impact 

parameter. Therefore, a two-pion trigger is biased towards more central 

collisions than a one-pion trigger.20 The only way to properly reproduce the 

bias is to require that the track-finding routines find two tracks in an event 

and then to ignore one of the tracks-which is the basis of the event-mixing 

method. 

Event mixing does not completely remove the effects of the Bose-Einstein cor­

relation. In this analysis the residual correlation effect was removed from the 
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reference sample by weighting the events as in Zajc et al.,20 with the improve­

ment that for each set of correlation function parameters the weighted events 

were used iteratively to approximate the true one-particle momentum spectrum 

needed to calculate the event weights. The converged event weights were then 

used to find the correlation function which was fit to find new parameters. As 

before, the correlation function parameters are then iterated until stable against 

further iteration. The calculation is shown in detail in Appendix A. 

D. The Coulomb Corrections 

The Coulomb interactions of the pions with each other and with the nuclear 

fragments have to be taken into account. The pion-nuclear matter interaction 

was handled by correcting the individual pion momentum before histogramming. 

The nuclear collision was simplified by assuming that there are three regions of 

nuclear matter after the collision-the target fragment (at rest in the laboratory), 

the interaction region (at center of mass rapidity) and the projectile fragment (at 

beam rapidity). The assumed charge distribution in these regions was 20%, 60%, 

and 20%, respectively, as calculated for an average impact parameter.21 Note that 

the averaging included the impact-parameter biasing caused by the spectrometer's 

acceptance for two-pion events. The momentum-correction formula used was 

taken from Gyulassy and Kauffmann. 22 The temperatures of the nuclear matter 

in the fragments were taken from Nagamiya et al.,23 Hayashi et al.,24 and Sullivan 

et al. 25 The pion-pion interaction was handled by weighting the reference sample 

events with the Gamow factor26 to reflect the probability of detecting a pion pair 

produced with a given momentum difference. 
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E. Fitting the Correlation Function 

The correlation function was fit by using the maximum-likelihood method to 

maximize the agreement in the three-dimensional histograms of the equation 

(9) 

where Rijk is the correlated momentum-difference spectrum (the subscript ijk 

means that the quantity is evaluated at the ij k-th histogram bin), B ijk is the 

reference sample momentum-difference spectrum, D is a normalization constant, 

and Cijk is the correlation function defined as in Eq. 7, giving fitting parameters 

D, A, Rl.., Rib and To The Rijk were assumed to be distributed with Poisson 

statistics, and the Bijk were assumed to have negligible statistical fluctuations 

compared to the Rijk . The fit was then made by adjusting the parameters to 

maximize the product over all bins of the probability of measuring Rijk, assuming 

the predicted number of counts to be D· Cijk · Bijk with a Poisson distribution. 2o,27 

Two estimators of the quality of the fit were used in this analysis. The first was 

a restricted X2 and the second was the X~ML' as defined below. 

The X2 was calculated in the usual manner, except that only those bins predicted 

to have more than five counts are used. 28 Although the correlated momentum­

difference spectrum was assumed to be Poisson distributed, for more than five 

counts per bin the Poisson distribution is essentially identical to the Gaussian, 

and the X2 calculation applies. The distribution of the restricted X2 is that of 

a true X2 with the number of degrees of freedom (NDF) in the range of N - L 

to N, where N is the number of bins used, and L is the number of parameters 

in the fit.28 The number of degrees of freedom reported here is always N - L. 

This estimator has the virtue of allowing confidence levels to be estimated using 
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standard methods, and has the failing of not being sensitive to the entire region 

being fit. 

The X;ML was derived from the maximum-likelihood fitting method and was 

calculated from the formula of Zajc et al. 20 The parameters were fit by minimiz-

ing the quantity F = -In cI> (where cI> is the likelihood function). The related 

quantity, X;ML = 2F + (constant), has the additional property that it reduces to 

the usual X2 when the number of counts per bin is large. Explicitly showing the 

constant, the expression is 

where the sums are restricted to bins where Bijk f:. O. Although this estimator is 

unbiased even if the number of counts per bin is small, it has the difficulty that 

its distribution is not known. 29 This estimator has the virtue of being sensitive to 

the entire region being fit and the failing of not allowing confidence levels to be 

calculated. 

F. A Summary of Parameter Fitting 

The iteration scheme for extracting the parameters using event weights in its 

entirety is: (1) Assume values for the parameters typical of nuclear size and use 

these to calculate C(Pl, P2) with Eq. 7. (2) Iterate the event weights until stable 

against iteration (see Appendix A for details). (3) Make a set of new, more 

accurate, parameters for C(Pb P2) by using Eq. 9 and fitting to Eq. 7 with the 

maximum-likelihood method. (4) Use the parameters from the fit in step (3) to 

start again in step (1), iterating (1) to (3) until stable. In Monte Carlo tests, it 

was verified that this scheme gives values for parameters which were within the 

. statistical uncertainties of the input values. Convergence was obtained in about 
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five iterations. 

III. APPARATUS 

The heavy ion beams for this experiment were provided by the Bevalac accel­

erator at Lawrence Berkeley Laboratory to beam line 30-2. The parameters for 

the beams used are given in Table I. 

The Janus spectrometer, shown in plan view in Fig. 1, consisted of two dipole 

magnets, a "C" magnet near the target and the "Janus" window-frame magnet. 

Between the C magnet and the Janus magnet were, two wire chambers, and after 

the Janus magnet were two more wire chambers. The wire chambers each con­

sisted of three sense-wire planes with a 2 mm wire spacing. There were also a 

number of scintillation counters for triggering, time-of-flight determination and 

energy-loss measurement. Figure 1 shows the spectrometer as used in the Nb 

and Ar runs. For the earlier Fe runs, part of the lead shielding wall between the 

second wire chamber and the beam line was absent, and a different second wire 

chamber was used. The spectrometer is described in greater detail by Chacon.27 

The target materials used in this experiment are given in Table II. The target 

holder rested on the lower pole tip of the C magnet. Therefore, the target used in 

the 0° Fe runs was stainless steel,30 since the target could not be magnetic when 

the C magnet is used. Targets 0.5 to 1.0 gm/cm2 thick were used in all cases as a 

compromise between event rate and multiple scattering or secondary interactions. 

A source of primary interactions other than the target was expected to be the 

air near the target. This effect was expected to be largest in the 0° configuration 

since the target traceback information was less useful for determining the location 

of the interaction when the angle between the beam and the pion pairs was small. 
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The target was removed for some of the data-taking runs and the data were 

analyzed for tracks in the same fashion as the real data. The ratios of pion pairs 

. found per beam particle with the target in to that with the target out are given 

in Table II. In the worst case the ratio is approximately 10:1. Note that for Nb 

in the 45° configuration the ratio is much higher than in the 0° configuration, as 

expected. 

The acceptance of the spectrometer for the Fe setup is given on a Pl.. vs. ra­

pidity plot in Fig. 2. The data shown are Monte Carlo data, with one track per 

event, weighted to reflect the particle emission probability (the invariant cross 

section had a slope parameter of 100 MeV).23,24 The figure contains both the 45° 

and the 0° configurations. The contours are linearly spaced with an arbitrary 

normalization and each of the acceptances contains the same number of counts. 

For the other systems, the magnetic fields in the spectrometer were adjusted to 

keep the acceptance in the same position relative to the center-of-mass velocity 

for the 45° configuration and relative to the projectile-fragment velocity for the 

0° configuration. Table III gives the corresponding spectrometer characteristics. 

The trigger for the data-collection hardware was the coincidence between the 

two scintillation counters in front of the Janus magnet, two of the pairs of scin­

tillation counters (referred to as the AB array) after the last wire chamber, the 

prompt signal from any plane of the first wire chamber and the prompt signal 

from any two of the three planes in each of the remaining wire chambers. 

Once the event was triggered, the data were acquired using CAMAC modules, 

read out by a program running on a micro-programmable branch driver (a Bi Ra 

MBD-ll) connected to a PDP-ll/45 (for the Fe data) or a VAX-ll/750 (for the 

Ar/Nb data). The PDP-ll/45 based system could acquire approximately 200 
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events during the one-second beam spill at 100% dead time whereas the VAX-

11/750 based system could acquire approximately 300 events per spill at 50% 

dead time. The data-acquisition software was the Q system.31 

IV. ANALYSIS 

A. Hit and Track Finding 

Each particle passing through a wire chamber usually fired a wire in each of 

the three planes of wires. Because of finite wire resolution and parallax, the three 

wires do not appear to pass through a single point but instead defined a small 

triangle. By taking all possible combinations of one wire from the fired wires 

in each of the planes, and calculating the size of the triangle formed, it can be 

determined if the triplet of wires should be associated with a single particle's 

passage through the wire chamber. So the size of the triangle formed by each 

triplet of wires in the wire chambers was calculated and, if less than a maximum 

size, the triplet of wires was considered a possible hit.27 The triangles were then 

ordered by size, and those triangles that did not share wires with smaller triangles 

were considered to be valid hits. Any wires that were not yet associated with hits 

were checked to see if they cross within the chamber boundaries, and these were 

also considered to be valid hits. The locations of the hits were then passed to the 

track-finding routine. To allow the track finding to proceed at a reasonable pace, 

the motion of the particles in the magnetic fields was handled in the effective edge 

approximation, with vertical focussing. 2o ,27,32 

The accuracy of track finding has two aspects. The first is the efficiency for 

finding single tracks, and the second is the efficiency for finding the two tracks 

correctly. The track finding in single-track and double-track events was studied 
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with Monte Carlo data made using the magnetic field rpap with simulated mul­

tiple scattering and energy loss. The major concern here was that the two-track 

efficiency must depend in a predictable way on the event geometry, so it can be 

simulated in the reference sample. 

There were three possible results of using the track-finding routine on the data 

from a Monte Carlo event: first, the two tracks in the event can be found correctly; 

second, the event can be missed because not enough tracks can be found; third, 

the event can be returned with the tracks confused-that is, with some hits from 

different tracks incorrectly assigned. Monte Carlo studies showed that for hit 

separations of greater than 2 cm, tracks were not confused, and the fraction of 

correctly found events was approximately constant. 27 

B. Two-Track Efficiency Simulation 

The hardware and track-finding software influence the two-track efficiency, 

which had to be simulated in the reference sample using the event geometry. 

The requirements that were imposed on the real data, so that the two-track effi­

ciency was well defined, were also imposed on the reference sample and were also 

used when calculating the event weights. 

First, there was the hardware trigger requirement. Since the triggering require­

ment was that two independent AB counter pairs fire, the two tracks were required 

to trace to different AB counter pairs for the event to be accepted. Second, the 

requirement that triangles not share wires reduced the detection probability for 

two hits that do share wires. Thus, the hits in a pair of tracks were required 

to be such that, if all planes fired, the separation of the wires in all planes was 

greater than or equal to 3.5 wiresY Third, the effective-edge track reconstruction 
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misassigned hits in a pair of tracks about 40% of the time when the hits were 

separated by less than 2 cm, so the two tracks were required to be separated by 

at least 2 cm in all wire chambers. 

C. Track-Parameter Fitting 

The tracks' parameters (e.g., the initial momentum and the position at the tar­

get) were calculated as functions of the wire numbers. These were obtained from 

Monte Carlo simulation of a large number of tracks produced while varying the 

initial position of the particle and its vector momentum. Each desired parameter 

was then fit with a principle component analysis,33 using orthogonal polynomi­

als as a function of the five most significant wire number combinations. In this 

analysis Chebyshev polynomials were used, since these minimize the error when 

interpolating data.34 

Monte Carlo data with multiple scattering and energy loss were used to deter­

mine the momentum resolution of this procedure, and the results are given in 

Table IV. The coordinate system used is: x is perpendicular to the beam (to­

wards Janus), y is opposite to thebeam direction and z is vertical. To determine 

the momentum-difference (q) resolution, two-track Monte Carlo events were used. 

From the data of Table IV, the resolution in the components of the momentum­

difference histogram are computed to be /).qo = 2 MeV, /).q" = 2 MeV Ic, and 

/).q.l. = 7 MeV Ic. Note that p was calculated in the laboratory frame and q 

was calculated in the nucleus-nucleus center-of-mass frame. The spectrometer's 

resolution is estimated to change the value of the correlation function (by broad­

ening the correlation function) in any of the bins of the histogram by less than 

1% (FWHM). 
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The four-momentum differences were histogrammed over a range of 0-

.250 MeV /c (or MeV for qo) with a bin width of 10 MeV /c (or MeV). This gives 

a range of approximately 1 to 20 fm (or fm/c) over whichRl..l Rill and T were 

resolvable. 

D. Particle Identification 

When the spectrometer was set to accept negative particles, all detected parti­

cles were assumed to be negative pions. Particles not originating near the target 

were eliminated by the target-traceback cuts. The electron contamination of 

particles coming from the target was estimated by using the 7r
0 

/ 7r- ratio, as pre­

dicted by isospin conservation, and using the branching ratios of 7r
0 

---7 2, and 

7r
0 

---7 , + e+ e-. The conversion probability for the ,'s .in the target and the 

air up to the first counters was calculated. The assumption was made that the 

electrons have the same momenta as the 7r
0

, which will overestimate the number 

of electrons in the range of momentum accepted. The electron contamination was 

estimated to be less than or equal to 5% of the total data sample. 

V.RESULTS 

A. Presentation of the Data 

The data were histogrammed and fit as a function of qll, ql.., and qo. Attempting 

to display the fit by fixing two of the variables and showing the data as a function 

of the third would produce 25 x 25 such displays and most of the bins in any 

display would be empty, both from the acceptance limits of the spectrometer, 

and the physical constraint that qll + qi 2: q6. For graphical display of the data 

and the fitted correlation function, one variable was retained, and an average was 
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made over the remaining variables. Three displays were made by using each of 

the three variables (qll' ql., and qo) in turn. Note that these averages are weighted 

by the spectrometer's acceptance in momentum-difference space. 

More precisely, the definition of the data points in the k projection (denoted 

C 
~i,j R ijk 

k= , 
D· "' .. B··k WI,) I) 

(11) 

the uncertainty in the data points is estimated as 

(12) 

and the fitted curve is given by 

(13) 

where (as in Eq. 9), D is a normalization constant, Rijk is the correlated mo-

mentum difference spectrum (for the ijk-th histogram bin), Bijk is the reference 

sample momentum difference spectrum, Cijk is the value of the fitted correla­

tion function, and !::l.Bijk is the estimated uncertainty in Bijk (see Appendix A). 

Note that, if R ijk ~ D . Cijk . B ijk , the curves will be close to the data points. 

From Eq. 13 one can see how the averages are weighted by the spectrometer's 

acceptance. 

B. Fits to Monte Carlo Data 

A Monte Carlo test of the fitting routines was made to verify their accuracy 

and to account for any distortions induced by the spectrometer's acceptance. The 

data for the test were generated so that the pion correlation function was given 

by Eq. 7, with ,\ = 1, RII = 3 fm, Rl. = 4 fm, and T = 2 fm/c, these being typical 
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of the values expected for the fits to the real data. The Monte Carlo pions were 

then processed by simulating the spectrometer as used in the 0° Nb setup. The 

data output from the simulation were passed to the usual data-analysis stream 

with the usual geometrical cuts. The only difference was that the pulse-height 

and time-of-flight cuts in the scintillation counters were not used since particle 

contamination was not simulated. This procedure gives a close approximation to 

the spectrometer's momentum acceptance limits and two-track efficiency effects. 

Table V gives the parameters extracted from the fit to the Monte Carlo data. 

The confidence level for this fit (based on the X2/NDF) is 55%. In Figure 3 the 

projections for this fit and the corresponding confidence contours are shown. In 

the projections some effects of the spectrometer's acceptance can be seen: First, 

the intercept as q -+ 0 is not C2 = 1 +,\ as one might expect from Eq. 7. Second, 

the shapes of the data and the fitted curves do not follow Eq. 7, most obviously for 

qll' However, the projections for both the data and the fitted correlation function 

have the same shape, indicating that these are acceptance weighting effects. 

The kinematic relation Q. (PI + P2 ) = 0 (where PI and P2 are the four momenta 

of the two pions and Q = P2 - Pd implies that q'!31r1r = qo (where q = P2 - PI, 

qo = E2 - EI and i31r1r = (PI + P2)/(EI + E2) is the velocity of the center of mass 

of the pions); Thus there is a coupling between the radius parameter parallel to 

the average of i37r7r and the lifetime parameter.3 In this spectrometer, the average 

direction of i31r1r is determined largely by the direction of the acceptance and is 

approximately parallel to the beam direction in the 0° acceptance and perpen­

dicular to the beam direction (in 'the center of mass) in the 45° acceptance. In 

the confidence contour plots a coupling between two variables causes the prin­

cipal axes of the confidence contour ellipse to not be parallel to the coordinate 
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axes. Instead, the axes are parallel to whatever combinations of the variables are 

independent. In the confidence contour plots for the Monte Carlo data one can 

see a somewhat greater coupling between RII and T, than between RJ.. and T. The 

Monte Carlo was a simulation of the 0° spectrometer where this was expected. 

A spectrometer with a large angular acceptance will collect a significant fraction 

of the data at values of q too large to be useful for the determination of the 

shape of the correlation function. This is particularly true where the full event 

is reconstructed. In the projections one can see that the statistical uncertainties 

of the data points are approximately equal (for qo or q less than approximately 

150 MeV or MeV Ic), showing that the acceptance of the Janus spectrometer is 

sufficiently biased towards low q to offset the phase-space effect, giving a good 

determination of the correlation function for the data samples used. 

C. Study of the Momentum Dependence of the Parameters 

The dependence of the parameters on the pion momentum was studied by im­

posing cuts on its magnitude. For the 45° data, these cuts were made on the 

momentum measured in the nucleus-nucleus center of mass (denoted Pem). To 

remove improperly reconstructed tracks, both pions were required to have a mo­

mentum in the center of mass greater than the lower limit of the acceptance of the 

spectrometer. The value of this cut was 90 MeV Ic for the Ar data, 100 MeV Ic 
for the Fe data and 110 MeV Ic for the Nb data. In Fig. 2, the cut for the Fe 

data is indicated by the curve marked "A" superimposed on the 45° data. In the 

second set of fits for the 45° data, the cut was increased to IPeml > 150 MeV Ic. 
In Fig. 2, this cut is indicated by the curve marked "B" superimposed on the 45° 

data. 
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For the 0° data, the reference frame was changed from the nucleus-nucleus 

center of mass to a reference frame moving with the projectile's velocity, since 

the projectile fragment was the nuclear matter with the smallest velocity relative 

to the pions and, therefore, the largest Coulomb correction. The 0° data samples 

have !Pproj! > 50 MeV Ic, where Pproj denotes the momentum in the projectile 

frame. This requirement removed the pions with the largest Coulomb correction. 

In Fig. 2 this cut is indicated by the curve marked "A" that is superimposed on 

the 0° data. For the second set of fits for the 0° data the value of the cut was 

changed to !Pproj! > 100 MeV Ic, which removes about one half of the pion pairs. 

In Fig. 2 this cut is indicated by the curve "B" superimposed on the 0° data. 

Note that although these cuts were made in the projectile frame, the correlation 

functions for all data sets were calculated in the nucleus-nucleus center-of-mass 

frame. 

These cuts define, for each of the configurations, a full data set and a smaller 

subset. The full data set in the 45° configuration will be called "uncut" since no 

properly reconstructed tracks were removed. In the 0° configuration the largest 

data set will be called the "least-cut" data set since the smallest number of tracks 

(for this configuration) were removed. The data sets which have had the momen­

tum cuts raised to explore the momentum dependance of the source parameters 

will be called the "most-cut" data sets. 

To better test the possibility of the pion-source size depending on the momen­

tum of the pions, cuts were made on the average of the momentum of the two 

pions detected, (p) = (PI + P2)/2, where PI and P2 are measured in the nucleus­

nucleus center of mass. The 0° Nb data were divided into two independent data 

sets of roughly equal size, the first with ! (p)! < 225 Me V I c, and the second 
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with l(p)1 > 225 MeV Ic (the range for l(p)1 was approximately 100 MeV Ic to 

500 MeV Ic). The 45° Nb data were divided into two similar data sets (although 

here the range for l(p)1 was approximately 100 MeV Ic to 650 MeV Ic). These cuts 

were made to test the theoretical prediction 7 that an expanding source would give 

an apparent source size that decreases with increasing pion momentum. 

D. Projections and Confidence Contours for the Data 

Figure 4 shows the projections for the uncut and least-cut data samples of the 

Nb data for the two configurations. The left column shows the projections for 

the 0° Nb data sample with IPprojl > 50 MeV Ic. This data sample was chosen 

for display since it is the largest data sample and, therefore, has the smallest sta­

tistical uncertainty. These plots do not show any systematic differences between 

the data and the correlation function used to fit the data. Note the similarities. 

between the 0° data and the Monte Carlo. For comparison, the projections of the 

45° Nb data sample with IPeml > 110 MeV Ic are shown in the right column. This 

is a slightly smaller data set, but again, no systematic differences between the 

data and the fitted correlation function can be seen. There are some systematic 

effects that could be masked in the projections. For example, bins along the line 

given by qo = qll = q.1. could be high, and this would not be apparent in the 

projections. However, confidence levels calculated from the X2 /NDF are verified 

to be acceptable. 

Figure 5 shows the confidence contours for the Nb most-cut data samples. These 

data samples were chosen since they have the largest statistical uncertainties of 

the Nb samples. The left column shows the confidence contours for the fit to the 

0° Nb data sample with IPprojl > 100 MeV Ie, and the right column shows the 
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confidence contours for the 45° Nb data with IPcml > 150 MeV Ic. The shapes of 

the contours are typical of the contours for all of the data sets, although, for the 

data sets with fewer events, the error contours can intersect zero. Note that for the 

0° data, RII is more correlated with T than is R.l... For the 45° data the situation 

is reversed, consistent with the explanation of this as being due to changing the 

orientation of the acceptance. 

E. Study of the Coulomb Corrections 

The corrections due to Coulomb interaction between the pions and the nuclear 

matter, and the interaction between the two pions (made using the Gamow fac­

tor), have been mentioned. In principle one has to solve the n-body interaction 

problem to determine the corrections exactly. To verify that the assumption that 

the interactions can be separated is acceptable for the acceptances used, fits were 

made systematically including and excluding each of the two corrections.9 Based 

on this test it is concluded that the corrections may be calculated separately if, 

in the 0° data, IPprojl > 50 MeV Ic. 
To further examine the Coulomb corrections, a data sarriple of 71"+ paIrs was 

taken in the 0° Nb configuration, Protons in the 71"+ data sample were rejected 

by setting requirements on the time of flight and the energy loss in the scintil­

lation counters. The proton contamination in 71"+ data set was estimated to be 

25%.27 The small data sample size did not allow further reductions in the proton 

contamination. 

F. Additional Uncertainties 

The major source of systematic uncertainty was in the residual correlation calcu­

lation: the correlation function used as input was taken from the measurements 
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and was, therefore, uncertain. This effect was studied for both configurations. 

The statistical uncertainty followed by this uncertainty for the 0° Ar (least cut) 

and the 0° Fe (both cuts) data sets are shown in Table VI. Unless otherwise 

noted, the uncertainties shown remaining tables are the sum of the statistical 

uncertainty and the residual correlation calculation uncertainty. 

G. The Pion-Source Parameters 

Table VII and Figure 6 present the results for the 45° setup where the constraint 

to a spherical source, Rl. = R11( = R), has been made. These fits are equivalent 

to the single-radius-parameter fits used earlier. 2o,35,36,37,38 The projectiles and 

targets are as listed in Tables I and II. The data of Zajc et al. 20 are included 

on the Table because the acceptance of their spectrometer was similar to that in 

. the current work. Note that Zajc et al. histogrammed (and fit) their data as a 

function of q = Iq I and qo, so the number of degrees of freedom there is 'quite 

different from this work. The results in this work agree with those of Zajc et al., 

within uncertainties. 

Table VIII and Figure 7 present the results for the 45° data where Rl. and 

RII are allowed to vary separately and the requirement on IPcml does not remove 

any (real) data. Table IX and Figure 8 show the results for the 45° setup as 

above, however, the requirement on the center-of-mass momentum of the pions 

was increased to IPcml > 150 MeV Ic. Examining the corresponding entries in 

Tables VIII and IX shows that, within the uncertainties, there is no dependence 

on the pion momentum. The 45° Ar data sample was too small to give statistically 

significant results in the second set of fits. 

Table X and Figure 9 present results for the 0° setup with IPprojl > 50 MeV Ic, 
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which is the least cut of the two sets of 0° fits. Table XI and Figure 10 show 

results for the 0° setup with IPprojl > 100 MeV/c. Note that, for the Fe and Nb 

data sets, the results agree within the uncertainties. For the Ar data the most-cut 

data are about two standard deviations smaller in all parameters. Table X also 

includes the parameters for the Nb 71"+ data. The agreement between the 71"- and 

the 71"+ data is at the one standard deviation level for RJ.., r, A and is considerably 

worse for RII. Unfortunately, the large proton contamination hampers making 

any definitive conclusions. 

In the second test of the possibility that the pion-source size depends on the 

momentum of the pions, the 0° and 45° Nb data were divided into two data sets, 

l(p)1 < 225 MeV /c, and l(p)1 > 225 MeV/c. The parameters extracted from the 

fits to the 0° data are shown in Table XII. The parameters from fits to the 45° 

Nb data are shown in Table XIII. For the Nb data sets the radius and lifetime 

parameters agree within the uncertainties for these momentum cuts. 

H. Discussion 

Our work shows the pion source to be oblate or spherical (RJ.. ~ RII). Using a 471" 

streamer chamber, Beavis et al. have found spherical sources for 1.5 GeV /nucleon 

Ar + KCI with parameters35 of RJ.. = 5.0 ± 0.5 fm and RII = 5.0 ± 1.5 fm (r was 

fixed at 1.5 fm/c), and for Ar + Pb with parameters37 of RJ.. = 5.16 ± 0.50 fm, 

RII = 5.76 ± 0.54 fm, and A = 0.98 ± 0.14 (for this fit, r was fixed at 0.0). The 

Ar parameters are within one standard deviation of the parameters measured in 

the 0° Ar configuration in the current work, so the oblate shape obtained in the 

current work is within the uncertainties of the spherical shape obtained in the 

earlier work. 
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U sing the HISS spectrometer at the LBL Bevalac, Christie39 has measured 

the source parameters for 1.8 GeV /nucleon Ar + KCl (although with a different 
~ 

acceptance from either of the two acceptances in this work). His single-radius-

parameter fit gives R = 4.30 ± 0.14 fm, ). = 0.78 ± 0.05 and X2/NDF = 745/726, 

disagreeing with this work at the four standard deviation level. The parameter 

Twas fixed at 0.0 fm/c for his fit. His two-radius-parameter fit to the same 

. . +000 
system gIVes R.l = 4.39 ± 0.15 fm, RII = 3.48 ± 0.30 fm, T = 1.3-1:30 fm/c and 

). = 0.77 ± 0.05, with X2/NDF == 2088/2081. His radius parameters are slightly 

smaller than the parameters measured in the 0° Ar configuration of the current 

work (approximately one standard deviation for R.l and two standard deviations 

for RII), and the remaining parameters agree at the one standard deviation level. 

However, comparisons are complicated by the restriction of T = 0.0 fm/c in 

Christie's single-radius-parameter fit. 

In the Plastic Ball at the LBL Bevalac, Bock et aI.38 found, for Nb + Nb at 

650 MeV/nucleon, R = 3.4 ± 0.4 fm (with T fixed at 0.0 fm/c and X2 /NDF = 

1.5)-a value one standard deviation different from the value in this work. The 

single-radius-parameter Ar + KCl fit of Beavis et aI.35
,36 gives R = 4.7 ± 0.5 fm, 

T = 4.2~!:~ fm/c and), = 1.2 ± 0.2. There is some disagreement between the 

numbers reported by Beavis et al. and the current work. 

The parameters for the 45° configuration data in this work do not show any 

dependence on the pion momentum in the center of mass, and the parameters for 

the 0° configuration do not show any dependence on the projectile-frame momen-

tum. The results for the different I (p) I ranges also agree within the uncertainties. 

Therefore, the results do not show any evidence for collective expansion effects. 7,8 

Beavis et aI.37 have also searched for collective expansion effects with cuts on 
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the average pion momentum, but the size of their data sample did not allow any 

definitive conclusions. Bock et al.38 analyzed their Nb + Nb data, and Christie39 

analyzed his AI' + KCI data for variations in the source size as a function of the 

pion momentum, but each observed changes in the radius parameter at only the 

one standard deviation level, again not showing significant evidence for expansion. 

A comparison of the 45° and the 0° (IPproj I > 50 MeV / c) . results shows the 

pion source to be more spherical for the 0° data. The RJ. parameters for the two 

measured angular acceptances agree within the uncertainties, (comparing system 

by system); RII is consistently smaller in the 45° configuration. 

Considering the parameters as a function of A, for both configurations, RJ. 

shows only a weak dependence, increasing slightly with A. Within the uncer­

tainties, RJ. could be independent of A. In the 45° configuration the source is 

oblate for the light system, becoming less so for the heavier systems. In the 0° 

configuration the source shape is slightly oblate, becoming spherical with increas­

ing A. The T parameter increases with A in the 45° configuration (although the 

statistical uncertainties are large); for the 0° configuration this effect is not as 

clear. 

The ). parameter is less than one for the 45° configuration, for all systems, 

increasing slightly with A. The 0° configuration results show similar behavior, 

but the values are slightly larger, being just below one for AI' and just above one 

for Nb. A qualitative prediction has been made .that ). will increase with source 

size (becoming closer to one) due to the strong interaction between the pions.17 

The results given here have not been corrected for the strong interaction, so the 

change in ). may be due to this effect. Comparisons of Tables VII and VIII show 

that restricting the source shape to spherical leaves ). unchanged and increases 
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the extracted T by more than one standard deviation. 

Figure 11 shows the parameter Rrrns as a function of the atomic mass of the pro­

jectile (Ap) to the one-third power.40 This Figure contains results from a range of 

energies, impact parameters and asymmetries (although the projectile was always 

lighter than the target). The experimental conditions and the references are listed 

in Table XIV. The radius parameters measured in the current work have been 

multiplied by )3/2 to give the RMS radius parameters used in the Figure and 

Table. Note that the results of the present measurement of the radius parameter 

are generally smaller than the prior measurements and show some increase with 

projectile mass. However, comparisons are hampered by the treatment of T which 

is often fixed at some value. 

There are two sets of results that can be compared with theory: those of the Ar 

single-radius-parameter fits and the Fe two-radius-parameter fits (see Tables VII 

and XVI). The calculations are taken from Humanic46 and were made using 

the program CASCADE.47 The measured R is much smaller than the calculation, 

and T is larger. It is unclear if T being larger is an artifact of fitting a restricted 

form of the correlation function, since restricting the form of the fitted correlation 

function to a single radius parameter causes T to increase. The measured values 

of ). are smaller than the predicted values. 

A comparison of the Fe results and CASCADE calculations has been published 

earlier.9 The calculated sizes are generally larger and less oblate than the measured 

values. In the absence of theoretical results, one can speculate as to what effects 

the modifications of the theories will have on the calculated parameters. The 

inclusion of nucleon-nucleon repulsion terms (which CASCADE lacks) will make the 

interaction region larger, because the nucleons will resist compression, and will 
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reduce the energy density in the collision. The repulsion will also cause energy to 

be stored as compressional energy. These two effects would decrease the energy 

density available for pion production. Assuming that the energy density in the 

nuclear collision is near the pion production threshold, this could decrease the 

pion-source size, since the energy density in the outer regions of the collision 

would drop below the production threshold. If nuclear repulsion is present in 

nuclear collisions, and if the energy density is near the pion production threshold, 

then the measured source size could be smaller and longer lived than the CASCADE 

result. 

A repulsion term will expand the source perpendicular to the beam axis, since 

the increased pressure will push matter out the sides of the interaction region, 

giving sources that are more oblate than the CASCADE calculations. In Table XVI 

it can be seen that the measured sources are more oblate than the calculation, 

the measured RL being equal to or slightly larger than the prediction, while the 

measured RII is smaller. Here, however, the measured lifetime is shorter than the 

CASCADE prediction. Collective flow will, to some extent, cause the momentum 

distribution of the pions to be peaked in the direction of the flow. This could cause 

the pion momenta to be correlated in addition to the Bose-Einstein symmetriza­

tion, and could lead to a measured A smaller than the CASCADE prediction. 

VI. SUMMARY 

The method of pion-pion interferometry was used to measure the pion-source 

parameters for three target-projectile combinations, with two acceptances. The 

data analysis method has been verified by Monte Carlo simulations to give pa­

rameters that are within the statistical uncertainties of the values used as input. 
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The large data samples present in this experiment have allowed the determina­

tion of the pion-source radius perpendicular and parallel to the beam axis. The 

lifetime of the source was measured and, in the larger data sets (coincidentally, 

the heavier ions), was found to be non-zero. The source size perpendicular to the 

beam was approximately constant showing only a weak dependence on viewing 

angle and nuclear mass. The source size parallel to the beam increased with the 

nuclear mass, and was larger in the 0° configuration than the 45° configuration. 

The source size seemed independent of the average pion momentum. 

For a systemafic study of the deviation of the source size from an A 1/3 scaling 

further experiments would need to be done. Measurements (with equal-mass 

target and projectile to make comparisons easier) need to be made in the region 

of A ~ 10 and A ~ 20. Suitable choices for beams and targets are 12C + C and 

2°Ne + NaF. 

Further experiments would need to be done to study the dependence of the 

source shape on the atomic mass. Again, measurements need to be done for the 

lower atomic mass in the region of A ~ 10 and A ~ 20. Until the dependence of 

the source shape (or lack of it) on the energy of the collision is understood, these 

experiments should be done at a constant energy pet nucleon. Existing data are 

consistent with a dependence of the shape on the beam energy (more spherical at 

lower energy per nucleon). 
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APPENDIX A: MEASUREMENT OF THE CORRELATION 

FUNCTION THROUGH EVENT MIXING 

In this appendix the effect of the pion correlation on the reference sample is 

calculated, and a method of eliminating the effect by weighting the events is 

given. The effect is first demonstrated in a simplified form, then the equations 

used in the analysis are given. 

This experiment measures N two-particle events, where each event 0: 

(0: = 1,2, ... , N) is defined by a momentum pair (Pla, P2a). Suppose that the 

momentum pairs are histogrammed into M bins for each momentum. Define a 

histogramming function 8~ by 

1 for Pla E i-th momentum bin and 

P2a E j-th momentum bin. 

o otherwise. 

Then the number of counts in the (i,j) histogram bin is just 

N 

N .. - "I:ij 
tJ - ~ Va • 

a=l 

(A1) 

(A2) 

Model the spectrometer by defining 'f/i to be the detection probability of a 

particle in bin i (where L,i 'f/i = 1), including both the emission probability (in 

the absence of Bose-Einstein effects) and the spectrometer's single-track efficiency; 

C ij to be the value of the correlation function for bin (i,j); and Pij to be the two-

track contribution to the detector's efficiency. The probability of a particle pair 

in bin (i, j) being in the data sample is 
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(A3) 

where the normalization constant A is chosen so that Li,j P2(i,j) = 1. On the 

other hand, the observed probability for the particle pair is 

P ( ' ') 1 ~ c:ij 
2 Z, J = N L...J °01 ' 

01=1 

(A4) 

In event mixing, the single-particle momentum spectrum is estimated by ig-

noring one of the two momenta in the, event. For the sake of definiteness, the 

second momentum will be ignored here, but the choice is arbitrary. Define a 

histogramming function that ignores the second momentum by 

. { 1 for P101 E i-th momentum bin. 
81 = 01 

a otherwise. 
(A5) 

The probability of detecting a single particle in momentum bin i, as determined 

by event mixing, can be written as 

(A6) 

(A7) 

Equation A 7 follows from Eq. A6 because the second particle's momentum is 

assumed to be in one of the momentum bins. Using Eqs. A3 and A4, Eq. A 7 

becomes 

M 

PI (i) = A'r/i E'r/jCijPij , (AS) 
j=l 

and it can be seen that the event-mixing method, instead of giving 'r/i, the single­

track detection probability, gives a value weighted by the correlation function and 

the two-track efficiency. 

Setting 
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(A9) 

equation A3 becomes 

(AlO) 

and the correlation function is 

(All) 

So, by weighting the histogram bins, the effect of the correlation on the reference 

sample can be removed, and it is possible to measure the correlation function 

using event mixing. 

Below is a successive-approximation scheme for the 'rJi. No proof of convergence 

is given beyond noting that, for the data sets in this experiment, the changes ob-

served from one iteration to the next become small, and that in Monte Carlo tests 

the parameters returned are within the statistical errors of the input parameters. 

Since CijPij ~ 1 on the average, it is expected that ~ij = CijPij - 1 will be a 

small number. Substituting this into Eq. A8 gives 

(Al2) 

and, using 2:i 'rJi = l, this becomes 

(Al3) 

Since the ~ij are expected to be small, this result suggests the following scheme 

be used to find the detection probabilities: To first order assume that ~ij = 0 

or 'rJi = A-1Pl(i) (where Pl(i) determined from Eq. A6) then calculate each 

succeeding order of 'rJi using the preceeding order in the right hand side of Eq. Al3. 
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The normalization, A, can be found by using Ei 'f}i = 1 at each step. Note that 

Eq. AI3 is used only to show that forcing the normalization of the 'f}i to be constant 

is equivalent to a successive-approximation scheme in the L:lij, the form used in 

the analysis follows. Prior experiments (e.g., Zajc et al.20
) used the equivalent 

Eq. AI3 only once, which was not sufficiently accurate for the current experiment. 

The above bin-weighting scheme can be converted to an event-weighting 

scheme27 by defining, for functions of the momentum bins, Gi, a function of 

the particle momentum, GOll such that 

N N 

Gi L 8~ = L Ga8~ , (AI4) 
a=l a=l 

so that histogramming the weighted events is equivalent to weighting the his-

togram bins. Then the momentum histogramming assumed will not appear in the 

event-weight calculation and momentum-difference histogramming can be easily 

substituted in the analysis. In most cases the function will be unchanged, all that 

need be done is to evaluate the function using the momentum of the particle(s) 

in the event, not the center of the histogram bin. The resulting equations are 

shown here, using three-dimensional momentum-difference histograms as used in 

this analysis. First, define a histogramming function in analogy to Eq~ Al by 

I for (PIa - P2a ) E ijk-th momentum 

difference bin. (AI5) . 

o otherwise. 

The momentum difference spectrum for the particle pairs then is just 

(AI6) 

In the event-weighting scheme, Eq. A6 becomes (using Eq. AI4), 

33 



(Al7) 

Similarly, Eq. A8 becomes 

N 

P1 (Q) = A1]a L 1](3Ca(3Pa(3 . (A18) 
(3=1 

Using Eqs. A17 and A18, and solving for 1]a gives 

1]a = (AN t 1](3Ca(3pa(3) -1 

(3=1 

(A19) 

where the condition that defines the normalization constant A becomes, in the 

event weighting scheme, La 1]a = 1. The subscripts Q and f3 are used to show 

that the quantities are evaluated using the momenta of the particles. 

Modified event weights can be defined by W~ = N1]a, so that Eq. A19 becomes 

(A20) 

where it can be seen that the condition that defines A becomes La W~ = N. The 

initial values for the event weights are W~ == 1, with Eq. A20 being used to iterate 

the event weights in analogy to Eq. A13. Note that the modified event weights 

do not depend on the number of events in the data sample, unlike the 1]a which 

scale as liN. 

The event weights that would be defined in analogy with Eq. A9 are 

(A21) 

and give Wa = (AN)1]a, differing from the modified event weights only in the 

normalization. Since the overall normalization (in Eq. 9) is fit, the event weights 

are not calculated, and the modified event weights (Eq. A20) are used in the 
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reference-sample calculation (Eq. A23), thereby eliminating a step in the calcula-

tions. 

Define a histogramming function for the event mixing in analogy with Eq. A15 

using momenta from two different events 

cijk _ 
uOi/3 -

1 for (PIOI. - PI(3) E ijk-th momentum 

difference bin. 

o otherwise. 

(A22) 

As before, the arbitrary choice is made to use the first momentum in each of the 

two particle pairs. The reference sample, the denominator of Eq. All without 

the normalization factor, is then 

N N 
B ~ ~ W'W' cijk 

ijk = L.J L.J 01. /3POl./3uOl./3. (A23) 
0I.=1/3=1 

Because of the weighting factors, the statistical fluctuation in the bins is not 

just the square root of the number of counts. The estimated uncertainty in Bijk 

IS 

(A24) 

Note that this gives !:l.Bijk rv O(N3/2). With Bijk '" O(N2), the fractional error 

in the reference sample is !:l.Bijk / B ijk '" O(N-I /2). This also can be written 

!:l.Bijk '" O(B;jk4
), as has been found earlier by other methods. 20 To reduce the 

fluctuations in the reference sample, all possible combinations of the particle 

momentum are used in the event mixing (Eq. A23). 

The two-track efficiency, POI./3, is estimated by imposing cuts based on the de­

tector geometry using the data from the pion tracks in the events. The cuts are 

imposed on the two-track data to give a known POI./3 which is then used in the 

event mixing and event weighting (in Eqs. A20 and A23). 
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The pion-pion interaction is handled by weighting the background events by 

the Gamow factor. This introduces a weighting factor in the calculation of the 

background that would be placed in Eq. A23 next to the Prh term. This term 

is symmetric in the two pion momenta, and the derivation of the uncertainty in 

Bijk follows the one used above. The pion-nuclear matter interaction is handled 

by correcting the individual pion's momentum before histogramming, which does 

not alter any of the derivations given. 
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TABLE 1. Beam parameters for the runs. 

Ion Kinetic Energy Typical Intensity Beam Spot Size Setups 

(GeV /nucleon) (Ions/Spill) (cm) 

40Ar 1.82 1.108 1 X 1.6 0°,45° 

56Fe 1.70 1· 107 1 X 6 0°,45° 

93Nb 1.54 2.107 1 x 1 0°,45° 

TABLE II. Spectrometer parameters for the setups used. The target In/Out ratio 

is the ratio of events found per beam particle with the target in to that with the 

target out. The uncertainty quoted is statistical only. 

Setup 

Ar 0° 

Target 

Material 

KCl 

Ar 45° KCl 

Fe 0° Stainless Steel 

Fe 

Nb 

Nb 

Target 

In/Out Ratio 

33 ± 3 

9.8 ± 0.2 

15.6 ± 0.5 

103 ~i~ 

Magnet Fields 

C Magnet (kG) Janus Magnet (kG) 

14.6 12.0 

1.7 9.0 

14.2 11.4 

0.0 8.6 

13.0 10.8 

1.5 8.5 

TABLE III. .Spectrometer characteristics for the Fe setups. 

IPcml Accepted (MeV/c) 

100-400 

100-600 

42 

Solid Angle (msr) 

12 
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TABLE IV. Resolution for Monte Carlo simulated events. 

Quantity RMS Error 

Px 3.6 MeV/e 

Py 2.2 MeV /e 

pz 3.4 MeV /e 

qx 5.1 MeV /e 

qy 1.7 MeV /e 

qz 4.8 MeV/e 

qo 1.8 MeV 

TABLE V. Parameters extracted from Monte Carlo simulated events. Only statis-

tical uncertainties are shown. 

Parameter Input Value Fitted Value 

R.L(fm) 4.0 3.8 ± 0.2 

RII(fm) 3.0 3.2 ± 0.3 

r(fm/e) 2.0 22+0 .6 
. -0.4 

A 1.0 0.98 ± 0.05 

X2
/ NDF 595/600 

X~ML/NDF 2646/2359 

Events 14000 

.. 
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TABLE VI. Parameters with statistical uncertainties followed by uncertainties due 

to the residual correlation correction for the Ar and Fe 0° data sets. 

Ar, 0° Data Fe, 0° Data 

IPprojl > 50 MeV /e IPprojl > 50 MeV /c IPprojl > 100 MeV /c 

R.L(fm) 4.8 ± 0.3 ± 0.07 4.8 ± 0.2 ± 0.05 4.7 ± 0.3 ± 0.08 

RII(fm) 4.2 ± 0.4 ± 0.2 2.7 ± 0.3 ± 0.1 2.1 ± 0.5 ± 0.16 

r(fm/c) 1.1~U ± 0.4 2.7 ± 0.6 ± 0.2 3.5 ± 0.6 ± 0.3 

A 0.81 ± 0.05 ± 0.03 0.88 ± 0.03 ± 0.015 0.75 ± 0.05 ± 0.02 

X2
/ NDF 581/537 939/729 470/395 

X~ML/NDF 2979/2590 2938/2420 1476/1300 

Events 12,900 32,000 11,200 

TABLE VII. Parameters as a function of the projectile, for the 45° data. The data 

marked Ar (Zajc) are the Ar 7r- data of Zajc et al.2o ; the remaining data are this work. 

Only statistical uncertainties are shown. 

45° Data, Single-Radius-Parameter Fit 

Projectile Ar (Zajc) Ar Fe Nb 

R(fm) 2.77~g:g 1.9 ± 0.5 2.0 ± 0.5 3.9 ± 0.1 

r(fm/c) 3.44~~:~ 3.6 ± 0.8 4.7 ± 0.5 5.8 ± 0.4 

A 0.63 ± 0.04 0.75 ± 0.1 0.65 ± 0.05 0.88 ± 0.03 

X2 /NDF 80.3/96 145/160 389/408 846/795 

X~ML/NDF 211.2/158 1716/1663 2195/1927 2607/2098 

Events 6700 3300 8400 39,100 
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TABLE VIII. Parameters as a function of the projectile, for the 45° uncut data. 

45° Data, Uncut 

Projectile Ar Fe Nb 

Rl.(fm) 4.5 ± 1.0 4.0 ± 0.65 4.8 ± 0.55 

RII(fm) 1.0 ± 1.0 15+0 .55 
. -0.9 3.8 ± 0.2 

r(fm/c) 00+2.3 
. -0.0 1.7 ± 1.7 4.8 ± 1.0 

A 0.72 ± 0.10 0.66 ± 0.06 0.89 ± 0.035 

X2
/ NDF 138/156 381/403 846/795 

X~ML/NDF 1702/1662 2194/1925 2612/2098 

Events 3300 8400 39,100 

TABLE IX. Parameters as a function ofthe projectile, for the 45° data with IPcml > 

150 MeV/e. There is not enough data in the Ar sample to fit the data with the cut. 

45° Data, IPcml > 150 MeV /c 

Projectile Fe Nb 

Rl.(fm) 43+0 .6 
· -0.8 5.2 ± 0.55 

RII(fm) 1 5+0 .6 
· -1.0 4.1 ± 0.2 

r(fm/c) o 1+2.8 
· -0.1 5.0 ± 1.1 

A 0.58 ± 0.07 0.87 ± 0.035 

X2 /NDF 362/345 742/719 

X~ML/NDF 2167/1897 2477/1945 

Events 6900 34,600 
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TABLEX. Parameters as a function of the projectile, for the 0° data with IPproj I > 

50 MeV/c. 

0° Data, IPprojl > 50 MeV /c 

Projectile Ar Fe Nb Nb (rr+) 

" 
Rl.(fm) 4.8 ± 0.3 4.8 ± 0.2 5.1 ± 0.2 5.3 ± 1.0 

RII(fm) 4.2 ± 0.4 2.7 ± 0.3 4.4 ± 0.3 7.4 ± 1.2 

r(fm/c) 11 +1.4 . -1.1 2.7 ± 0.6 3.9 ± 0.4 00+3.6 
• -0.0 

A 0.81 ± 0.06 0.88 ± 0.03 1.11 ± 0.03 1.0±0.17 

X2
/ NDF 581/537 939/729 1144/1087 69/86 

X~ML/NDF 2979/2590 2938/2420 3776/3235 736/753 

Events 12,900 3200 49,400 1700 

TABLE XI. Parameters as a function of the projectile, for the 0° data with IPproj I > 
100 MeV/c. 

0° Data, IPprojl > 100 MeV /e 

Projectile Ar Fe Nb 

Rl.(fm) 3.7 ± 0.4 4.7 ± 0.3 4.6 ± 0.3 

RII(fm) 3.0 ± 0.5 2.1 ± 0.5 4.5 ± 0.3 

r(fm/c) 2.7 ± 0.8 3.5 ± 0.7 3.8 ± 0.5 

A 0.9 ± 0.10 0.75 ± 0.05 1.05 ± 0.04 

X2/NDF 324/318 470/395 665/630 

X~ML/NDF 2147/1936 1476/1300 2386/2091 

Events 6800 11,200 21,400 

,;I 
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TABLE XII. Parameters for two different cuts on the average of the pion momen­

tum, for the 0° Nb + Nb data with IPprojl > 50 MeV/c. 

Nb, 0° Data, IPprojl > 50 MeV /c 

l(p)1 0-225 MeV /c 225-500 Me V / c 

R.l(fm) 5.0 ± 0.3 4.8 ± 0.3 

R,,(fm) 4.4 ± 0.3 4.8 ± 0.3 

r(fm/c) 3.5 ± 0.5 4.1 ± 0.7 

A 1.31 ± 0.03 1.19 ± 0.06 

X2
/ NDF 536/503 1037/987 

X~ML/NDF 1529/1485 2775/2587 

Events 25, 700 23, 700 

TABLE XIII. Parameters for two different cuts on the average of the pion momen­

tum, for the 45° Nb + Nb uncut data. 

Nb, 45° Data 

l(p)1 0-225 MeV /c 225-650 Me V / c 

R.l(fm) 45+0 .9 
. -0.5 43+0 .9 

. -1.1 

R,,(fm) 3.9 ± 0.3 4.1 ± 0.3 

r(fm/c) 6.0 ± 1.2 5.7 ± 1.5 

A 0.84 ± 0.04 094+0 .11 
. -0.07 

X2 /NDF 323/332 788/723 

X~ML/NDF 736/716 2687/2012 

Events 15,200 23,900 
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TABLE XIV. Pion-source parameters for different projectile-target combinations. 

The data marked with an asterisk were biased towards central collisions beyond the 

biasing occurs due to the spectrometer's acceptance. 

Projectile Target E (GeV jnucleon) Rrrns (fm) Reference 

p H 200 1.66 ± 0.04 41 

P Xe 200 1.53 ± 0.13 41 

P Xe 200 1.45 ± 0.11 4h 

d Ta 3.4 2.20 ± 0.50 42 

He Ta 3.4 2.90 ± 0.40 42 

C C 3.4 2.75 ± 0.73 43 

C C 3.4 3.76 ± 0.88 43* 

C Ta 3.4 3.40 ± 0.30 42 

Ne NaF 1.8 224+0.98 20 
. -1.96 

Ar KCI 1.8 339+0.73 20 
• -1.10 

Ar KCI 1.5 5.76 ± 0.61 36 

Ar KCI 1.2 4.65 ± 0.61 36* 

Ar Bah 1.8 3.75 ± 1.35 44 

Ar Pb30 4 1.8 4.04 ± 1.14 44 

Ar Pb30 4 1.8 4.87± 0.96 44* 

Ar KCI 1.8 2.3 ± 0.6 this work 

Fe Fe 1.7 2.5 ± 0.6 this work 

Kr RbBr 1.2 6.61 ± 1.47 45 

Nb Nb 1.5 4.8 ± 0.1 this work 
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TABLE XV. Comparison between experimental and CASCADE pion-source 

parameters for the 45° data. The data marked (Zajc) are the Ar 1r- data of Zajc et 

al.j20 the remaining experimental data are this work. Only statistical uncertainties are 

shown. 

Ar, 45° Data, Single-Radius-Parameter Fit 

Experiment (Zajc) This Experiment CASCADE 

R(fm) 2.77~g:~ 1.9 ± 0.5 3.58 ± 0.11 

r(fm/c) 3.44~U 3.6 ± 0.8 2.83 ± 0.43 

A 0.63 ± 0.04 0.75 ± 0.1 1.003 ± 0.045 

X2
/ NDF 80.3/96 145/160 

X~ML/NDF 211.2/158 1716/1663 

Events 6700 3300 
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TABLE XVI. Comparison between experimental and CASCADE pion-source 

parameters for the Fe data. The uncertainties shown for the measured data are total. 

The uncertainties shown for CASCADE are statistical only. 

Fe, 45° Data Fe, 45° Data 

IPcml > 100 MeV /c (uncut) IPcml > 150 MeV /c 

Experiment CASCADE Experiment CASCADE 

R.l(fm) 4.0 ± 0.65 4.2 ± 0.3 43+0 .6 
· -0.8 4.2 ± 0.2 

RII(fm) 15+0.55 
. -0.9 3.0 ± 0.2 15+0.6 

· -1.0 2.9 ± 0.2 

r(fm/c) 1.7 ± 1.7 3.3 ± 0.6 o 1+2.8 
· -0.1 3.2 ± 0.6 

A 0.66 ± 0.06 1.00 ± 0.02 0.58 ± 0.07 0.98 ± 0.02 

X2
/ NDF 381/403 1099/1082 362/345 1112/1039 

X~ML/NDF 2194/1925 1563/1691 2167/1897 1596/1708 

Fe, 0° Data Fe, 0° Data 

IPprojl > 50 MeV /c IPprojl > 100 MeV /c 

Experiment CASCADE Experiment CASCADE 

R.l(fm) 4.8 ± 0.2 4.0 ± 0.1 4.7 ± 0.3 4.4 ± 0.1 

RII(fm) 2.7 ± 0.3 3.3 ± 0.1 2.1 ± 0.5 2.3 ± 0.1 

r(fm/c) 2.7 ± 0.6 4.3 ± 0.2 3.5 ± 0.7 4.4 ± 0.2 

A 0.88 ± 0.03 1.00 ± 0.02 0.75 ± 0.05 0.98 ± 0.02 

X2/ NDF 939/729 1031/1061 470/395 374/376 

X~ML/NDF 2938/2420 1543/1693 1476/1300 498/555 

, .. 
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FIG. 1. Plan View of the Janus spectrometer as used in the Ar and Nb runs. In 

the earlier Fe run part of the lead wall between the second wire chamber (MWPC) and 

beam line was absent and a different second wire chamber (where the wire chamber 

numbering follows the the path of the particles, starting at the target) was used. 
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FIG. 2. Contour plot of the acceptance for the 45° and the 0° Fe configurations. The 

arrow marks the beam rapidity. The lines marked "A" indicate the lower momentum 

cut employed for each acceptance, the lines marked "B" indicate the higher of the 

momentum cuts. 
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FIG. 11. Pion-source parameters as a function of A!!3, where Ap is the atomic mass 

of the projectile. The data are from the sources listed in Table XIV. The data points 

for some projectiles have been displaced for clarity. 
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